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ABSTRACT Stereo matching is one of the most important and challenging subjects in the field of planetary
rover with a stereo vision system. The generated disparity map can make rover to avoid the obstacle and
explore the planetary surface automatically. In this paper, we propose an efficient dense stereo matching
method to generate disparity maps for a planetary rover, which relies on 3-D plane fitting, adaptive penalties,
and coarse-to-fine disparity constraint. In order to achieve efficient stereo matching at the coarsest level
of the pyramid, we present a 3-D plane fitting to reduce the disparity search range and propose adaptive
penalties in the more-global matching method for obtaining an accurate disparity map. At the finer level,
our method then estimates the disparity search range based on coarse-to-fine disparity constraint and utilizes
adaptive penalties to obtain an accurate disparity map. The extensive experiments with stereo images of
Chang’e-3 rover demonstrate that our approach can generate disparity maps efficiently and accurately
compared with the most state-of-the-art semi-global matching methods, especially at low texture regions,
depth discontinuities, and occlusion regions.

INDEX TERMS Stereo matching, disparity map, coarse-to-fine architecture, 3-D plane, planetary rover.

I. INTRODUCTION
Planetary exploration is always an ambitious mission which
launches a series of spacecraft to land on the planet surface.
It will carry rovers to explore the planetary surface and
carry out science missions. Therefore, the planetary rover
is an important component, and it needs to complete many
higher level tasks in an unstructured environment, such as
obstacle detection, environmental perception, path planning,
navigation, localization and so on. Among the various tasks,
the ability to recognize the reliable three-dimensional (3D)
terrain information surrounding the rover is essential, which
can guide the rover to perform obstacle avoidance and path
planning to reach the required destinations [1]. Furthermore,
because of the significant delay in communication between
the Earth and the planets, future planetary rovers must have
the ability to perceive the environment independently in order
to make them run in unstructured environment safely and
autonomously [2].

The stereo vision and the scanning LiDAR are two kinds of
approaches to achieve reliable 3D terrain information. Based
on the stereo vision technology, a 3D map can be gener-
ated from stereo images taken by cameras mounted on the
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planetary rover. Stereo vision is an attractive technology for
rover navigation because it is passive and only a small amount
of power is required for imaging electronics [3]. Scanning
LiDAR technology can offer much longer operational range
(usually hundreds of meters) and higher accuracy than stereo
vision technology (usually tens of meters). However, this
comes with an additional mass and power requirements, and
also increases launch costs.

A successfully application of 3D navigation in
unstructured environment is the Sojourner rover of
Mars Pathfinder [4], [5] with two stereo cameras and five
laser stripe emitters to detect obstacles. The Mars Explo-
ration Rovers (MER) Spirit and Opportunity have the ability
to navigate independently through unknown environment,
which also use passive stereo vision to detect potential terrain
hazards [6]. For theMars Science Laboratory Curiosity rover,
stereo images of the Martian surface can be acquired by the
Curiosity rover Mast Camera system [7], and 3D information
can be achieved for obstacle avoidance, plan planning, and
navigation and positioning.

A. RELATED WORK
In general, the stereo matching methods can be categorized
into local, global, and semi-global matching methods.
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Firstly, local matching methods have low time complexi-
ties which are widely used for planetary rover with limited
computational resources and power. Local methods mainly
include feature-based and area-based matching methods. The
feature-based methods get only sparse points, and are hence
insufficient for reconstructing detailed 3D terrain. While the
area-based methods can generate a dense disparity map,
which is more suitable for 3D perception of a planetary
rover. The most common methods used mainly include sum
of absolute differences (SAD) [8], [9], normalized cross cor-
relation (NCC) [10], and correlation coefficient [6]. Although
local methods have been widely utilized in planetary rovers,
there may be a potentially large amount of erroneous matches
due to lack of texture, occlusions, and repetitive patterns on
the planetary surface [11]. To address the matching ambigu-
ity caused by local methods, several multi-resolution stereo
approaches have been proposed which use the disparity com-
puted at a coarser scale to restrict the search range at the
current scale [12], [13].

Secondly, compared to local methods, global matching
methods based on energy minimization can address matching
ambiguities more effectively and can achieve more precise
results especially in disparity discontinuous and textureless
regions. Global methods [14] usually formulate the stereo
matching problem as the minimization over an energy func-
tion defined on the Markov Random Field (MRF) model
where a smoothness assumption is made to achieve better
results but with a higher computational cost [15]. There are
many different strategies to find the minimum of the global
energy function, such as graph cuts (GC) [16], dynamic
programming (DP) [17], and belief propagation (BF) [18].
Due to the high computational cost, few researches have been
conducted on global matching for planetary rovers. A global
matching method has been published based on feature points
and MRF model [19] for planetary images. To reduce the
computational cost, a hierarchical structure approach is pro-
posed to reduce the computational complexity of the GC
algorithm [20].

Thirdly, local methods usually fails to match at ambigu-
ous low texture areas, while global methods require more
processing time although they have high matching accuracy.
The Semi-Global Matching (SGM) method [21], [22], incor-
porating the advantages of both local and global methods,
provides a good trade-off between accuracy and complexity.
The Planetary Robotics 3D viewer (Pro3D) is developed to
visualize stereo images collected by rovers on the Martian
surface [23], and the 3D models are reconstructed using the
SGM method based on the acquired numerous stereo images
using both MER scientific Pancam system and navigational
NavCam system [24]. For reducing computational complex-
ity, two SGM methods based on the coarse-to-fine strategy
are proposed in [25], [26].Moreover, original or variant meth-
ods of SGM have been implemented on different computing
architectures such as Graphics Processing Unit (GPU) [27],
Field-Programmable Gate Array (FPGA) [28], and other

embedded devices [29]. Although the SGMmethod has been
widely used, this method may yield the known streaking
artifacts. The More-Global Matching (MGM) method aims
at improving the accuracy of SGM method according to a
more global strategy, which removes the streaking artifacts
of SGM, and improves the quality of the disparity result [30].
However, all the SGMandMGMmethods are performedwith
a full disparity search range, which requires high memory.

B. CONTRIBUTIONS OF OUR WORK
For the left and right images obtained by a planetary rover, the
disparity search range is unknown in advance, but it is a very
important parameter due to the limited computing resources,
storage resources, and energy resources of the rover. Under
the unknown unstructured environment of planetary surface,
it is difficult for us to get and set a fixed search range just
like in the structured environment. Therefore, if we set a
large disparity search range, the oversize of the search range
will consume more time, take up more memory space, and
suffer from matching ambiguities especially for low texture
areas. If the search range is set too small, the correct dis-
parity is often not available. Therefore, a reliable estimation
of disparity search range is the prerequisite of fast stereo
matching for a planetary rover, as well as the requirement for
saving computation time and memory space. Furthermore,
for rover images of planetary surfaces, in addition to low
texture at a planetary surface, disparity discontinuities usually
exist along the boundaries of prominent features such as large
rocks.

In this paper, our point of interest is to generate disparity
map efficiently and accurately with stereo images of plane-
tary surface, in order to meet the requirements of timeliness
and reliability of the planetary rover. The major contributions
of this work are as follows:

(1) The proposed method builds a coarse-to-fine pyramid
framework, through which the pixel-wise disparity search
range at a finer level is adaptively restricted to a few pixels
based on the disparity map at the adjacent coarser level.

(2) According to the imaging characteristics of planetary
rover from near to far on a planetary surface, the disparity
value is approximately linear changing with the distance
between planetary rover and planetary surface, which can
be validated by reconstructed disparity maps (see Fig. 1).
Therefore, we propose a method of 3-D plane fitting to auto-
matically determine pixel-wise disparity search range at the
coarsest level to reduce the computational complexity.

(3) To improve the disparity accuracy of state-of-the-art
semi-global matching methods especially at disparity discon-
tinuities and occlusion regions, we propose a strategy to adap-
tively determine the penalties in cost aggregation according
to the extracted edges.

The remainder of the paper is organized as follows. The
details of the proposed method are presented in section II.
Section III gives the experimental results and analysis.
Section IV is the conclusion.
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FIGURE 1. Disparity maps of lunar stereo images taken by Chang’e-3 Yutu
rover. (a) Left image 1. (b) Disparity map of (a), with disparity range from
−106 to 2 pixels. (c) Left image 2. (d) Disparity map of (c), with disparity
range from −23 to 71 pixels.

II. PROPOSED STEREO MATCHNG
The input of our proposed method is two rectified left and
right images obtainedwith epipolar rectificationmethod [31].
A stereo pair of Gaussian pyramids [32] with L levels are
constructed from the two rectified images. At level l=1,

respective images are the input rectified images, and at each
level l ∈ L, · · · , 2, respective images are obtained by halving
the resolution of the corresponding images at level l − 1.
The framework overview of the proposed method is shown
in Fig. 2.

At the coarsest level l = L, the disparity map is gener-
ated by a 3-step scheme, which consists of (1) 3-D plane
fitting, (2) cost computation and aggregation with adaptive
penalties, and (3) post processing. The complete processing
scheme at the coarsest level provides a robust and effective
disparity estimation based on 3-D plane fitting, which can
greatly reduce the computational complexity by restricting
the disparity search range.

Further, from level l = L − 1 to level l = 1, the disparity
map generated at coarser level will guide disparity generation
at finer level. When the process comes to the finest level
(l = 1), we will obtain disparity maps of the input rectified
images. At a finer level, however, a scheme is proposed
which using coarse-to-fine disparity constraint instead of 3-D
plane fitting to reduce the disparity search range. That is, the
disparity map can be generated by a 3-step scheme which
consists of (1) coarse-to-fine disparity constraint, (2) cost
computation and aggregation with adaptive penalties, and
(3) post processing.

In the following sections, we will discuss several key
components in detail.

FIGURE 2. The framework overview of the proposed method. The upper row shows the complete disparity map generation steps at the
coarsest level L, including 1) 3-D plane fitting. 2) Cost computation and aggregation with adaptive penalties. 3) Post processing, while
the lower row shows the disparity map generation steps at the other levels, including 1) coarse-to-fine disparity constraint, 2) cost
computation and aggregation with adaptive penalties, and 3) post processing. Note that 3-D plane fitting is only applied at the coarsest
level, however, the coarse-to-fine disparity constraint is instead of 3-D plane fitting at finer levels.
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FIGURE 3. The matched 260 pairs of SIFT keypoints (left). The fitted 3-D plane for the left image (middle), a = −0.00517, b = −0.227, c = 30.5. The
fitted 3-D plane for the right image (right), a = 0.0034, b = −0.2268, and c = −30.3539.

A. 3-D PLANE FITTING AT THE COARSEST LEVEL
Scale invariant feature transform (SIFT) features [33] are
used to detect keypoints from the left and right images
at the coarsest level. The detected keypoints are matched
through the nearest neighbor approach as proposed in [33],
where the epipolar constraint and random sample consen-
sus (RANSAC) algorithm [34] are also employed to effec-
tively eliminate the mismatched pairs. Suppose two sets of n
matched keypoints {(xi, yi)} and {(x ′i , y

′
i)} have been obtained,

which belonging to the left and right images, respectively,
i = 1, 2, · · · , n, n ≥ 3. The pixel-wise disparity search range
for the two coarsest images is determined based on the 3-D
plane fitting using the following steps:

Step 1: Construct two sets of 3-D point coordinates
{(xi, yi, di)} and {(x ′i , y

′
i, d
′
i )}, where di = x ′i − xi and d ′i =

xi − x ′i .
Step 2: For the set {(xi, yi, di)} obtained from the left

image, a 3-D plane, d = ax + by + c, can be fitted with
the least square method as shown in (1).

S =
∑n

i=1
(axi + byi + c− di)2 (1)

where a, b, and c are the 3-D plane coefficients to be esti-
mated.

Step 3: For the keypoint set {(xi, yi)}, compute the disparity
set {Di}, Di = axi + byi + c. Then compute the disparity
difference set {1di}, 1di = Di − di, in which the mini-
mum and maximum values are expressed as Dmax and Dmin,
respectively.

Step 4: For every pixel (x, y) in the left image at the coars-
est level, calculate the disparity value with the 3-D plane
by (2).

d(x, y) = ax + by+ c (2)

Here, the minimum disparity dmin(x, y) and the maximum
disparity dmax(x, y) of pixel (x, y) are computed by (3).{

dmin(x, y) = d(x, y)+ Dmin −1d

dmax(x, y) = d(x, y)+ Dmax +1d
(3)

where 1d is a given disparity search offset at the coarsest
level. Therefore, the disparity search range of pixel (x, y) can
be expressed as [dmin(x, y), dmax(x, y)].

Step 5: Similarly, repeating the above steps 1∼ 4 for
another set {(x ′i , y

′
i, d
′
i )}, we can determine pixel-wise dispar-

ity search range in the right image, [d ′min(x, y), d
′
max(x, y)].

Fig. 3 gives an example of the matched SIFT keypoints and
the fitted 3-D plane for the left and right images.

B. COST COMPUTATION AND AGGREGATION
WITH ADAPTIVE PENALTIES
MGM and SGM for dense stereo matching are efficient
methods to perform approximate energy minimization for
2DMRF, which are the state-of-the-art semi-global matching
methods. However, these methods attempt to find the best
matching point by traversing a full disparity search range.
Again, there possibly be inaccurate disparity generated when
utilizing the constant penalties especially at depth discon-
tinuities and occluded regions. Several semi-global match-
ing methods have been proposed to adjust the penalties
based on the intensity gradient between neighboring two
pixels [22], [35]. However, the pixel with intensity changes
may not correspond to disparity discontinuity, and at the same
time, the disparity is easy to be seriously interfered by image
noise.

In general, the disparity of the same object surface changes
smoothly, while the disparity at discontinuous boundaries are
mostly distributed on the edges of object.We apply the Canny
detector [36] to detect edges from the left and right images
at level l, l ∈ L, · · · , 1, and then the penalties are adap-
tively determined based on the extracted edges to improve
the disparity accuracy especially at disparity discontinuities,
obstacle edge areas, and occlusion regions.

1) COST COMPUTATION AND AGGREGATION
For the computation of matching cost, the census trans-
form [37] is often a preferred choice, because it has the
advantage of being independent of luminosity and contrast
differences between cameras. For a pixel p(x, y) in the
left image at level l, the matching cost C(p, d) at dis-
parity d is computed based on census transform, d ∈

[dmin(x, y), dmax(x, y)].
However, the pixel-wise matching only with C(p, d) is

generally ambiguous. Therefore, a smoothness term is added
by penalizing the changes of neighboring disparities. Con-
sidering the NP-complete problem in 2D, matching costs are
aggregated in 1D from all directions. For each propagation
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FIGURE 4. The eight path directions r and the corresponding recursion
directions R for each r.

direction r, the path cost Lr(p, d) of the pixel p at disparity d
is computed recursively by (4).

Lr(p, d)

= C(p, d)

+
1
4

∑
R∈{r,r⊥,r⊥1 ,r

⊥

2 }

min


Lr(p− R, d),
Lr(p− R, d + 1)+ P1,R,
Lr(p− R, d − 1)+ P1,R,
min
di

Lr(p− R, di)+ P2,R


−min

di
Lr(p− R, di) (4)

Here di belongs to disparity search range of pixel p−R, which
is computed by 3-D plane fitting when l = L, otherwise
is computed from disparity at a coarser level l + 1 when
l ∈ L1, · · · , 1. P1,R and P2,R(with 0 < P1,R < P2,R) are
two penalties which can be adaptively determined (see the
following Section) for penalizing disparity discontinuities of
neighboring pixels. R represents recursion directions from
path direction r, which is expressed as R ∈ {r, r⊥, r⊥1 , r

⊥

2 }.
As shown in Fig. 4, this paper considers eight path directions,
r∈{(−1, 0), (1, 0), (0, 1), (0,−1), (−1,−1), (1,−1), (1, 1),
(−1, 1)}, therefore, the corresponding direction respectively
expressed as R ∈ {(−1, 0), (0,−1), (−1,−1), (1,−1)},R ∈
{(1, 0), (0, 1), (1, 1), (−1, 1)},R ∈ {(0, 1), (−1, 0), (−1, 1),
(−1,−1)},R ∈ {(0,−1), (1, 0), (1,−1), (1, 1)},R ∈

{(−1,−1), (1,−1), (0,−1), (1, 0)},R ∈ {(1,−1), (1, 1),
(1, 0), (0, 1)},R ∈ {(1, 1), (−1, 1), (0, 1), (−1, 0)},R ∈

{(−1, 1), (−1,−1), (−1, 0), (0,−1)}. The minimum path
cost mindi Lr(p − R, di) of the previous pixel is subtracted
from the whole term.

The aggregated cost S(p, d) for each pixel p with disparity
d is calculated by summing the path costs in all directions r
as presented in (5). The disparity d(p) for a pixel p is then
calculated by applying Winner-Take-All (WTA) strategy to
S(p, d) as shown in (6).

S(p, d) =
∑

r
Lr(p, d) (5)

d(p) = arg min
d∈[dmin(x,y),dmax(x,y)]

S(p, d) (6)

FIGURE 5. Example of Canny edges in left image at level l = 2 (with
3 levels pyramid). (a) The detected 167 edges. (b) The remaining 50 edges
after processing.

2) ADAPTIVE PENALTIES BASED ON EDGES
Our proposed method uses adaptive penalties based on
detected Canny edges instead of constant penalties. Suppose
the detected edges in the left image at level l are expressed
as {e1, · · · , eN }, and the lengths of the corresponding edges
are {s1, · · · , sN }, where N is the number of the edges. The
edge points on edge ei are expressed as ei = {(xj, yj)}

si
j=1,

i = 1, · · · ,N . Fig. 5(a) is the edges detected with Canny
detector, using a 5× 5 Gaussian filter with σ = 1.6, the high
threshold value 0.85 and the low threshold value 0.6. It can
be seen that correct edges are detected, however, there are
also edges in the flat or near flat regions with rich textures
which are not really corresponding to the obvious disparity
discontinuities. In our method, to eliminate the influence of
edges in the areas where the disparity is not obvious changed,
we further remove some edges which are not corresponding
to depth discontinuities based on the obtained disparity search
range of edge points, and the process is as follows:
(1) For every edge point (xj, yj) on edge ei, compute the

disparity range by (7).

1dj = dmax(xj, yj)− dmin(xj, yj) (7)

where [dmin(xj, yj), dmax(xj, yj)] is the disparity search range
of point (xj, yj).
(2) Compute the average disparity range 1dei of edge ei

based on all si edge points as shown in (8).

1dei =
∑si

j=1
1dj

/
si (8)

(3) If 1dei < 1T , we remove edge ei, where 1T is a set
disparity threshold, and it is set to1T = 1.5×(L+1−l)
according to experience.

(4) After all N edges are processed, we then obtain the
remaining N̂ edges, expressed as {ê1, · · · , êN̂ }.

Fig. 5(b) shows the remaining edges, where the edges in
the flat or near flat regions are almost removed.

Then, the penalties are adaptively determined based on
the remaining edges. If p and p − R are both edge points,

i.e., p−R ∈
{
êi
}N̂
i=1 andp ∈

{
êi
}N̂
i=1, or both not edge points,

i.e., p − R /∈
{
êi
}N̂
i=1 and p /∈

{
êi
}N̂
i=1, the two penalties of

image pixel p in (4), P1,R and P2,R, will take the same values
as the penalties P1 and P2 in MGM [30]. Otherwise, the two
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penalties will be one tenth of P1 and P2 as shown in (9).{
P1,R = P1/10
P2,R = P2/10

(9)

C. COARSE-TO-FINE DISPARITY CONSTRAINT
From level l = L − 1 to level l = 1, we take a coarse-to-
fine disparity constraint strategy to generate disparity map
efficiently. In the coarse-to-fine scheme, the generated dispar-
ity map at a coarser level is used as prior to restrict disparity
search range at a finer level.

FIGURE 6. The coarse-to-fine disparity constraint between two
consecutive levels. (a) A finer level l for disparity search range estimation.
Relative pixels at coarser level l + 1 (b1) without invalid disparities,
(b2) with invalid disparities.

Fig. 6 shows the coarse-to-fine disparity constraint strat-
egy, through which the pixel-wise disparity search range at a
finer level (level-l) can be determined by the disparity map at
a coarser level (level-l+1), l = L−1, · · · , 1, and the detailed
process is summarized in Algorithm 1.

The proposed coarse-to-fine disparity constraint strategy
has several advantages. Firstly, it has significant efficiency
improvement over the traditional semi-global matching
methods because pixel-wise disparity search range is only
restricted to several pixels. Even though for the pixel with
invalid disparity at coarser level-l + 1, the proposed method
makes full use of adjacent pixels with valid disparities, which
also restrict disparity search range at level-l to a few pix-
els. Furthermore, the matching ambiguities caused by large
search range in complex scenes, such as textureless regions,
repetitive patterns, and occlusions, can be resolved when the
search range is restricted to a very short range.

D. POST PROCESSING
As shown in Fig. 2, at each level l, l ∈ L, · · · , 1, the left
disparity map can be computed by considering the left image
as a reference image, while the right disparity map can
be computed in a similar symmetrical manner. Then, these
two disparity maps are refined by post processing. Firstly,

Algorithm 1 Adaptively Determine Pixel-Wise Disparity
Search Range in the Left Image at Level l, l ∈ L − 1, · · · , 1
Input: The left image at level-l with X × Y pixels.

Disparity map of the left image at level-l + 1.
Output: The determined pixel-wise disparity search range

in the left image at finer level-l.
1. for x = 0 to X − 1 do
2. for y = 0 to Y − 1 do
2.1 For pixel coordinates (x, y) in the left image at level-
l, calculate the corresponding pixel coordinates
(x ′, y′) at coarser level-l+1, x ′ = bx/2c and y′ = by/2c.
2.2 for each j ∈ [−1, 0, 1] do

From row-y′ + j at level-l + 1, we find the left
and right pixels with valid disparities.

end for j
In the rows-y′ − 1, y′, and y′ + 1, the left and right
pixels with valid disparities are respectively
expressed as pul and pur , pl and pr , and pdl and pdr
[shown in Fig. 6(b1) or (b2)].

2.3 Based on the pixel p(x ′, y′) along column-x ′ at level-
l + 1, we find the up and down pixels having valid
disparities, expressed as pu and pd [shown in
Fig. 6(b1) or (b2)].

2.4 Among all the disparity values corresponding
to pul , pur , pl , pr , pdl , pdr , pu, and pd , the
minimum value and maximum value are expressed
as d ′min and d

′
max, respectively. Then the disparity

search range [dmin(x, y), dmax(x, y)] of pixel (x, y) at
level-l can be defined as (10).{

dmin(x, y) = 2d ′min −1D
dmax(x, y) = 2d ′max +1D

(10)

where 1D is a given disparity search offset.
3. end for y
4. end for x

we refine our disparity using subpixel interpolation [38],
which is the same as that of MGM algorithm [30]. Secondly,
let Dl

left and D
l
right denote the left and right subpixel disparity

maps at level l, respectively. For the left-right consistency
check [35], let pd denote the corresponding pixel in the right
image which matches pixel p in the left image. If the two
pixels in the left and right subpixel disparities satisfy (11),
these pixels are marked as valid pixels.∣∣∣Dl

left(p)-D
l
right(pd)

∣∣∣ < 1 (11)

Otherwise, these pixels are marked as invalid pixels, which
should be removed as outliers.

Fig. 7 shows the disparity maps at the coarsest level l = 3
(Fig. 7(a)) and level l = 2 (Fig. 7(b)) after post processing.
For further showing the disparity correctness in depth dis-
continuities and occlusion regions, the disparity maps added
with Canny edges are shown in Fig. 7 (right column). It is
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FIGURE 7. Examples of disparity map (left column) and disparity map
added with Canny edges (right column). (a) Disparity map at the coarsest
level (l = 3). (b) Disparity map at finer level (l = 2).

noted that the proposed adaptive penalties method can obtain
accurate disparities.

E. IMPLEMENTATION DETAILS
For traditional SGMandMGMmethods, the problems are the
computational complexity and matching ambiguities mainly
caused by the full disparity search range. The advantage of
using 3-D plane fitting and coarse-to-fine disparity constraint
is that the pixel-wise disparity search range is restricted to
just a few pixels. The benefit of using adaptive penalties is
penalizing discontinuities and occlusions for accurate dis-
parity. The overall procedure of our proposed algorithm is
summarized in Algorithm 2.

III. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL SETTINGS
To evaluate the performance of the proposed method, we use
real-world stereo image pairs1 taken by Chang’e-3 Yutu
rover panoramic camera (PCAM) system. These stereo
images must be rectified firstly by the epipolar rectification
method [31], and the sizes of rectified stereo images are
1,176 × 864 pixels.
The left images of the four stereo pairs used in the paper

are shown in Fig. 8. The test images contain considerably
difficult regions, such as disparities discontinuous, occlusion,
low texture or textureless, similar texture, and image noises
regions. As shown in Table 1, the disparity ranges of the four
stereo pairs are about [−40, 150], [−97,−9], [−102, 8],
[−106, 3], respectively. Furthermore, considering the lack
of standard datasets with ground truth of unstructured envi-
ronments for quantitative evaluation of the accuracy of our
proposed method, we chose the KITTI dataset2 which also
considers an environment dominated by a slanted plane. The
KITTI dataset was created from a driving platform which is

1http://planetary.s3.amazonaws.com/data/change3/pcam.html
2http://www.cvlibs.net/datasets/kitti/

Algorithm 2 Overall Procedure of Our Proposed Method
Input: Two epipolar rectified left and right images.
Output: Disparity maps of the input left and right images.
1. A stereo pair of Gaussian pyramids with L levels are

constructed from the input two rectified images.
2. For the two images at the coarsest level l = L
2.1 Extract and match SIFT keypoints, fit 3-D plane,

and compute pixel-wise disparity search range
based on the fitted 3-D plane.

2.2 Compute matching cost and aggregation with
adaptive penalties.

2.3 After running the above steps on both left and
right images at the coarsest level independently,
do post processing including subpixel estimation
and left-to-right consistency check.

3. for l = L − 1 to 1 do
3.1 Coarse-to-fine disparity constraint: the disparitymap

at a coarser level l + 1 is used to restrict
pixel-wise disparity search range at a finer level l.

3.2 Compute matching cost and aggregation with
adaptive penalties.

3.3 After running the above steps on both left and right
images at level l independently, do post processing
including subpixel estimation and left-to-right
consistency check.

end for l
4. Finally, when the process comes to the finest level l = 1
that is, the input two rectified images, we can get the
final left and right subpixel disparity maps.

similar to the planetary rover in the unstructured environment.
This dataset contains real-world complex illumination condi-
tions and large displacements [39].

In experiments, our proposed method are implemented
with the following parameter settings. During the coarse-to-
fine processing, we construct two 3-level pyramids (L = 3)
for the rectified left and right images. The parameter used
in section II-A is the disparity search offset 1d , which is
set to 1d = 2 for the stereo pairs of Chang’e-3 Yutu rover,
1d = 5 for the stereo pairs of KITTI dataset, considering the
KITTI dataset contains a large portion of tall obstacles, such
as buildings and trees. The parameters used in section II-B are
disparity threshold 1T , which is set to 1T = 1.5, 3.0 and
4.5 respectively for three levels, and the original penalties,
which are set to P1 = 8 and P2 = 32. The parameter used
in section II-C is the disparity search offset 1D at a finer
level, which is set to 1D = 1. The method was executed on
a desktop PC with i5-8250 1.60Hz CPU and 8-GB memory,
and our code are written inMicrosoft Visual Studio 2013 with
C++ and OpenCV library.

B. PERFORMANCE AT THE COARSEST LEVEL
The disparity map generated at the coarsest level (l = 3) is
important for the disparity maps generation at other levels.
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FIGURE 8. The four rectified left images of stereo pair-1, pair-2, pair-3, and pair-4 for Chang’e-3 Yutu rover, with 1, 176× 864 pixels, respectively from left
to right.

TABLE 1. Four stereo image pairs of Chang’e-3 Yutu rover.

FIGURE 9. Examples of disparity maps at the coarsest level, added with edges. (a) Disparity map based on
constant penalties. (b) Zoomed-in disparity map of (a), (c) Disparity map based on adaptive penalties.
(d) Zoomed-in disparity map of (c).

To study the effect of penalties at the coarsest level, we eval-
uate the performance of two different schemes. The first
scheme uses constant penalties instead of adaptive penalties
in the cost computation and aggregation step. Fig. 9(a) and (b)
show the disparity maps generated by the first scheme for
pair-1 and pair-2 at the coarsest level, where the Canny edges
are marked in yellow color. Note that it fails to obtain correct
disparity in disparity discontinuities and occlusion regions.
The second scheme uses our proposed 3-step scheme with
adaptive penalties at the coarsest level. Fig. 9(c) and (d) show
the disparity maps for pair-1 and pair-2 at the coarsest level
with the second scheme, and we can find that it has achieved
correct disparity at depth discontinuities, edge regions, and
occlusion regions.

We further test the processing time with different disparity
search offset 1d . As shown in Fig. 10, it spends more time
with large disparity search offset, while it is sufficient to yield
a good disparity map when 1d=2 (see Fig. 9(c) and (d)).

FIGURE 10. Effects of different disparity search offsets for stereo
pair-1 and pair-2.

C. PERFORMANCE OF THE PROPOSED METHOD
We validate our proposed method with data captured from
lunar surface, and the disparity maps are shown in Fig. 11(a).
The common properties of these four stereo pairs are that
they all contain rocks, occlusions, repetitive patterns, and low
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FIGURE 11. Comparison of disparity maps generated by our method, MGM, and SGM. From left to right, they are disparity maps of stereo pair-1,
pair-2, pair-3, and pair-4, respectively. Each column shows, from top to bottom, (a) Disparity map estimated by our proposed method. (b) Disparity
map estimated by our proposed method (added with edge points). (c) The zoomed-in regions from (b). (d) Disparity map estimated by MGM method
(added with edge points). (e) The zoomed-in regions from (d). (f) Disparity map estimated by SGM method (added with edge points). (g) The
zoomed-in regions from (f). Note that our proposed method can obtain the correct disparity results even in the discontinuous and occlusion regions,
while MGM and SGM methods cannot obtain the correct results in these regions.

texture or even textureless regions. However, these difficul-
ties are very common on planetary surface. For example,
the pair-1 has huge rocks, precipice, disparity discontinuous,
and occlusion regions, the pair-2 has huge rock, disparity
discontinuous and occlusion regions, many low texture or tex-
tureless regions, the pair-3 contains rocks, repetitive patterns,

and the pair-4 has rocks, varying light conditions. To further
evaluate the disparity accuracy of our method, we show dis-
parity maps added with Canny edges (see Fig. 11(b)) which
are marked in yellow. We can see that all the rocks on stereo
images have been well reconstructed, and the scene behind
the cliff on stereo pair-1 is also perfectly reconstructed, shown
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FIGURE 12. Examples of disparity maps of five frames in KITTI training pairs with different methods. Disparity maps are visualized using color-map.
(a) From top to bottom: No. 14 left image, ground truth pixels, disparity maps of SGM, MGM, and the proposed method. (b) From top to bottom:
No. 69 left image, ground truth pixels, disparity maps of SGM, MGM, and the proposed method. (c) From top to bottom: No. 83 left image, ground truth
pixels, disparity maps of SGM, MGM, and the proposed method. (d) From top to bottom: No. 147 left image, ground truth pixels, disparity maps of SGM,
MGM, and the proposed method. (e) From top to bottom: No. 183 left image, ground truth pixels, disparity maps of SGM, MGM, and the proposed
method.

in white. Specifically, from the disparity map of stereo pair-2
(see the second column of Fig. 11(b)), it is observed that
our proposed method is capable of addressing the matching
ambiguities at low texture or textureless regions. To get a
clearer view, we show five zoomed-in regions added with
Canny edges for each disparity map (see Fig. 11(c)). As seen
clearly from these zoomed-in regions, our proposed method
can obtain accurate disparity especially at disparities discon-
tinuities and occlusion regions.

D. COMPARISON OF DIFFERENT METHODS
We compare our proposed method with two state-of-the-art
semi-global matching methods, i.e., MGM and SGM meth-
ods, and evaluate the performance of accuracy and efficiency.
All the disparity maps of SGM and MGM are generated
by the online MGM demo.3 The MGM and SGM methods
use the same following settings: eight propagation direc-
tions and census transform for matching cost on a 3 × 3
neighborhood.

1) ACCURACY ANALYSIS
We test the accuracy of disparity maps generated by SGM,
MGM, and the proposed method using KITTI dataset. Dur-
ing our experiments, all the 194 training image pairs with
ground truth for reflective regions are used. During our exper-
iments, the evaluation metrics are the same as the KITTI
benchmark with an error threshold 3. We show the disparity
maps estimated by SGM, MGM, and our proposed method
in Fig. 12. In the given images, there are textureless slanted
planes (e.g., roads), different obstacles in front of the camera
and on both sides of the road. These pairs consist of different

3http://dev.ipol.im/∼ facciolo/mgm/

TABLE 2. Average quantitative results of SGM, MGM, and the proposed
method for the training images on KITTI dataset using the default error
threshold of 3 pixels in reflective regions. Out-noc: percentage of
erroneous pixels in nonoccluded areas. Out-all: percentage of erroneous
pixels in pixels in total. Avg-noc: average disparity error in nonoccluded
areas. Avg-all: average disparity error in total.

types of obstacles, such as vehicles, buildings, trees, crops
and so on. We show the performance of different methods
in Table 2, which gives the average quantitative analysis
results for all the 194 training image pairs in reflective
regions. It is noted that our method performs better than
SGM and MGM methods. Fig. 12 shows some examples of
disparity maps, and Table 3 gives the corresponding quan-
titative results of SGM, MGM, and the proposed method.
We can see that there are significant improvements in both
percentage of erroneous pixels and average disparity error
with our proposed method. For low texture or textureless
areas, e.g., roads in Fig. 12(b) and (d), and repetitive texture
areas, e.g., crops in Fig. 12(e), SGM andMGMmethods tend
to generate errors due to large disparity search range.While in
disparity map generated by our proposed method, the errors
are almost eliminated at these regions.

Further, we compare our method with SGM and MGM
methods using the real-world image pairs obtained by
Chang’e-3 Yutu rover. As shown in Fig. 11, the disparity map
generated by our proposed method is superior to that gener-
ated by SGMandMGMmethods, and there are some interest-
ing points worth noting. Firstly, the disparity maps generated
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TABLE 3. Quantitative results of SGM, MGM, and the proposed method for No. 14, No. 69, No. 83, No. 147, and No. 183 on KITTI dataset using the default
error threshold of 3 pixels in reflective regions.

FIGURE 13. Processing time of the total and additional parts for the four
stereo pairs.

by MGM and SGM methods are often incorrect at depth
discontinuities, edge areas, and the occlusion regions (see
Fig. 11(e) and (g)), however, our method can produce correct
disparities in these regions (see Fig. 11(c)). The main reason
is that our method uses adaptive penalties based on Canny
edges inmatching cost aggregation. Secondly, as shown at the
bottom of disparity map of stereo pair-2 generated by SGM
andMGM (see the second column of Fig. 11(d) and (f)), there
are errors in textureless lunar surfaces.While for the disparity
map generated by our method, errors in the textureless areas
are fully addressed (see the second column of Fig. 11(b)).
This is because the proposed method has small disparity
search ranges, while SGM and MGM have large disparity
search ranges which may result in errors especially at low
texture or textureless regions.

2) EFFICIENCY ANALYSIS
We approximately compare the computational complexity
of the proposed method with that of MGM method for the
four stereo pairs. Compared with MGM method, our pro-
posed method adds the following additional processing parts,
i.e., SIFT keypoints extraction and matching at the coarsest
level, and Canny edge detection at all levels. Fig. 13 shows
the processing time of the total and additional parts in 3 levels
pyramid for the four stereo pairs. We can see that the process-
ing time of SIFT extraction and matching at the coarsest level
(l = 3) only accounts for a very small part of the total time,

while processing time of Canny edge detection at all levels
accounts for less. Since the computational complexity anal-
ysis is only an approximate estimation, the computational
complexity of SIFT and Canny is not considered. Suppose
the image size isW × H pixels and the fixed disparity range
isD pixels, therefore, the computational complexity of MGM
is given by (12).

O(TMGM) = O(W × H × D) (12)

However, disparity search range of our proposed method
is adaptively pixel-wise determined, therefore, the computa-
tional complexity of our method is estimated by the sum of
disparity range for all the pixels as shown in (13).

O(TPr oposed ) =
∑H

j=1

∑W

i=1
O(dij) (13)

where dij is the disparity range of pixel (i, j), dij = Dmax(i, j)−
Dmin(i, j)+ 1.

Table 4 gives the approximately computational complexity
of MGM method estimated by (12) and that of our method
estimated by (13), where O(L-R) is the complexity of left-
to-right stereo matching, and O(R-L) is the complexity of
right-to-left stereo matching. The computational complexity
of our proposed method is obtained by adding the complexity
of all three levels. Finally, the ratio between the complexity of
our method and that of MGM can be computed. As shown
in Table 4, our proposed method can greatly reduce the com-
putational complexity for all the test images, which is only a
few percent of that of MGM method.

Furthermore, we compare the processing time of the pro-
posed method against that of MGM method based on the
four stereo pairs of Yutu rover, and the results are shown
in Fig. 14. It should be noted that for fair matching compar-
ison, the processing time of MGM was obtained by running
the downloaded C++ source code4 of MGM on our desktop
PC (described in section III-A). It is quite obvious that our
proposed method greatly reduces the processing time and
improves the processing efficiency. For example, the genera-
tion of disparity map for stereo pair-1 with MGM takes about
1,008 seconds, which takes the longest time because its full
disparity search range [−40, 150] is the largest. While it takes
about 486 seconds for stereo pair-2 with MGM, which takes
the shortest time because its full disparity range [−97,−9] is
the shortest. However, the processing time with our method is
almost the same for the four stereo pairs, because the disparity

4https://github.com/gfacciol/mgm
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TABLE 4. Approximate comparison of computational complexity between our proposed method and MGM.

FIGURE 14. Processing time for the four stereo pairs of Chang’e-3 Yutu
rover based on MGM method and our proposed method.

search range of our method is pixel-wise determined, which
is not affected by the full disparity search range of the whole
image.

In the proposed method, for the disparity map generation
at the coarsest level, we propose 3-D plane fitting to restrict
disparity search range to a few pixels. For disparity map gen-
eration at a finer level, the pixel-wise disparity search range
is restricted to several pixels based on the obtained disparity
map at coarser level. While MGM method is performed with
full disparity search range, which causes the execution of
algorithm less efficient.

E. PARAMETERS INFLUENCE ANALYSIS
To get a better analysis of our method, we evaluate the
influences of different parameter settings. After obtaining the
results using the parameters set in section III-A, we can sys-
tematically vary the main parameters and obtain the disparity
results.

The first key parameter is the number of pyramid levels L.
If this parameter is set too small, it will be difficult to improve
the stereo matching speed. If it is too large, the image size at
the coarsest level will be very small. Firstly, the lower the
image resolution, the fewer scene details will be contained.
Therefore, the number of SIFT keypoints at the coarsest level

FIGURE 15. Processing time with different numbers of pyramid levels for
the four stereo pairs.

is often too small to fit a 3-D plane. Secondly, it has little
effect on improving the processing speed, even if the number
of pyramid levels is larger. In Fig. 15, we vary L from 1 to
4 and obtain the processing time of our method based on the
four stereo pairs. We can see that it consumes the most time
when L = 1, i.e., without pyramid decomposition. As the
number of pyramid levels increases, the time spend is rapidly
decreasing. However, when L ≥ 3, the change of processing
time is not obvious. We have also tested the matching results
when L = 5, however, few or no matched SIFT keypoints
can be obtained at the coarsest level due to the lower image
resolution. Furthermore, Fig. 16 shows the disparity maps
with pyramid levels from 1 to 4 for the four stereo pairs of
Yutu rover. It can be seen that when L = 1, the quality
of disparity map is the worst, especially in the areas with
large and prominent rocks. Therefore, for our test images with
1,176× 864 pixels, when the number of pyramid levels is set
to 3, we get a high quality disparity map, and meanwhile it
has the lowest computational cost.

Another parameter influencing the running speed and
accuracy is the disparity offset 1d in 3-D plane fitting at the
coarsest level. If this parameter is set too large, the disparity
search range becomes large, causing more computational
overhead. However, if 1d is set too small, disparities of the
obstacles at the coarsest level are not within the disparity
search range. We set to 1d = 2 for Yutu rover images, and
1d = 5 for the KITTI dataset because of the tall buildings
and trees existed in this dataset.
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FIGURE 16. The influences of different numbers of pyramid levels for the four pairs: (a) 1 level, (b) 2 levels, (c) 3 levels, (d) 4 levels.
Each column shows, from top to bottom, the disparity maps of pair-1, pair-2, pair-3, and pair-4, with the same number of pyramid
level. We can see that when the number of pyramid levels is 1, the disparity map is the worst, especially in the regions containing large
and prominent rocks.

IV. CONCLUSION
To generate disparity map accurately and efficiently from
stereo images captured by a planetary rover in unstructured
environment of the planetary surface, we propose a coarse-to-
fine hierarchal method for automatic dense stereo matching.
The method starts from the pyramid construction of two input
rectified images. At the coarsest level, the stereo matching
for the two coarsest images is implemented by a 3-step
scheme, i.e., (1) 3-D plane fitting, (2) cost computation and
aggregation with adaptive penalties, and (3) post processing,
which serves as a good starting point for processing at the
following finer levels. The proposed 3-D plane fitting method
is utilized to adaptively determine pixel-wise disparity search
range to reduce the computation cost. Our proposed adaptive
penalties method can improve the matching accuracy at the
depth discontinuities, edge areas, and the occlusion regions.
At finer levels, the stereomatching is implemented by another
3-step scheme without 3-D plane fitting, which uses coarse-
to-fine disparity constraint instead of the 3-D plane fitting
constraint to greatly reduce the disparity search range, i.e., (1)
coarse-to-fine disparity constraint, (2) cost computation and
aggregation with adaptive penalties, and (3) post processing.
We also conduct the qualitative and quantitative evaluations
of our matching method which demonstrate the accuracy

and efficiency of the proposed method in real-world scenes.
The generated disparity maps can enable rover safe, power-
efficient automatic motion in unstructured environment of
the planetary surface. This method was originally developed
for the applications of planetary rover, but can also be used
for other applications, such as field robot in an environment
dominated by a slanted plane.
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