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ABSTRACT Detecting non-human activity in social networks has become an area of great interest for
both industry and academia. In this context, obtaining a high detection accuracy is not the only desired
quality; experts in the application domain would also like having an understandable model, with which
one may explain a decision. An explanatory decision model may help experts to consider, for example,
taking legal action against an account that has displayed offensive behavior, or forewarning an account
holder about suspicious activity. In this paper, we shall use a pattern-based classification mechanism to
social bot detection, specifically for Twitter. Furthermore, we shall introduce a new feature model for social
bot detection, which extends (part of) an existing model with features out of Twitter account usage and tweet
content sentiment analysis. From our experimental results, we shall see that our mechanism outperforms
other, state-of-the-art classifiers, not based on patterns; and that our feature model yields better classification

results than others reported on in the literature.

INDEX TERMS Contrast patterns, bot detection, supervised classification, social networks.

I. INTRODUCTION

Nowadays, a large number of social networks, such as
Twitter! and Facebook,? are provided to the public, free of
charge. People are very much engaged in associating with a
social network, and commonly follow others, they consider
paramount, including singers, athletes and politicians.

A bot is a software, specially crafted to execute a task
regularly [1]-[3]. In social media, some bots are used to carry
out simple actions, such as “‘re-post” somebody else’s posts,
but others may do more complex tasks, like posting brand
new messages or simulating human participation. Usually,
bots are programmed to interact with one another, forming
a botnet [1], [4] with the aim of achieving an even more
complex goal.

Botnets have been recently developed to provoke a trend-
ing topic. They inject messages to social media so as to favor
a political figure or as to misrepresent that figure’s coun-
terparts [5]. Botnets are considered to be highly influential
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in people’s opinion, as has been reported in cases such as
Brexit [6] and the federal elections of the United States
in 2016 [7]. In addition, some botnets have been programmed
to attract people with the objective of making them adopt
extremists’ ideologies of terrorism [5]—-[9]. There are cur-
rently about 48 million bot accounts in Twitter, amounting
approximately to 15% of all active client accounts [8]. It is
therefore crucial to develop tools that help detect bots in
social networks.

Current mechanisms for bot detection [10]-[14] present
severe limitations, being the absence of an understandable
model of paramount importance [15]. Understand-ability is
a desirable property for a classifier [16]-[18]. Indeed, for
some domains this property is even mandatory. For example,
the Equal Credit Opportunity Act of the United States renders
illegal to deny a credit to an individual for vague or unde-
fined reasons. Hence, it is now recommended for a financial
institution to use a classification mechanism that produces an
explanatory model [17]. Bot detection in social media is yet
another domain that demands an understandable classifica-
tion mechanism, for example, to avoid blocking an account
that belongs to a genuine user. Hence, in this paper, we will
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focus on developing an understandable classification model
for bot detection.

There already exist various understandable classification
mechanisms, which have been used for solving real-world
applications [19]-[22]. From all, contrast pattern-based clas-
sification is about the most prominent [16], [18], because,
for each decision, it provides an explanation, expressed in
a language that is easy to understand for a human expert.
Furthermore, for supervised learning, pattern-based classi-
fication has output more accurate results than other popu-
lar, state-of-the-art classifiers, including decision trees, naive
Bayes, nearest neighbor, bagging, boosting, and support
vector machines [23].

The explanatory power of pattern-based classification may
help identify what counts as non-human activity in an online
service. Then, an explanation can be used to take legal action
against, or to issue a formal complaint to an account holder.
It can also be applied to forewarn a user about a possible
misuse of the user account. Nevertheless, as far as we know,
pattern-based classification has not been applied for social
bot detection.

In this paper, we propose the use of a contrast pattern-
based classifier for bot detection in Twitter, one of the most
prominent social networks. From our results, we shall see that
not only is our bot detection mechanism understandable, but
that it also yields a classification performance that is com-
petitive against other, well-known state-of-the-art classifiers.
Moreover, we introduce a new feature model, which com-
bines information extracted out of tweet content, tweet
account, tweet account usage, and tweet content-sentiment
analysis. We shall see that the use of our feature model
improves the classification performance in a number of
classifiers.

It is important to highlight that our proposed model, based
on sentiment analysis and general information on the activ-
ity of an account, can be used to bot detection on Twitter,
regardless whether the associated account tweets are written
in either English or Spanish. As proof of the above, not only
shall we provide classification results, but also a correlation
analysis showing that the sentiment analysis for a text written
in the English language does not change when it is applied to
that text having been automatically translated into Spanish,
and vice versa.

Note that a model having these characteristics would be
useful for detecting bots in conversations that stem in com-
munities from different countries, like Mexico and the US,
where; for example, the construction of the wall, as proposed
by the current US administration, has generated a strong
debate in both English- and Spanish-speaking communi-
ties (https://twitter.com/hashtag/nowall). Also, multilingual
models have proved to obtain better classification results
than monolingual model because different languages contain
different ambiguities and therefore present complementary
views on the shared topic, which could be converging in the
same expressed sentiment.
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The remainder of the paper is organized as follows.
Section II gives an overview of related research using either a
supervised or an unsupervised approach to bot detection in
social networks. Section III outlines contrast pattern-based
classification. Section IV introduces our pattern-based pro-
posal for bot detection in Twitter. Section V shows our
experimental setup, where our feature model is presented.
Section VI presents our experimental results as well as an
in-depth result analysis. Finally, Section VII conveys the
conclusions we have drawn from this research and indications
for further work.

Il. RELATED WORK

Since our research is to do with detecting the presence of a bot
on a Twitter account, we shall focus this section’s discussion
on related research for bot detection in that social network.

Bots on Twitter are used with multiple motivations in
mind. One group of bots, known as spammers or content
polluters, are used to distribute spam, attract costumers
to products, generate revenues, and disseminate malicious
websites/programs [24]. Other groups are used to increase
the popularity of an account, by adding followers or gener-
ating conversations about it, and to increase the influence the
account has on the social network [25]. Another group is used
for political purposes, to influence the population perception
about a candidate, fake a grassroots movement [26], and to
infiltrate social discussions to manipulate them [27]. Given
the multiple uses of bots, it is a paramount problem to find
methods to detect them.

Bot detection on Twitter is based on the premise that a gen-
uine, human account displays a behavior that is different from
the one output by a machine, regardless the machine level of
automation or sophistication [24]. Commonly, to character-
ize human intervention behind a Twitter account, detection
models make use of features extracted from five elements:
the content of tweets posted from the account, how the
poster is thought to feel about the topic contained in a tweet,
general information about the account, account activity, and
the associated account social network [28]. We will respec-
tively refer to these kinds of features as: tweet content,
tweet sentiment, account information, account usage, and
social network structure. We outline these kinds of features
below.

Tweet Content: a tweet content feature is one related
with the message of a tweet and is obtained through
message parsing analysis. Among others, it could be the
number of words in a tweet, the use of capitalization
and punctuation, the number and type of a sequence
of n letters (called an n-gram), and whether the text
resembles a known spam message [29]. Moreover, tweet
content features also include special elements, such as
the number of URLs, hashtags, or mentions to other
users.

Tweet Sentiment: a sentiment feature is a piece of
information extracted by applying sentiment analysis
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to the text of a tweet [30]. This is used to determine
how the poster feels about the topic of the associated
tweet. We have separated this feature type from tweet
content, as the feature is about how the poster feels,
and not the text form per se. Sentiment features aim
to measure different sets of sentiments about a topic,
and the degree expressed to each sentiment. Sentiment
analysis techniques are also used to compute whether the
poster agrees or not with a topic, and the strength of such
agreement [30].
Account Information: an account information feature
is extracted from the Twitter account that has been
allegedly used to post a message [14]. Features of this
kind involve account creation date, Twitter username,
account description, account language, account profile
picture, description URL (if the account is verified),
number of friends, number of followers, and the ratio
between the two latter figures; among others. Since these
features do not tend to change frequently, they do not
need to be extracted with the same regularity than tweet
content, or tweet sentiment features.
Account Usage: Account activity includes any mea-
surement as to how regularly an account is used to post a
tweet, the similarity between several tweets posted from
the account, and how the user makes use of Twitter (for
example, via a mobile device, a web interface, or an
automated tool). In this type of feature, there are also
statistical metrics computed from some of or all of
the tweets in the account; these involve, for example,
the number of different URLs and hashtags posted.
Commonly, these statistical features are represented as a
ratio between the number of occurrences of a distinctive
element and the number of tweets.
Social Network Structure these features are used to
measure message flow and account interaction. Here,
we may have, for example, inter-account post similarity
(in terms of content), or other typical behavior, includ-
ing the number of replies or retweets, on a small-time
period, to a single tweet, the number of bidirectional
links between accounts (where a client’s friend is also
a client’s follower), and general sentiment agreement
about a topic in a group of accounts. The use of these
features entails the observation of the behavior of mul-
tiple related accounts.
Twitter bot detection has been approached using a combina-
tion of these features, and, as expected, these appeared over
time, being tweet content the earliest feature type supplied
to a classifier. Bot detection has been approached using both
types of learning: supervised (see Section II-A) and unsuper-
vised (see Section II-B). In what follows, we shall discuss
the most prominent bot detection mechanisms; in passing, for
each mechanism, we also survey the feature space it has made
use of, and the performance it has claimed to have attained.
However, the reader should bear in mind that performance
figures cannot be fairly compared because authors have used
different experimental setups.
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A. SUPERVISED APPROACH TO BOT DETECTION

The earliest supervised methods for bot detection work under
the premise that bots have more friends than followers, post
more URLSs, mention more users (whether friends or not), and
post very similar messages [14]. Lee ef al. [31] proposed a
classifier, called Decorate, which makes use of features of the
following types: tweet content, tweet account, and account
usage. Authors showed that Decorate achieved a performance
of 0.88 using the F1 measure; in their experiments, [31]
considered a dataset developed by their own. Later, Wang [32]
proposed a method that adopts a similar approach, but it
focuses only on the last 20 tweets issued by the account
under observation. Using a naive Bayes classifier, Wang [32]
has reported on to have achieved an F1 equal to 0.91. Later,
Ahmed and Abulaish [33] tested the performance of naive
Bayes, J48, and Jrip (taken from Weka data mining tool [34]),
when each classifier is restricted to different feature subsets.
They found that account usage features are more discrimina-
tive than tweet content ones.

To increase the discrimination capabilities of the classi-
fiers, other approaches exploited more tweet usage features.
For example, Chu et al. [24] included elements, such as how
the client logs into the Twitter platform or the client regularity
of tweet posting. They reported to have achieved 96% of
recall, using Random Forest [35] as classifier. Yang et al. [36]
used features of type tweet usage and social network; where
they have obtained an F1 equal to 0.9 using Random Forest,
while Decorate and Bayesian network classifiers obtained an
F1 of 0.88 and 0.83, respectively. Recently, Gilani et al. [37]
proposed to use tweet usage features, including the use of
multimedia elements. In their experiments, they separated the
accounts into different datasets, depending on the number of
followers. They found that using their feature representation,
the Random Forest classifier attained an F1 close or equal
to 1.0. In this way, Gilani et al. [37] showed that using their
proposal it is easier to detect bots in accounts with more than
10 million followers; they also found it is more difficult to
spot a bot for accounts with less than one thousand followers,
where they have achieved an F1 of 0.84.

Dickerson et al. [38] reported that using sentiment fea-
tures, in a social network-based Random Forest, improves
Bot detection. After, Wang et al. [29] proposed to use tweet
content, sentiment, tweet account, and tweet usage features.
Wang showed that using a Random Forrest on the dataset cre-
ated by [32], they obtained an F1 equal to 0.94. However, [32]
reported to have obtained a result contradicting to [38]: using
features that are either tweet or tweet usage only they obtained
an F1 of 0.9.

Davis et al. [28] proposed a bot detector (called
Bot or Not) that combines all the features previously men-
tioned. Bot or Not uses a Random Forest classifier [35] over
1,000 features from all the categories, obtaining a 0.95 of
Area Under the ROC Curve (AUC). It is important to high-
light that Bot or Not has an API available to the public.’

3 https://botometer.iuni.iu.edu
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Later, Cresci et al. [39] proposed that not only are the
actions but the sequence of the actions which allows dis-
cerning if an account is a bot. They use a DNA-like analy-
sis, where they assign a letter to each tweet on an account,
depending on the presence of specific tweet content features:
if the tweet has an URL, mentions, hashtags, images, a com-
bination of these, or none of these. Then, the DNA fingerprint
of an account is the string with all the assigned letters of
each tweet, appearing in order of posting. They hypothesize
that bots should have longer common substrings than normal
users do. To test this, they propose to calculate the length of
the longest common substrings and consider those accounts
with a value higher than a threshold as bots. They report an
F1 of 0.97 using this approach. Nevertheless, it is well-known
that the DNA-like analysis approach has high computational
complexity.

Recently, in [14] a follow-up to [39], authors compare their
method against Bot or Not [28], [33], [36], [40], the bots
countermeasures implemented by Twitter, and a set of human
annotators in datasets they collected. These datasets con-
tained information from bots that mimic the behavior of
genuine accounts to evade bot detectors. They found that
neither Twitter nor the human annotators where very good
when dealing with these accounts. Furthermore, they found
that their approach, and the proposed by [33], was better than
Bot or Not in all cases.

From the supervised approaches for bot detection on Twit-
ter, we can observe that combining features of multiple
sources generally increases the performance of the classifier.
While there is not conclusive evidence that some features
are better than others, tweet usage seems to allow for good
classification performance. Furthermore, we can also observe
that approaches that use Random Forest [35] obtain higher
performance than those which do not. Then, based on this last
sentence, using tree-based approaches can help to improve
the state-of-the-art classification results attained till the date.
Hence, pattern-based classification, coming from decision
trees, can be a approach to take into account for improving
the state-of-the-art results.

B. UNSUPERVISED APPROACH TO BOT DETECTION

While less popular than their supervised counterpart, unsu-
pervised methods have been used to find differences in groups
of bots and genuine users.

Ahmed and Abulaish [33] propose that bots can be used
for spam campaigns, that is, multiple bots disseminating
the same information. To test this, [33] proposed to find
groups of spammers from an undirected fully connected
graph where each node is a suspected spam account. Their
graph contains the weight of the links, which is the similarity
between accounts using tweet usage features. To find groups
of suspected spam campaigns, they use the Markov clustering
algorithm [41]. While they claim that campaigns were suc-
cessfully detected, they do not give any performance measure.

After, Miller et al. [40] have proposed to use the clustering
approach to find groups based on features of either tweet

VOLUME 7, 2019

account or account usage. However, given that account usage
measures could vary over time, they used DenStream [42]
and StreamKM++ [43], which respectively are versions of
DBScan and K-means-++- for data streams. Using these clus-
tering techniques, they have obtained an F1 of 0.88.

Later, in [44], a group of authors observed that it is highly
unlikely that several users post a message with a related trend-
ing topic in the same second, or retweet less than 20 seconds
after the message is posted. Using social network features,
when the accounts are related if they post about the same
trending topic, they find groups of bots for Twitter with a
precision of 0.91.

From the related work, we have observed that decision
tree-based approaches [45] obtain higher performance than
those which do not. Also, we have observed that those rep-
resentations containing features of the types: account usage,
sentiment analysis, and tweet content, allow obtaining bet-
ter classification results than other features representations.
Also, we have noted that there is not pattern-based classifica-
tion for bot detection on social networks.

IIl. INTRODUCTION TO CONTRAST

PATTERN-BASED CLASSIFICATION

Contrast pattern-based classifiers provide a model that it is
easy to understand for a human, and they have demonstrated
to be more accurate than other popular classification mod-
els [15], [23]. Contrast pattern-based classification has been
used on several real-world applications, such as characteri-
zation for subtypes of leukemia, prediction of heart diseases,
gene transfer and microarray concordance analysis, structural
alerts for computational toxicology, classification of spatial
and image data, and gene expression profiles; among oth-
ers [23]. Nevertheless, as far as we know, contrast pattern-
based classifiers have been not used for bot detection. Con-
trast pattern-based classification would be a powerful model
for bot detection because the explanatory power of contrast
patterns can help a Twitter user (whether a human being or an
organization) for example, take legal action, or issue a for-
mal complaint against a service provider, or forewarn user’s
friends from malicious activity going on that jeopardize the
user endeavor.

A contrast pattern-based classifier uses a collection of
contrast patterns to create a model that classifies a query
object in a predefined class [15]. A pattern is represented by
a conjunction of relational statements, each with the form:
[fi # v;], where v; is a value in the domain of feature f;, and # is
arelational operator from the set {=, #, <, >} [15], [23]. For
example, [Hour_in_Server € [0, 5]] A [Number_of _URL >
SIA [Number_of _Follower < 10] A[Mobile = “False’’]is a
pattern describing a collection of tweets issued from a botnet.
Let p be a pattern and D be a dataset; then, the support of p
is the fraction resulting from dividing the number of objects
in D described (support) by p by the total number of objects
in D. Now, a contrast pattern (CP) for a class c is a pattern
whereby the support of CP for c is significantly higher than
any support of CP for every class other than c [16], [23], [46].
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For building a contrast pattern-based classifier, there are
three phases: Mining, Filtering, and Classification [23], [47].
Mining is dedicated to finding a set of candidate patterns
by an exploratory analysis using a search-space, which is
defined by a set of inductive constraints provided by the user.
Filtering is dedicated to select a set of high-quality pattern
coming from the before phase. Classification is responsible
for searching the best strategy for combining the information
provided by a subset of patterns and so builds an accurate
model based on patterns.

Using contrast pattern mining based on decision trees has
advantages regarding those approaches not based on trees.
First, the local discretization performed by decision trees
with numeric features avoids doing an a priori global dis-
cretization, which might cause information loss. Second, with
decision trees, there is a significant reduction of the search
space of potential patterns [48].

Garcia-Borroto et al. [48] performed several experiments
for comparing different algorithms for mining contrast pat-
terns based on decision trees. Authors claim that those con-
trast pattern miners taking into account the diversity approach
has shown better classification results than other approaches.
In their experiments, authors have shown that Bagging, Ran-
dom Forest, and LCMine [49] are the contrast pattern mining
algorithms that allow obtaining a collection of patterns which
produce better classification results than other state-of-the-art
solutions based on contrast patterns.

LCMine, proposed by [49], extracts a collection of patterns
from a set of decision trees. LCMine selects the best k splits
in the first levels and the best split at lower levels. In this
way, LCMine creates 120 different trees where patterns are
extracted from the paths from the root node to the leaves.

Garcia-Borroto et al. [48] presented Bagging miner, which
creates diversity by generating each tree with a bootstrap
replicate of the training set. Bagging miner is an excellent
way to obtain a diverse collection of patterns because small
changes in the training sample do not impact significantly
in the produced model, which comes from different decision
trees [50]. In the same paper, authors explain that Random
Forest Miner (RFMiner) creates diverse trees by selecting a
Random Subset of features at each node. The success of Ran-
dom Forest can also be explained because injecting random-
ness at the level of nodes tends to produce higher accuracy
models. Finally, Garcia-Borroto et al. [48] concluded that
RFMiner and Bagging miners, which are based on diversity,
are the best for mining patterns because they obtained more
high-quality patterns than other well-known pattern miners.
Additionally, authors claimed that LCMine, as a non-random
miner, allowed obtaining competitive classification results.

After mining contrast patterns, one must carry out a filter-
ing step. The main idea behind it is to reduce the number of
contrast patterns without degrading the accuracy of the output
pattern-based model. For filtering, some prominent strategies
have been proposed, such as removing duplicated patterns,
removing redundant items from patterns, and selecting only
general patterns [5], [S1]-[53].
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Since contrast patterns are extracted from a collection of
different decision trees using the same training dataset, the set
of extracted contrast patterns usually contains duplicate pat-
terns as well as patterns containing redundant items. On the
one hand, a contrast pattern p; is labeled as duplicate if it
contains the same items and covers the same objects than
other contrast pattern p. On the other hand, a contrast pattern
p3 contains redundant items if at least one item is more
general than another one, i.e., an item /; is more general than
another item /5 if all objects fulfilling /; also fulfill /, but not
all objects fulfilling I fulfill 7;.

A common filtering strategy for contrast patterns is to
selected only those contrast patterns considered to be mini-
mal [5S], [51]-[53]. A contrast pattern is said to be minimal
if if contains sub-patterns that are not contrast any more.
These types of patterns are also the most general contrast
patterns. Minimal patterns are interesting for describing a
model because, in general, they contain a low number of
items.

As stated above, filtering strategies allow having a set of
contrast patterns with significantly fewer patterns than using
all extracted patterns, but their main drawback is that, in some
practical contexts, the number of selected patterns is yet
impractical to be analyzed by experts.

After mining contrast patterns and filtering the extracted
patterns, the next stage is classification. There are many
contrast pattern-based classifiers reported on in the liter-
ature [18], [23], [54], [55]. One of the first strategies of
classification based on patterns is using a scoring function;
it has been adopted by many pattern-based classifiers, like
CAEDP [55]. This strategy uses a quality measure, like Sup-
port [46], for classifying a query object into the class with
the highest sum of support. This sum is computed using all
patterns covering the object to be classified.

Although, several contrast pattern-based classifiers have
been proposed, PBC4cip, proposed by [23], has reported
good results in both problems with and without class imbal-
ance. In the training phase, PBC4cip weights the sum of
supports in each class, for all patterns covering a query object,
taking into account the class imbalance level. Another promi-
nent pattern-based classifier is CAEP, proposed by [55],
which aggregates the supports of the patterns matching the
query object per class. Next, CAEP normalizes all the votes
with the average votes per class for assigning the class with
a higher vote to the query object. CAEP has shown good
classification results in several contexts, but in a recent paper,
PBC4cip improves the results obtained by CAEP [23].

IV. OUR APPROACH FOR BOT DETECTION IN TWITTER

Our approach for bot detection using pattern-based classi-
fication consists of four step: creating a new feature model
based on a combination of tweet content-sentiment analy-
sis and other pieces of information, stemming from tweets
and the associated Twitter account (Section IV-A); induc-
ing several diverse decision trees from our proposed fea-
ture representation by using different quality measures for
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evaluating splits, where contrast patterns are extracted from
each induced decision tree (Section IV-B); selecting the opti-
mal contrast patterns covering all objects in the training
dataset (Section IV-C); and classifying query objects by using
a scheme based on the weighed sum of support of all patterns
covering a query object (Section IV-D).

A. A NEW FEATURE MODEL FOR SOCIAL BOT DETECTION
The use of an appropriate feature model is fundamental for
obtaining good classification results [56]. However, crafting
a good feature model for social bot detection is not an easy
task. For example, the core of a tweet is a piece of text,
written in a given language. Then, any natural language
processing statistical measure (such as n-gram frequency
of occurrence) may vary from one language to the other.
In addition, most datasets used in social bot detection contain
posts written in the English language, which cannot be used
to train a bot detection mechanism in a different language.
As a consequence, it is complicated to detect bots on social
media where people from different communities writing in
different languages and referencing the same hashtag, for
example, the hashtag #NoWall talking about the construc-
tion of the border wall, proposed by the current US admin-
istration (https://twitter.com/hashtag/nowall), contains posts
written in both languages, English and Spanish. Another
example is a blog of reviews or comments for a product,
that could be written in different languages. Sentiment anal-
ysis that focuses only on a single language runs the risk of
overlooking essential information in a collection of related
texts.

To get around these issues, in this paper, we propose to
use the sentiment analysis extracted from the text and the
frequency data coming from tweets and twitter accounts.
Specifically, we use sentiment analysis to determine whether
a preprocessed tweet or the description of a tweet account
expresses a positive, negative, or neutral sentiment, and what
is its objectivity level and irony tone; for doing this, the local
polarity of the different sentences in the text and the rela-
tionship between these are computed, resulting in a global
polarity value for the entire text. To perform the sentiment
analysis we used the cloud service API: ‘““Meaning Cloud”.
Meaning Cloud computes local polarity of the different sen-
tences in a text and the relationship between them, resulting
in a global polarity value for the whole text. The service
provides as output a JSON file with the following fields:
polarity, subjectivity, irony and emotional agreement [30].
It performs sentiment analysis by using rule systems based on
lexicons and deep linguistic analysis, offering the possibility
of custom domain adaptations. Besides polarity at a sentence
and a global level, the sentiment analysis service uses natural
language processing techniques also to detect the polarity
associated with both entities and concepts in the text (see
www.meaningcloud.com for more information).

Then, similar to [30], for each text, we propose to
extract the following five features based on sentiment
analysis:
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Sub: whether the text has an objective text.

Irony: whether the text has an ironic text.

Agreement: whether the text has an agreement text.
Confidence:]the percent of confidence regarding to the
global polarity (Feeling) obtained from a text.

Feeling: the type of feeling issued by the posted
tweet or the text describing a tweet account, which may
be neutral (NEU), NONE, very negative (N+), nega-
tive (N), positive (P) or very positive (P+)

Also, we propose to compute the frequency of the last
200 tweets issued by a Twitter account for each hour and
day of the week, taking as reference the time of the analyzed
tweet. From this, 31 frequency features are extracted, which
vary on the time.

In addition, we propose to extract eight additional feature
regarding the time and date of the tweet and the Twitter
account. These are:

tweet_year: the year when the tweet was created
tweet_month:the month when the tweet was created
tweet_day:the day when the tweet was created
tweet_hour:the hour when the tweet was created
user_created_year:the year when the Twitter account
was created

user_created_month:the month when the Twitter
account was created

user_created_day:the day when the Twitter account
was created

user_created_hour:the hour when the Twitter account
was created

Finally, we propose a new feature representation contain-
ing 49 features. Our representation is based on sentiment
analysis extracted from the text posted in a tweet and the
frequency data coming from tweets and twitter accounts.

B. MINING CONTRAST PATTERNS

Our proposal begins by inducing a decision tree, for doing
this, it builds a root node with all objects of a training
dataset D. Then, it splits the root node into two disjoint sub-
sets (left child D! and right child D"), and repeats this process
recursively over the children nodes until a certain stopping
criterion is met. For splitting each node, we randomly select a
subset of features F' and, using the selected features, generate
as many binary splitting criteria as possible, depending on
the feature type.

Our proposal evaluates each binary candidate split at each
decision tree level using three different measures (Hellinger
distance [57], Bhattacharyya [58], and information gain [59],
because these measures have demonstrated effective results
in inducing decision trees [23], [S9]-[61]. Our proposal con-
tinues to generate binary candidate splits until a stop criterion
is met (stopping criterion). We used the following two stop
criteria: (i) whether the node is pure (which means that all
objects belong to the same class), and (ii) the quality measure
takes the lowest value for all candidate splits [59].

The procedure explained above allows inducing only one
random decision tree. However, extracting contrast patterns
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FIGURE 1. Decision tree example.

from only one random decision tree generates very few con-
trast patterns that, when used by a contrast pattern-based clas-
sifier, attain inferior classification results to those obtained
when using contrast patterns extracted from several decision
trees [49]. However, extracting patterns from several equal
decision trees generates several duplicate patterns, leading
to the same problem as when using only one decision tree.
Extracting contrast patterns from a collection of diverse
decision trees can mitigate these problems [49]. Therefore,
we induce K decision trees by following our decision tree
induction procedure, which, owing to the above random fea-
ture subset selection, allows for obtaining a collection of K
diverse decision trees.

Once K diverse decision trees have been induced, our
contrast pattern miner extracts all contrast patterns from each
decision tree. Each pattern is the conjunction of the properties
fi # v; in a path from the root node to a leaf node; that is,
any path from the root to a leaf determines a conjunction
of properties, which forms a pattern. Finally, only those pat-
terns fulfilling the contrast pattern condition are preserved.
For example, from the decision tree illustrated in Fig. 1 ,
the procedure extracts the following five contrast patterns:

P = [Characters < 70] A [Irony = True]

Py = [Characters < T0] A [Irony # True] A [Feeling #
P+]

P3 = [Characters > 70] A [Sub # Objective]

P4 = [Characters < 70] A [Irony # True] A [Feeling =
P+]

Ps = [Characters > 70] A [Sub = Objective],

from which Py, P,, and P3 correspond to the Bor class and

the remaining patterns (P4 and Ps) correspond to the Human

class.

C. CONTRAST PATTERN FILTERING
The forementioned phase allows mining several contrast pat-
terns, but there could be duplicate patterns. In addition, this
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can produce specific contrast patterns and redundant items
which can degrade the classification results of a contrast
pattern-based classifier. For these reason, the intermediate
step in our proposal is to eliminate duplicate and specific con-
trast patterns; additionally, redundant items are also removed
from contrast patterns. For doing that and following the ideas
of [5], [51]-[53], we take into account the following steps:
Removing duplicated contrast patterns: Several con-
trast patterns containing the same items and covering the
same objects (duplicate patterns) are extracted because
they come from several decision trees by using the same
training dataset. Then, to reduce the size of the outcome,
only one contrast pattern is selected from those contain-
ing the same items and covering the same objects.
Removing specific contrast patterns: Commonly,
many specific patterns are extracted, which can be
eliminated without degrading the classification results.
Let P; and P, two contrast patterns from the same
class, P; is more specific than P, if P; contains
all the items in P, and at least one more. For
example, let Py = [Hour_in_server < 5] A
[Have_photo_profile = True] A [Country = Cuba] and
P> = [Hour_in_server < 5] A [Country = Cuba] be
two patterns from the same class. Since all the items
belonging to P; also belong to P; but P; has one more
item, then P is more specific. Therefore, as P is more
specific than P, and both are contrast patterns from the
same class, and as was stated in [5] and [51]-[53], then
P should be removed.
Removing redundant items: An item /; is more general
than another item /5 if all objects fulfilling I; also fulfill
I, but not all objects fulfilling /> fulfill ;. We also
say that I, is redundant with /;. If two items in a
pattern are redundant, the most general item is elimi-
nated. An example of a pattern with redundant items
is: [[Hour_in_server > 5] A [Hour_in_server > 6]],
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which is simplified to [Hour_in_server > 6]; since a
record with an hour greater than 6 is also greater than 5.

D. CONTRAST PATTERN-BASED CLASSIFICATION

As we have stated in Section III, there are several con-
trast pattern-based classifiers reported on in the literature
[18], [23], [54], [55] but PBC4cip [23] has reported compet-
itive results in both problems with and without class imbal-
ance. Also, PBC4cip has obtained better classification results
than other contrast pattern-based classifiers, such as CAEP,
proposed by [55], iCAEP introduced by [54], SMOTE-
TL+LCMine proposed by [18], and SJPE presented by [62].

Usually, bot detection is labeled as a class imbalance prob-
lem; in this type of problem, the objects (or post in our
case) are not equally distributed among classes (human and
bot), which produces a bias of classification results to the
class with more objects. Also, frequently, the most interesting
class, i.e., bot class, is the one that contains significantly
fewer objects [23]. For this reason, we will use PBC4cip as
the contrast pattern-based classifier in our experiments.

At the training stage, PBC4cip weights the sum of supports
in each class by taking into account all contrast patterns cov-
ering a query object and class imbalance level. This training
scheme is different from traditional classifiers, which only
sum the supports. The weighted expression is:

We = (1 - %) /Zsupport ®.c) (1)

peP

where |c| represents the number of objects belonging to the
class ¢, |T'| is the number of objects in the training dataset, P is
the set of all the patterns for the class ¢, and support(p, c) is
the support of the pattern p into the class c¢. This expression
punishes the high sum of supports computed for the majority
class.

Wsum_supp(0, ¢) = we Z support(p, c) 2)

peP
p covers o

At the classification stage, the sum of supports in each
class for all patterns matching with the query object o is
computed by PBC4cip. This sum is also multiplied by the
weight w, of its corresponding class c. Thus, the query object
is classified in the class where it reaches the highest value,
according to (2).

V. EXPERIMENTAL SETUP

This section is devoted to showing data acquisition
(Section V-A), and the databases used in our experiments
(Section V-B), as well as, tested supervised classifiers
(Section V-C), performance measure, and statistical methods
(Section V-D) used to compare our proposal regarding other
well-known classifiers.

A. DATA ACQUISITION

In our method, data acquisition was designated to work with
collections of tweet accounts. As a consequence, we use
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datasets extracted from several databases proposed by [14]
and other ones collected by us.

In order to corroborate our hypothesis that our proposed
feature model is suitable for detecting bots coming from
accounts posting tweets in both English and Spanish lan-
guage, we used tweets written in English coming from the
databases proposed by [14] and also, we collected tweets
issued by prominent people talking in the Spanish language.

The databases proposed in [14] contain several tweets,
which coming from political figure twitter accounts talking in
the English language. In order to conserve the same domain,
we select Mexican political figure twitter accounts for col-
lecting tweets written in the Spanish language. For doing this,
we selected the most prominent Mexican political figure twit-
ter accounts,* namely: Andrés Manuel Lépez Obrador
(@lopezobrador_), José Antonio Meade (@JoseAMeadeK ),
Ricardo Anaya (@RicardoAnayaC), and Jaime Rodriguez
Calderon (a.k.a “El Bronco”) (@JaimeRdzNL), where their
accounts were tracked during a period before the elections in
Mexico.

For each Mexican political figure, we have collected the
following data: all tweets posted by their Twitter account and
other features, similar to the ones used in [14], coming from
the issued tweet and the user accounts. The features selected
are: 22 tweet content, 46 tweet account, 10 sentiment, and
31 tweet usage; for a total of 109 features. All of the data
were gathered using the Twitter API> version 1.1.

We defined four time intervals for collecting tweets from
the Mexican political figures: (i) from the start of electoral
campaigns (March 31) to the first political debate (April 22),
(ii) from the first political debate to the second political
debate (May 20), (iii) from the second political debate to the
third political debate (June 12), and (iv) from the third polit-
ical debate to the final elections (July 1). As a consequence,
we have extracted 3,519 tweets issued by the Mexican polit-
ical figures during the aforementioned four time intervals.

In Table 1, we show the other databases used for bot
detection, which contain millions of collected tweets coming
from both human and bot. From these databases, we select
a significant representation of the objects for each database
shown in Table 1 (28,135 from genuine accounts database
and 19,803 from the bot databases, equal to 47,938 in total)
because processing all tweets with the the API for the tweet
sentiment analysis is not suitable for this research (see devel-
oper.twitter.com for more information about the time break
restriction).

B. DATABASES

To evaluate the performance of our proposal, we will use a
set of 51,457 tweets from which 31,654 belong to human
(28,135 from the genuine dataset shown in Table 1 and
3,519 collected by us) and the remaining (19,804) belong
to bots from Table 1. This data follows a distribution of

4https J/twitter.com/TwitterMexico/status/1070336958608609280
5 https://developer.twitter.com
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TABLE 1. Databases used in [14].

Database Description accounts tweets year
genuine accounts Verified accounts that are human-operated 3,474 8,377,522 2011
social spambots #2 Spammers of paid apps for mobile devices 3,457 428,542 2014
social spambots #3 Spammers of products on sale at Amazon.com 464 1,418,626 2011
traditional spambots #1 Training set of spammers used in [11] 1,000 145,094 2009
TABLE 2. Databases used in our experiments.
Database Description #Features
Original Containing all the original features proposed in [14] 50
DBI Containing all the original features proposed in [14] and our proposed features 109
DB2 Containing a subset of the original features proposed in [14] and our proposed features 89
Our Feat. Containing only our proposed features 59

imbalanced classes, which it is normal in the context of bot
detection.

In order to see if our proposed features (stated in
Section IV-A) allow obtaining better classification results
than the original features proposed by [14] or a combination
of them, we have tested all classifiers using different datasets,
which contain combinations of the features proposed in [14]
and those proposed by us (see Table 2 for more details).

C. STATE-OF-THE-ART CLASSIFIERS

For comparing the classification results obtained by our
proposal regarding other state-of-the-art classifiers, we have
selected the following classifiers:

BN:Bayesian Network [63] is a directed acyclic graph
that models probabilistic relationships among a set of
random variables from a datatset. Each vertex (node) of
the graph represents a random variable and the edges
capture the direct dependencies between the variables.
The network encodes the conditional independence rela-
tionships that each node is independent of its non-
descendants given its parents [64].

KNN: k-Nearest Neighbor [65] is used to evaluate new
instances using the decision output by the closest k
neighbors of the training set to a query instance, g.
In our experiments, we have used k = 3 because several
authors as [66] and [67] have reported it yields better
classification results than other k values. Using k = 3
(BNN), the classifier uses the 3 closest neighbors to g
and each one gives a class vote; the query instance then
is classified adopting a majority-based policy.

C4.5: This classifier was proposed by [59]. It induces a
decision tree by selecting, on each node, the best pair
feature/value that tends to produce pure nodes. After
the induction, a decision tree has a root node, decision
nodes, and leaf nodes. The tree can be pruned to avoid
overfitting where unnecessary branches are replaced by
leaf nodes. Then, for classifying a query instance g
through a decision tree, first, g is evaluated in the root
node, and as a consequence, it decides which decision
node follows, this procedure is repeated for each deci-
sion node until a leaf node is reached. This last node
decides the class to be assigned to the query instance.

45808

NBayes: Naive Bayes [68] is a simple but efficient
algorithm for supervised learning that has performed
remarkably well in many applications. Naive Bayes uses
the Bayes rule, but making the (strong) assumption that
all features are statistically independent.

RF': Random Forest [35] is an extension of the bagging
approach. Random forest is a combination of tree-based
classifiers; each tree is built with a random selection of
instances of the training set containing different subsets
of features. As in bagging, the query instance is classi-
fied into the class obtaining the majority vote.

SVM: Support Vector Machine [69] applies a ker-
nel function to map the input instances into a high-
dimensional feature space that splits the different classes
and separates them as much as possible. For classi-
fication, each query instance is mapped to the same
space, and the class is predicted by its position in the
space.

LogRegression: Logistic Regression [70] is a statisti-
cal model whose objective is to predict the influence
of different features using the probability of an event
appearance. Logistic Regression can only be used to
predict two-class problems.

AdaBoost.M1: Adaptive Boosting [71] is based on the
idea of creating a highly accurate prediction rule clas-
sifier using many weak accurate rule classifiers. Each
weak classifier should follow the weak learning condi-
tion, which means that the accuracy has to be a little bit
over 50%; the random guessing. Generally, misclassifi-
cation drops very quickly with each round of boosting
but each round makes the system more complex, caus-
ing overfitting. We used the M1 version of AdaBoost
composed by decision trees.

Bagging: It is a bootstrap aggregating classifier [72]
that generates n claasifiers using a subset of the train-
ing dataset. This subset is obtained by sampling with
replacement. For our experimental, decision tree classi-
fiers was used as base classifier. Each tree has just about
63.2% of instances from the training dataset, while the
rest is fulfilled with repeated instances. For classifica-
tion, Bagging returns the most voted class among the n
decision trees regarding a query instance.
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PBCdcip: It is a contrast Pattern-based classifier
designed for class imbalance problems [23]. PBC4cip,
first, extracts a collection of contrast patterns from sev-
eral decision trees. After, using the class imbalance level
of the training dataset, it weights the support of each
pattern. Finally, a query instance is classified into the
class with the highest sum of supports.

MLP: Multilayer Perceptron [73] is an artificial neural
network that uses back-propagation to classify query
instances. An MLP is a fully connected network where
each node contains neurons with logistic activation that
belongs to a specific layer of the network. The input of
the first layer are all features, for the next layers the input
are the processed features on the previous layer with a
certain weight, the last layer is known as output layer.

D. PERFORMANCE MEASURE AND STATISTICAL TESTS
There are several measures to evaluate the performance of
a classifier. Nevertheless, the most used measures for class
imbalance problems are the Area Under the Receiver Operat-
ing Characteristic curve (AUC) [74] and the Matthews corre-
lation coefficient (MCC), which are suitable for assessing the
classification results on bot detection. All our classification
results are based on both AUC and MCC measures, averaged
over 10-fold-cross-validation. AUC is computed as follows:
AUC = 1 + TPrate - FPrate (3)
2
where TP,4. is the ratio of objects belonging to the minority
class (bot) that are well-classified and FP,, is the ratio of
misclassified objects belonging to the majority class (human).
By contrast, MCC computes a correlation coefficient for
two-class classification results; it returns a value into the
range [—1, +1]. A result equal to +1 represents a perfect
classification result, O no better than a random result and -
1 indicates the worst classification result. MCC is given by:

B TP % TN —FP % FN
~ J/(TP+FP)YTP+FN)(IN +FP)(TN +FN)

McC 4

where TP represents the number of true positives, FP repre-
sents the number of false positives, TN represents the number
of true negatives, and FN represents the number of false
negatives.

In machine learning, it is important to know if the obtained
results are statistically different. As a consequence [75], [76]
suggested some non-parametric tests and post-hoc proce-
dures to be used in machine learning to perform a com-
parison among different classification results. In this paper,
we applied a Friedman’s test (as a non-parametric test),
as suggested in [75] for knowing whether exist statisti-
cal difference among compared results. Nevertheless, the
Friedman’s test does not show in a detailed form those
results having statistical differences, as a consequence, a post-
hoc procedure should be executed. Then, we performed the
Shaffer static procedure (as a post-hoc procedure), because
it is more powerful than the classical Nemenyi and Holm
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procedures and it is less computationally expensive than the
Bergmann-Hommel’s dynamic procedure [76].

A compact way, proposed in [75], to show the statistical
results is through CD (critical distance) diagrams. These
diagrams present the order of the compared classifiers based
on the Friedman ranking, the magnitude of the differences
between them, and the significance of the observed differ-
ences, all in a compact form. In a CD diagram, the right-
most classifier is the best classifier, the position of a clas-
sifier within the segment represents its rank value, and if
two or more classifiers share a thick line it means they have
statistically similar behavior.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

In order to analyze the obtained experimental results, we split
this section into three subsections: first, we present a correla-
tion analysis based on the Kendall T procedure for knowing
whether our feature model based on sentiment analysis is
suitable for detecting bots in posts written in both English
and Spanish language (Section VI-A); after, we show all the
classification results of those classifiers based on patterns
and other state-of-the-art classifiers not based on patterns
(Section VI-B); and finally, we present an in-depth analysis
of the extracted patterns (Section VI-C).

A. CORRELATION ANALYSIS
In [77], two main rules of thumb for a correlation analysis
were proposed:

« Sample sizes larger than 30 and less than 500 are appro-
priate for most research.

o In multivariate research, the sample size should be sev-
eral times (preferably 10 times or more) as large as the
number of variables in the study.

Following the above rules, first, we have taken 1,000 ran-
dom tweets from the database containing genuine accounts
and others 1,000 random tweets from those databases con-
taining bot accounts (see Table 1). Next, for each one of the
selected tweets, we translate its text using the API provided
by Google translate®; and after, we obtain the sentiment
analysis from each one of the 4,000 tweets (2,000 in Spanish
and 2,000 in English). After that, we performed 40 corre-
lation analysis based on the Kendall T procedure. For each
feature extracted from sentiment analysis (Sub, Irony, Agree-
ment, and Feeling), we performed 10 correlation analysis
of 200 tweets (without replacement), as explained Fig. 2.

Based on the three evaluation measures for computing the
correlation coefficient proposed in [78], there is a linear rela-
tionship when Creyirs > 2/4/n (Rule 1), Crepirs > 2/+/n+ 1
(Rule 2), and Creuirs = 2/+/n+ 2 (Rule 3). Where Cieypzs 18
the correlation results and n the size of the sample.

Table 3 shows for each class and each analyzed feature,
its averaged correlation result (Corr.), its standard deviation
(Std.), and if there exist a significant correlation (Sig.) for
all feature analyzed in each class. From this table, we can

6https://cloud. google.com/translate/docs/translating-text
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FIGURE 2. Visual explanation of the executed correlation procedure.

see that there is a significant positive correlation between the
sentiment analysis extracted from a tweet posted in English
language and the sentiment analysis extracted from its trans-
lation to the Spanish language. Finally, from this analysis,
we can conclude that our feature model based on the senti-
ment analysis is suitable for analyzing tweets coming from
both English and Spanish language.
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TABLE 3. Averaged correlation results.

Class Feature Corr. Std. | Sig.

Sub 0.44 0.04

Geniune Irony 0.39 024 |
Agreement 0.39 0.14
Feeling 0.46 0.09
Sub 0.41 0.05

Bot Irony 0.57 oo |,
Agreement 0.31 0.14
Feeling 0.45 0.07

B. CLASSIFICATION RESULTS
In this section, first, we show the average AUC and standard
deviation values obtained by the tested classifiers and after,
we show the statistical results obtained from classification
results of each tested classifier.

Table 4 and Table 5 the average AUC and the average
MCC, respectively; they also include the associated standard
deviation (STD) output by running the classifiers on the
datasets shown in Table 2. In these tables, we also show
each tested combination based on patterns such as a method
for mining contrast patterns (LCMine [49] or RFm [48]),
a measure for evaluating a split criteria on a decision tree
(Hellinger distance [57], Bhattacharyya [58], and information
gain [59]), if it was filtered (Fil), and the contrast pattern-
based classifier used (PBC4cip [23]).

From tables 4-5, we can see that our proposal of
using contrast patterns obtains the best average results
for both measures (AUC and MCC) and the lowest stan-
dard deviation (STD) considering all the validation set. For
example, the combinations (LCMine+Hell)4+PBC4cip and
(LCMine+Hell+Fil)+PBC4cip attained more than 0.9935 of
AUC for each tested database, obtaining the best AUC final
average (0.9976) and the lowest standard deviation (0.0024).
Also, taking into account all tested classifiers, we can see
that the representation proposed by us jointly with the rep-
resentation proposed in [14] obtained the best average AUC
(0.9384) and the representation proposed by us attained
the lowest standard deviation (0.0833). In the same vein,
notice that the combinations (LCMine-+Hell)4+PBC4cip and
(LCMine+Hell+Fil)+PBC4cip attained the best average
MCC (0.955) and the lowest standard deviation (0.0048).

Also, based on tables 4-5, we can see that there are
not significant differences among our proposals when they
use, or without using, the filtering method. Also, we have
noted that the classifier Random Forest [35] obtains the best
classification results for the databases Original and DBI,
which is in correspondence with the stated in the literature
(see Section II). In similar way, we note that the classi-
fier Adaboost obtains the best classification results for the
databases DB2 and Our Feat.

Notice, from Tables 4-5, that all the classifiers used in
our experimentation output a good average AUC for all
databases; the only exception to this is (LCMine+Bhatt) +
PBC4cip with and without filtering, which obtained bad clas-
sification results for the databases Original, DB1, and DB2.
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TABLE 4. Averaged AUC values obtained by the tested classifiers on databases shown in Table 2.

Classifiers Original DB1 DB2 Our feat. Average STD
BN 0.9995 0.9993 0.9918 0.7940 0.9455 0.0951
C4.5 0.9746 0.9871 0.9971 0.9899 0.9914 0.0042
kNN 0.9995 0.9994 0.9948 0.9125 0.9758 0.0399
NBayes 0.9365 0.9535 0.9018 0.6601 0.8642 0.1279
Adaboost.M1 0.9746 0.9909 0.9999 0.9963 0.9904 0.0097
Bagging 0.9745 0.9887 0.9964 0.9920 0.9879 0.0082
LogRegression 0.9995 0.9999 0.9697 0.8110 0.9450 0.0783
SVM 0.9323 0.9355 0.8409 0.8231 0.8830 0.0513
RF 0.9999 0.9999 0.9985 0.9841 0.9956 0.0066
MLP NA NA NA 0.9554 NA NA
(LCMine+Bhatt)+PBC4cip 0.5016 0.5016 0.5020 0.9937 0.6247 0.2130
(LCMine+Hell)+PBC4cip 0.9977 0.9995 0.9996 0.9936 0.9976 0.0024
(LCMine+InfoGain)+PBC4cip 0.9740 0.9733 0.9906 0.9936 0.9829 0.0093
(LCMine+Bhatt)+Filt+PBC4cip 0.5016 0.5016 0.5020 0.9937 0.6247 0.2130
(LCMine+Hell)+Filt+PBC4cip 0.9977 0.9995 0.9996 0.9936 0.9976 0.0024
(LCMine+InfoGain)+Filt+PBC4cip 0.9740 0.9733 0.9906 0.9936 0.9829 0.0093
(RFm+Bhatt)+PBC4cip 0.9086 0.9636 0.9961 0.9539 0.9555 0.0313
(RFm+Hell)+PBC4cip 0.9944 0.9967 0.9987 0.9508 0.9851 0.0199
(RFm+InfoGain)+PBC4cip 0.9666 0.9878 0.9980 0.9535 0.9765 0.0174
(RFm+Bhatt)+Filt+PBC4cip 0.9239 0.9684 0.9966 0.9537 0.9607 0.0262
(RFm+Hell)+Filt+PBC4cip 0.9883 0.9956 0.9983 0.9499 0.9830 0.0195
(RFm+InfoGain)+Filt+PBC4cip 0.9754 0.9913 0.9984 0.9536 0.9797 0.0172
[ Average [ 09283 | 0.9384 09363 09362 ][ — ]
[ STD | 0.1409_| 0.1427 0.1459 0.0833_|| - -
TABLE 5. Averaged MCC values obtained by the tested classifiers on databases shown in Table 2.
Classifiers Original DB1 DB2 Our feat. Average STD
BN 0.9990 0.9983 0.9847 0.6098 0.8980 0.1665
C4.5 0.9582 0.9789 0.9949 0.9796 0.9779 0.0130
kNN 0.9990 0.9988 0.9904 0.8208 0.9523 0.0760
NBayes 0.8540 0.8913 0.7838 0.3261 0.7138 0.2271
Adaboost.M1 0.9582 0.9805 0.9998 0.9922 0.9827 0.0157
Bagging 0.9578 0.9816 0.9941 0.9843 0.9795 0.0133
LogRegression 0.9989 0.9999 0.9488 0.6234 0.8928 0.1569
SVM 0.8883 0.8938 0.7511 0.6465 0.7949 0.1030
RF 0.9999 0.9999 0.9972 0.9698 0.9917 0.0127
MLP NA NA NA 0.9603 NA NA
(LCMine+Bhatt)+PBC4cip 0.0423 0.0423 0.0487 0.9877 0.2803 0.4084
(LCMine+Hell)+PBC4cip 0.9963 0.9992 0.9992 0.9874 0.9955 0.0048
(LCMine+InfoGain)+PBC4cip 0.9581 0.9577 0.9847 0.9874 0.9720 0.0141
(LCMine+Bhatt)+Filt+PBC4cip 0.0423 0.0423 0.0487 0.9877 0.2803 0.4084
(LCMine+Hell)+Filt+PBC4cip 0.9963 0.9992 0.9992 0.9874 0.9955 0.0048
(LCMine+InfoGain)+Filt+PBC4cip 0.9581 0.9577 0.9847 0.9874 0.9720 0.0141
(RFm+Bhatt)+PBC4cip 0.8415 0.9414 0.9932 0.9125 0.9221 0.0548
(RFm+Hell)+PBC4cip 0.9905 0.9943 0.9974 0.9069 0.9723 0.0378
(RFm+InfoGain)+PBC4cip 0.9400 0.9800 0.9962 0.9108 0.9568 0.0335
(RFm+Bhatt)+Filt+PBC4cip 0.8784 0.9492 0.9941 0.9115 0.9333 0.0431
(RFm+Hell)+Filt+PBC4cip 0.9794 0.9927 0.9968 0.9054 0.9686 0.0370
(RFm+InfoGain)+Filt+PBC4cip 0.9597 0.9857 0.9970 0.9107 0.9633 0.0332
[ Average [ 0.8599 | 0.8783 0.8750 0.8898 || | -~
[ STD [ 02715 | 0.2748 02778 0.1687 || - -

Nevertheless, for our proposed feature representation these
proposals obtained good classification results.

It is important to highlight that in Tables 4-5 the classifier
MLP continues executing, after eight months, the experi-
ments for the databases: Original, DB1, and DB2. This is
because MLP takes as an input numerical data, and to convert
the attributes of these databases from categorical to numeri-
cal, we use one-hot encoding. This results in a feature vector
of 125 attributes for DB3, 24,493 for DB2, 117,529 for DB,
and 117,411 for Original. The length of the encoded fea-
ture vector heavily affects the execution time, making MLP
unsuitable for this problem. As a consequence, these results
appear as NA in tables 4-5 and this classifier was not taken
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into account in the statistical tests. However, note that for our
representation this classifier obtained more than 0.95 of AUC
and its execution time was similar to other tested classifiers,
making our feature representation suitable for the MLP-based
approach.

Table 6 shows the average ranks obtained by each tested
classifier in the Friedman’s test (as a non-parametric test)
by using the AUC results. The p-value computed by the
Friedman’s Test was 0.009413, which reveals that there are
significant differences among the classification results of the
compared classifiers. The Friedman’s Test reveals whether
differences exist (as a Boolean output) among the compared
results but it does not offer which results are different among
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TABLE 6. Average rankings based on the friedman'’s procedure for all
tested classifiers.

Algorithm Ranking
(LCMine+Hell)+PBC4cip 4.25
(LCMine+Hell)+Filt+PBC4cip 4.25
RF 425
Adaboost.M1 5.625
(RFm+Hell)+PBC4cip 8.25
(RFm-+InfoGain)+Filt+PBC4cip 9.25
(RFm+Hell)+Filt+PBC4cip 9.75
kNN 9.75
LogRegression 10.25
C4.5 10.375
BN 10.5
Bagging 10.5
(LCMine+InfoGain)+PBC4cip 12.25
(LCMine+InfoGain)+Filt+PBC4cip 12.25
(RFm+InfoGain)+PBC4cip 12.25
(RFm+Bhatt)+Filt+PBC4cip 14
(RFm+Bhatt)+PBC4cip 14.75
(LCMine+Bhatt)+PBC4cip 16
(LCMine+Bhatt)+Filt+PBC4cip 16
Nbayes 18.25
SVM 18.25

them, as a consequence, a post-hoc procedure should be
executed for obtaining, in a detailed way, which classifiers
are different among them. For these reasons, we performed
the Shaffer statistic test, which is more powerful than other
classical procedures like Nemenyi and Holm and it is less
computationally expensive than others like the Bergmann-
Hommel’s dynamic procedure [79].

In Fig. 3, we show the post-hoc results in a CD diagram.
In this type of diagram the rightmost classifier is the best
classifier. The position of the classifier within the segment
represents its rank value, and if two or more classifiers
share a thick line it means that they have statistically similar
behavior.

From Table 6 and Fig. 3 we ca see that RF
(LCmine+Hell)+Fil4+PBC4cip, (LCmine+Hell)4+PBC4cip,
and Adaboost.M1 are the best ranked and they have statistical
differences among the remaining tested classifiers. Note
that among these classifiers, Adaboost.M1 has a slightly
worse performance than the remaining three classifiers better
ranked.

Additionally, note that the top ranked classifiers are
RF, (LCmine+Hell)+Fil+-PBC4cip, and (LCmine+Hell)+
PBCA4cip. These last two contain the same contrast pattern
miner, measure for evaluating node splitting, and contrast
pattern-based classifiers. The only difference is that one
applies a filtering method for patterns (4Fil) and the other
one does not. For pattern-based classification is better a
model applying filtering because it guarantees to obtain a
model with fewer patterns, which make it more easy for
understanding. As a consequence, we focus our discussion
between the model provided by RF and our proposal of using
contrast patterns, which are tied as the best-ranked classifica-
tion results.
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FIGURE 3. CD diagram with a statistical comparison of the AUC results for
all classifiers over all the tested databases.
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TABLE 7. Examples of extracted contrast patterns.

Class ID Items Supp
CPq tweet_source = “TweetAdderv4”] 0.66
CP> user_friends_count > 1054.50] A [user_favourites_count < 2.50] 0.62
Bot CP3 tweet_num_mentions < 0.50] A [user_friends_count > 1054.50] A [user_favourites_count < 2.50] 0.60
CP4 user_favourites_count < 10.50 A [tweet_year < 2014] A [user_friends_count € [1054.50, 2089.50]] 0.59
cP user_H16_TweetDist > 6.50] A [tweet_year < 2014] A [tweet_retweet_count < 050
5 0.50] A [user_favourites_count < 4.50] A [user_H04_TweetDist < 10.50] A [tweet_day > 1.50] ’
CPg [tweet_year > 2014] 0.56
cP [user_followers_count > 12.50] A [user_geo_enabled = “17] A [user_favourites_count > 048
7 380.50] A [user_screen_name ! = “_iHATEMOON”] A [user_statuses_count > 571.50] ’
CP [user_geo_enabled = “17] A Tuser_favourites_count > 380.50] A [user_profile_text_color T = 0.48
Human 8 “FT0A0A”] A [user_profile_sidebar_border_color | = “CC3366”] .
cP [user_geo_enabled = “17] A [user_time_zone!l = 037
o “FasternTime(US&Canada)”] A [user_favourites_count > 170.50] -
CP1o [tweet_num_mentions > 0.50] A [user_descrip_sa_score_tag = “NONE”| A [tweet_month < 026
5] A luser_HO05_TweetDistt < 1] A [user_favourites_count > 208] )

On the one hand, as we have stated in Section II, RF
have achieved good classification results in the bot detection
context. On the other hand, contrast pattern-based classi-
fication has showed good classification results in several
contexts. Nevertheless, as far as we know, there is not a
study showing the use of contrast pattern-based classification
in the bot detection context. From our experimental results,
we can see that both approaches (decision tree and contrast
pattern) obtain the best position into the Friedman’s ranking.
Also, they have statistical differences with many state-of-
the-art classifiers, such as SVM, NBayes, C4.5, Bagging,
BN and kNN.

Note that RF is based on building several decision trees,
which provides a model that could be converted into rules,
but it contains significantly more rules than those pattern
extracted from a contrast pattern-based model. A model with
fewer patterns or rules is more understandable by a human
decision-maker. Hence, we recommend to use our approach
based on contrast pattern for bot detection.

C. EXTRACTED PATTERNS

It is essential to know the extracted patterns by the contrast
pattern-based approach to provide an explanatory model that
help experts to take legal action or forewarn a company from
malicious activity. In this section, we show a study about the
contrast patterns extracted by the most accurate pattern-based
model shown in Section VI-B.

In Section III we have stated that contrast pattern-based
classifiers provide a model that it is easy for a human to
understand, and they have demonstrated to be more accurate
than other popular classification models [15], [23]. In order to
show the potential of the patterns, we have selected a random
subset of the extracted patterns in our experiments. In Table 7,
we show five contrast patterns, selected randomly, by class;
where, we also show the support of each pattern as well as
their items.

From Table 7, we can see that contrast patterns from the
bot class have more support than those patterns from the
human class. Also, we can see that some patterns, like CP;
and CPg, have only one item and more than 0.55 of support.
These patterns can be easily understood by an expert and can
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describe more than the 55% of the objects in a dataset. Also,
we can see that the feature user_favorites_count is a frequent
feature in several patterns shown in Table 7. This frequent
feature describes the number of accounts that the user has
bookmarked as favourite in the tweet account. Note that
based on the examples of contrast patterns shown in Table 7,
the item [user_favorites_count < 3] defines a bot access
while [user_favorites_count > 170] defines a human access.
Finding bots based on the number of accounts that the user
has bookmarked as favorite is consistent with the method
proposed in [28]. Note however, that contrast patterns can
be combined with other features and as a result, we can
obtain contrast patterns (see CP;) describing a bot behavior
for more than the 60% of the objects previously classified as
bot in the dataset. In addition, note that our proposed feature
model, containing information from data usage and sentiment
analysis, is into some items of the extracted patterns (See
CPs5 and CP10); although, commonly these patterns have
more amount of items than those whose not contain our
proposed features.

In Table 8, we show statistics of the extracted contrast pat-
terns from the bot class with the aim of seeing the character-
istics of the models produced by each combination of classi-
fication based on contrast patterns tested in our experiments.
From Table 8, we can see that every combination of the RFm
miner extracts significantly more patterns with more items
and more support than those combinations obtained using the
LCMiner. Also, we have noted that there is not a statistical
difference between combinations using filtering methods for
patterns and those combinations not using filtering methods.

In addition, we can note that those combinations using
Bhattacharyya, as a split criteria on a decision tree, extracted
fewer patterns and with lower support than the other tested
combinations. As a result, those models using the Bhat-
tacharyya measure attained the lowest classification results.

Also, from Table 8, we can see that combining the RFm
miner jointly with the Hellinger distance allows obtaining
the best trade-off between the number of extracted patterns
and average support for each tested database. These results
are consistent with other ones presented in for a set of prob-
lems, which do not include the bot detection context [23].
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TABLE 8. Statistics of extracted contrast patterns from the bot class.

Miner Database Eval. Fil. Average length STD length Average total STD total Average support STD support
Bhatt Yes 2.46 0.97 9.20 1.17 0.0006 0.0001

No 2.46 0.97 9.20 1.17 0.0006 0.0001

Original Hell Yes 6.69 2.02 537.60 27.86 0.0111 0.0056
No 6.69 2.02 537.60 27.86 0.0111 0.0056

InfoQuin Yes 542 1.53 235.60 15.15 0.0537 0.1294

No 5.48 1.53 235.60 15.15 0.0537 0.1294

Bhatt Yes 2.46 0.97 9.20 1.17 0.0006 0.0004

No 2.46 0.97 9.20 1.17 0.0006 0.0004

DB1 Hell Yes 7.43 2.11 694.80 34.74 0.0565 0.0108
No 7.43 2.11 694.80 34.74 0.0565 0.0108

InfoQuin Yes 5.66 1.57 250 13.46 0.1424 0.0535

LCMiner No 5.66 1.57 250 13.46 0.1424 0.0535
Bhatt Yes 2.97 1.07 40.80 2.86 0.0006 0.0005

No 2.97 1.07 40.80 2.86 0.0006 0.0005

DB2 Hell Yes 7.51 2.08 887.9 5247 0.0575 0.0123
No 7.51 2.08 887.9 52.47 0.0575 0.0123

InfoQuin Yes 5.97 1.71 358 46.16 0.0956 0.0329

No 5.97 1.71 358 46.16 0.0956 0.0329

Bhatt Yes 11.12 2776 9693.90 360.28 0.0218 0.0045

No 11.12 2776 9693.90 360.28 0.0218 0.0045

Our feat. Hell Yes 10.23 278 10246.5 375.72 0.0210 0.0043
No 10.23 2778 10246.5 375.72 0.0210 0.0043

InfoQuin Yes 10.93 2.78 10246.5 375.72 0.0210 0.0043

No 10.93 278 10246.5 375.72 0.0210 0.0043

Bhatt Yes 4.92 2.46 214.90 25.50 0.0523 0.0082

No 4.93 2.49 230.90 2791 0.0538 0.0085

Original Hell Yes 9.40 379 2664.30 260.27 0.0361 0.0056
No 9.35 3776 2667.50 221.70 0.0380 0.0059

InfoQuin Yes 7.48 2.96 1628.50 93.59 0.0047 0.0009

No 7.48 2.97 1665.50 130.63 0.0494 0.0098

Bhatt Yes 7.31 3.51 671.70 104.97 0.0434 0.0078

No 7.37 3.47 691.90 45.20 0.0434 0.0080

DBI Hell Yes 11.09 4.18 4977 342.34 0.0304 0.0052
No 11.13 4.18 5239.10 290.12 0.0281 0.0048

InfoQuin Yes 9.30 3.47 3314.60 225.54 0.0380 0.0073

RFm No 9.21 3.39 3352.80 174.93 0.0382 0.0075
Bhatt Yes 9.59 3.78 1658.50 191.67 0.0362 0.0061

No 9.51 3.64 1856.90 217.94 0.0338 0.0058

DB2 Hell Yes 11.36 375 8795.10 278.27 0.0269 0.0044
No 11.34 375 8777.10 398.18 0.0271 0.0045

InfoQuin Yes 10.40 3.40 6790.70 336 0.0309 0.0050

No 10.42 3.39 6996.10 331.62 0.0304 0.0048

Bhatt Yes 13.80 4.12 41735.40 674.80 0.0109 0.0018

No 13.77 4.10 41647.80 700.59 0.0109 0.0019

Our feat. Hell Yes 13.67 4.10 43540.50 347.55 0.0107 0.0018
No 13.64 4.09 43586.60 583.17 0.0107 0.0018

InfoQuin Yes 13.31 3.82 43949.80 751.49 0.0121 0.0018

No 13.33 3.84 44078.40 814.61 0.0120 0.0018

A possible explanation is that the Hellinger distance is unaf-
fected by the class imbalance problem because it rewards, in a
better way than the other compared measures, those candidate
splits that maximize the TP,,, while minimizing the FP, 4.
The higher the TP,,. value, the more bot objects are well
detected.

Additionally, note that for each tested combination, our
proposed feature model allows obtaining more patterns but
they show lower support regarding the other tested represen-
tation. Finally, we have noted that the representation used in
DB2, which is a combination of our proposed representation
and the one proposed by [14], allows obtaining the best model
based on patterns. This model contains patterns with high
support and lowest standard deviation support for each tested
combination shown in Table 8.

From the extracted contrast patterns from the human class,
we have noted a similar behavior in each tested combination.
Nevertheless, we can highlight that the patterns extracted
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from the human class have more items, lower support,
and higher standard deviation support than those patterns
extracted from the bot class, for each tested combination.
As a consequence, we have noted that each pattern-based
model produced contains significantly more patterns from the
human class than the bot class. As a result, we believe more
easy for an expert to understand those patterns coming from
bot accesses than those coming from human accesses.

VII. CONCLUSIONS AND FUTURE WORK

Bot detection problems have become a significant research
area due to many companies are investing resources in detect-
ing abnormal behavior in their accesses. As a consequence,
several classifiers have been proposed for bot detection, but
there is no proposal using understandable models for detect-
ing bots on social networks. Hence, in this paper, we propose
to applying contrast pattern-based classifiers for detecting bot
behaviors on the social network, Twitter.
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From classification results obtained by 21 classifiers,
we show that Random Forest and the contrast pattern-based
classification are the proposals with the best classification
results. Although, Random Forest have proved good classi-
fication results on in the literature and in our experimental
results; it generates significantly more rules than the patterns
extracted by using our proposal.

In addition, contrast pattern-based approach obtained clas-
sification results over 0.90 of AUC and 0.91 of MCC for all
tested combinations except when the Bhattacharyya function
was used. Besides, from our analysis of the extracted patterns,
we can conclude that the contrast pattern filtering method
used did not provide better classification results, and the
reduction of the number of patterns was not significant. Also,
the average support of the patterns is low for all combination
based on patterns; nevertheless, the average length is good
(short) for all combination. For a pattern: the fewer items,
the best understandable.

From our experimental results, we have shown by means
of a correlation analysis based on the Kendall t procedure
that the sentiment analysis is suitable for bot detection, indis-
tinctly if the text was issued in English or Spanish language.
Additionally, we showed that our proposed feature model
jointly with the feature model proposed by [14] allows obtain-
ing better classification results for each tested classifier than
using them alone.

Finally, it is important to highlight that the model provided
by us can be understandable by experts in the application
domain. Also, the explanatory power of contrast patterns
can help social networks to take legal action, issue a formal
complaint against a service provider, or forewarn another
company from malicious activity going on that may jeopar-
dize its reputation.

As future work, we plan to improve the filtering method
to tune up it to the bot detection problems and, as a conse-
quence, obtaining a reduced set of good-quality patterns for
bot detection. Also, we want to extend this work to other
social networks, such as Facebook, Instagram, and Google
Plus, with the aim of creating a model more general for bot
detection on social networks.
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