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ABSTRACT In recent years, data mining technology has been widely used in different fields. For petroleum
industry, the application of data mining method not only can analyze the data faster and more accurately
but also can reduce the defects such as misjudgment and missed judgment caused by relying on artificial
monitoring. Fracturing is one of the key techniques for increasing petroleum production. Due to the
contingency of the abnormal variation of the fracturing construction curve, there is also a large lag and
contingency by using the construction curve for sand block warning. Frequent false alarms and delayed
alarms often occur. Therefore, the paper proposes an early-warning method of the sand plug of fracturing
based on data mining. First, an early warning model of double logarithmic curve sand plug of fracturing is
established, and the time series analysis algorithm is used to predict the oil pressure and casing pressure in
the double logarithmic curve sand plug of fracturing risk warning model, so the early warning accuracy is
improved. And then the general regression neural network (GRNN) algorithm is designed to optimize the
prediction results of the time domain analysis. The improved affinity propagation (AP) clustering algorithm
is used to cluster the monitoring data to help to improve the accuracy of the subsequent slope calculation, so as
to improve the coincidence rate of the fracturing and sand plug risk. Finally, the risk warning model is applied
and analyzed on site, and the validity and accuracy of the model are verified. The model is embedded in the
remote monitoring system to realize online remote intelligent monitoring of risks by urban office workers.

INDEX TERMS AP clustering, data mining, early warning, sand plug of fracturing, GRNN algorithm.

I. INTRODUCTION

As global energy consumption increases and conventional
oil resources decrease, fracturing technology is one of the
important technologies to improve the exploitation of oil
and gas resources. It is great significance for the develop-
ment of low-permeability reservoirs and the stimulation of
low-yield wells [1]-[5]. Due to the complexity of the stra-
tum, various risks will be faced in the process of fracturing
construction, especially sand plug, which is the most com-
mon, causing economic losses and environmental pollution,
destroying seepage in the formation, and scraps the construc-
tion well, etc. [6], [7].

The associate editor coordinating the review of this manuscript and
approving it for publication was Rongbo Zhu.

At present, the Internet of Things (IoT) has been widely
used in different fields, which makes big data analysis full of
challenges [8]-[12]. Accurate data analysis is very important
to establish reasonable mathematical models [13]-[15]. The
oil industry is gradually moving towards intelligence. Differ-
ent sensors installed at the well site which can collect data
constitute an IoT environment. The analysis of the data col-
lected at the well site is aimed at extracting key information
by using data mining technology [16], which can identify data
trends, and conduct risk prediction. Therefore, the application
of data mining technology to the early warning of fracturing
construction is of great significance for avoiding the sand
plug accident that occurs during the fracturing process.

Big data and IoT technologies are widely used in the oil
industry [17]-[21]. Machine learning of big data and multi-
dimensional analyses techniques within PALM were used
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to analyze all relevant data from oil field, which let the
company make the faster and better decision [22]. A new
algorithm based on extreme learning machine model was
proposed to determine the marine oil spill regions in SAR
images [23]. A large number of historical data of oil and water
wells were applied to monitor changes of some important
parameters of the well site, which were used in the trend
prediction and the early warning system [24].

The relevant researchers have done a lot of researches
about fracturing, and have achieved some results. But
most studies concentrated on the simulation of fractur-
ing [25]-[28]. Song et al. proposed a mathematical model
for simulating the flow in ultra-low permeability reservoir
with hydraulic fracturing. The artificial fracture length, flow
conductivity, and angle to development effect were illumi-
nated in the paper [29]. Fully coupled hydro-mechanical
numerical simulations were used to research fracture prop-
agation and containment behavior during single- and multi-
stage fracturing under reservoir conditions in the paper [30].
Wasantha et al. researched the suitability of low-frequency
borehole resistivity measurements for detecting and apprais-
ing hydraulic fractures [31]. A robust proppant detection and
classification workflow using machine learning for subsur-
face fractured rock samples post hydraulic fracturing opera-
tions was proposed [32].

In summary, there are few studies on the early warning
technology of fracturing. At present, the warning of sand plug
in fracturing construction mainly relies on the experience of
on-site technicians, which causes a series of problems such
as misjudgments and missed judgments. It is necessary to
establish a set of intelligent early warning models in order
to solve the low accuracy and poor early warning, which is
the research motivation of the paper.

The paper proposes an early warning method for the risk of
sand plug based on double logarithmic curve. Firstly, the cou-
pled time domain analysis and GRNN algorithm are used to
predict the oil pressure and casing pressure parameters in the
double logarithmic curve slope sand plug risk warning. And
then the slope change is applied to identify and judge the sand
plug, which can realize the early warning of sand plug of
fracturing. Finally, in order to improve the accuracy of curve
slope calculation, the improved AP clustering algorithm is
used to segment the oil pressure and pressure curve followed
by curve fitting, at the same time calculate the slope of the
fitted curve.

The main contributions of the paper are as follows:

(1) An early warning model for the double logarithmic
curve of sand plug of fracturing is established in the paper.

(2) The time series analysis algorithm is proposed which
can be predict the oil pressure and casing pressure in the early
warning model, and the GRNN algorithm is used to optimize
the prediction results in the time domain analysis.

(3) Improved AP clustering algorithm is used to cluster the
monitoring data to improve the accuracy of risk warning.

The rest of the paper is organized as follows. Section 2 pro-
vides four mathematical models which includes double
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logarithmic curve model, time series model, GRNN,
improved AP clustering. Section 3 describes a predic-
tive model for coupling time series time domain analysis
with GRNN. Section 4 illustrates the improved AP clustering
early warning model. Section 5 provides engineering appli-
cation analysis of model. Section 6 provides conclusion and
future works.

Il. DATA MINING MODEL THEORY

A. METHOD OF PRESSURE-TIME LOGARITHMIC

CURVE SLOPE

The relationship between the net bottom pressure and the time
change in the fracturing construction is shown in formula (1).

P, (1) o< t¢ )

When the fracturing is applied, the relationship between
the net pressure of the bottom hole and the time is shown in a
double logarithmic graph. logp,, —logt is a linear relationship
with a slope of e. e reflects the extension of the fractures in
the underground formation.

B. TIME SERIES TIME DOMAIN ANALYSIS ALGORITHM

In time series analysis prediction model, the differential
autoregressive moving average model (ARIMA) [33], [34]
compared to the autoregressive moving average model
(ARMA) [35]-[37] can better solve the problem that most
time series in actual data are difficult to meet the requirements
of stationarity. The method explains as below.

¢ (B) Vix; = 0(B)e; 2

where d represents operational order, ¢ (B) represents autore-
gressive polynomial, 6(B) represents moving average coeffi-
cient polynomial, &, represents random interference term.

Autocorrelation coefficient and the partial autocorrelation
coefficient of the model samples help in identification and
order of the model. The calculation formula is as follows in
respective order.

—k - -
_ Yo (o = Xk +X)
- )
Z?:l (xr —X)
—k

Pk = D —) Pk—1Pk—t
- k—1

1= Gr—10%
where p; represents autocorrelation coefficient, ¢ represents
partial autocorrelation coefficient, x; and x;4; represent
time series values at different moments, x represents average
value. When |gi| < 1, k=1, ¢ is equal to py.

In order to test the adaptability of the model, the Ljung-Box
statistic is used to test the time series.

LB=n(n+2)y " <nlj<k) 5)

n represents number of samples, py represents residual
sequence autocorrelation coefficient. When the probability
value p of the Ljung-Box statistic is greater than 0.05, the
original hypothesis is established and the model is signifi-
cantly adaptable.

Pk 3)

Pk “
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C. GRNN ALGORITHM
Generalized Regression Neural Network (GRNN) can ana-
lyze the mapping relationship between influencing factors
and characterization values in data, and is often used for
pattern recognition and prediction [38]—-[42].

Let f(x,y) be the joint probability density function of
random variables x and y, and the conditional mean of the
observed value X of y with respect to x:

[Ty (X, y)dy
[ FX, ydy

By estimating the sample observations of x and y, a non-
parametric estimate of the unknown probability density
f(x,y) can be obtained. After a series of calculations such
as exchange summation and integration, the network output
Y (X) is obtained.

EQyX] = (6)

)\ (—x:
YL, Yiexp[— St fr=x)

) (—x:
YA expl— U )

D. AN IMPROVED AP CLUSTERING ALGORITHM

In the oil field, data mining methods have been widely
used [43], [44]. The AP clustering algorithm can eliminate
the influence of artificial initial setting on clustering results,
and has good clustering effect, and has been widely used in
different fields [45]-[50]. However, AP clustering needs to
set the reference degree. The algorithm is complex, and it
runs for a long time under a large amount of data. Therefore
an improved clustering is used by this article.

The iterative clustering process of the AP clustering algo-
rithm is based on two kinds of information exchange updates
between data points. The two kinds of exchange infor-
mation represent two information parameters by using the
representative matrix r(i, k) and the suitable matrix a(i, k)
respectively. In the update calculation of the above r (i, k)
information parameter and a (i, k) information parameter,
the initial value @y = 1, and update calculation formula are
defined as follows.

r (i, k) = S, k) — max,_,; {a (i, k/) +s (i, k)} 8)

a(i, k) = min {O,r(k,k)—i—z max {0, r(i/,k)}}
9

atk k) =Y, max 0.7 k)] (10)

The AP algorithm introduces a damping coefficient A.
Update formula is as follows.

Y (X) = @)

i¢{i,k}

rig1 (G, k) = Axri(i, k) + (1 — A) *r;(i, k) an
aiv1 (@, k) = Axa; ((,k)+(A—=A)xa; (i, k) (#k) (12)

Compared with the traditional AP algorithm, the adaptive
AP clustering algorithm still oscillates. When the damping
factor A > 0.85, then gradually the p value reduces to
adaptively exit the oscillation, whereas the p value is the
value of the elements on the diagonal of the similarity matrix.
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And conduct the iterate with the new p. The p value iteration
formula is as follow (13).

p=p—>bx0.01%pm/0.1 *xsqrt(K + 50)) (13)

where pm represents the row vector composed of the mean
of each column of the similarity matrix S, K represents the
number of clusters at the ith step iteration.

IlIl. COUPLING PREDICTION MODEL

In the paper, the oil pressure and casing pressure fitting values
predicted by time series time domain analysis are used as the
input of the neural network. The obtained oil pressure and
casing pressure value are used as the output of the network
during the fracturing construction, so that the fitted value can
approach the true value. Therefore, the network is trained.
After completion of network training, the predicted values of
oil pressure and casing pressure are used as input. Predicted
value with higher precision and improved accuracy have been
obtained accurate predicted values of oil pressure and casing
pressure.

A. TIME SERIES ANALYSIS ALGORITHM FOR TIME

SERIES ANALYSIS

In order to realize the advance warning of the real-time
monitoring and early warning system of the whole sand plug
of fracturing, the first problem to be solved in the process of
establishing the time series analysis and prediction calcula-
tion model is the prediction step length problem as the follow-
up warning support data. This study analyzes the casing
pressure data of Well A in the X-block fracturing construction
well. The results are shown in Fig 1.

Eight sets of data are taken for prediction in Fig 1. In the
8 sets of data, the prediction step size appears as 30, and the
prediction sample numbers appears as 70, 80, 90, 100, 110,
120, 130, and 140 respectively.

According to the Fig 1 (a) to (f), the error of each group of
prediction model is 0.006, 0.012, 0.017, 0.003, 0.002, 0.005,
0.005, and 0.004, respectively. When the prediction step size
is constant, and The increase of sample size indicates that the
error of the model prediction is the smallest when the sample
numbers is 110, and it can well reflect the trend of the forecast
data. The model and the actual changes in the data gradually
deviate. When the sample data is less than 110, the error
fluctuates greatly. Subsequently, the error fluctuations tend to
be stable. The gradual increase of the sample does not change
the gradual increase of the prediction error. The rate of error
gradually slows down and tends to be stable with the increase
in the sample. The model also tends to be stable. The increase
of the sample must increase the accuracy of the sequence
prediction.

In order to ensure the advanced nature of the model
prediction, and consider the error size, the prediction step
sizes selected are 13 in the paper and the prediction error is
within 0.1. Predictive simulation analysis of the time series
has been performed on the selected prediction step sizes.
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FIGURE 1. Different sample prediction error results. (a) Prediction error variation of 70 groups of samples.

(b) Prediction error variation of 80 groups of samples. (c) Prediction error variation of 90 groups of samples.
(d) Prediction error variation of 100 groups of samples.
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FIGURE 1. (Continued.) Different sample prediction error results. (e) Prediction error variation of 110 groups of
samples. (f) Prediction error variation of 120 groups of samples. (g) Prediction error variation of 130 groups of samples.
(h) Prediction error variation of 140 groups of samples.
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FIGURE 2. Casing pressure prediction and prediction error.

And the casing pressure prediction map and the prediction
error map are obtained as follows.

Fig. 2 shows that the maximum prediction error appears as
0.054, the minimum value appears as 0.0018, and the absolute
value of the average absolute error is calculated to be 0.1.
The time series of the casing pressure changes slowly around
0.01Mpa during the actual fracturing construction, compared
with the actual variation of the casing pressure results shows
that the prediction error is still quite large. To ensure the
accuracy of the subsequent warning, the accuracy of the
casing pressure prediction have to be improved.

B. MODEL FOR IMPROVING EARLY WARNING
COMPLIANCE RATE BASED ON GRNN

A total of 123 pieces of predicted sample data and predicted
data are selected as sample sets for training and prediction.
8 fitting data are randomly select as data to be estimated
(0.6450 0.6733 0.6444 0.618 0.6057 0.6559 0.6214 0.6911)
to train the network, which determines the smoothing fac-
tor o. o starts from 0.01 and changes by 0.01 each time
until the maximum value settled at 0.2. The paper predicts
the fitted data and then calculates the mean square error of
the fitted and predicted values. The figure of the mean square
error is draw, and the value of the smoothing factor o is
determined (Fig 3).

According to our analysis, when the smoothing factor
appears as 0 = 0.018, the MSE value to be estimated as
smallest, and the GRNN performance is optimal. In our paper,
the trained GRNN has used for data fitting and prediction,
and the model output is inversely normalized to obtain the
true value and output as follows in Fig 4.

The GRNN is used to predict 13 data, and the pre-
dicted values are compared with the actual values and
the ARIMA model output values. The results are shown
in Table 1 and Fig 5.

According to Table 1 and Figure 5, the MAPE of
ARIMA-GRNN is 0.025, and the MAPE of ARIMA
is 0.057. The effect of ARIMA-GRNN model is better than
ARIMA model.
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IV. INTELLIGENT EARLY WARNING MODEL BASED ON
AP CLUSTERING

Since the above-mentioned predicted oil pressure, casing
pressure and other construction data are a series of discrete
data about the time point. The real-time warning consists of
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TABLE 1. Comparison of GRNN and ARIMA model results.

True Predict value of Absolute Predict value of ARIMA- Absolute
value ARIMA (MPa) Relative error (%) GRNN (MPa) Relative error
(MPa) (%)
38.68 38.696 0.041 38.691 0.028
38.70 38.71 0.026 38.7 0
38.72 38.733 0.034 38.725 0.013
38.73 38.732 0.005 38.729 0.003
38.74 38.735 0.013 38.736 0.01
38.72 38.706 0.035 38.715 0.013
38.70 38.703 0.008 38.692 0.021
38.65 38.687 0.095 38.672 0.057
38.66 38.701 0.107 38.673 0.034
38.67 38.72 0.128 38.67 0
38.68 38.734 0.139 38.725 0.116
38.72 38.754 0.088 38.72 0
38.75 38.74 0.027 38.74 0.026
MAPE 0.057 MAPE 0.025
38.80 1 ——True Value ' ' ' ' ' ' ' ' T 10
- ARIMA Predictive Value
1 <= ARIMA-GRNN Predictive Value
—»— ARE of ARIMA ro.8
B 38.751 - ARE of ARIMA-GRNN X
A ~
S 0.6 =
g 38.70 ct 3
= c S
< = 0.4 2
.§: :;
S 38.65- L2 2
T
W?ﬁ-)r——%‘—i—/bﬁ/ T >\-\_V 1t o.0
38- 60 T T T T T T T T T T T T

1 2 3 4 5 6

Sample Number

FIGURE 5. Flow chart analysis comparison of GRNN and ARIMA.

two parts, one explains fitting of the oil pressure and the
casing pressure curve, and the second explains the real-time
calculation of the slope of the double logarithmic curve. Com-
pared with the traditional method, the fitting curve appears
more smooth and continuous, which can effectively avoid the
oscillation of local data points. The fitting curve passes all the
data points and accurately reflect the overall curve in local
trend while ensuring fitting accuracy. Therefore, the cubic
spline interpolation method has been selected to fit the curve
of oil pressure and casing pressure based on the accuracy of
data fitting. This section studies the real-time calculation of
the slope of the double logarithmic curve. Early warning flow
chart of improved AP clustering is shown in Fig 6. In order
to measure the pros and cons of the clustering algorithm,
the paper introduces the Fowlkes-Mallows index.

TP P
FM = . (14)
TP+ FP TP+ FN

where TP is the number of true positives, FP is the num-
ber of false positives, and FN is the number of false
negatives.

This indicator is proportional to the number of TP of
the clustering result, the similarity between the two clusters
used to determine the index is greater for a higher value
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FIGURE 6. Early warning flow chart of improved AP clustering.

of the indicator. FM of the traditional AP clustering and
improved AP clustering are 0.825 and 0.965 respectively. The
clustering results are shown in Figures 7 and 8 respectively.
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FIGURE 8. Improved AP clustering results and clustering curves.
According to the slope clustering result, the oil pressure data §
Remote

points can be segmented, realizing the data segmentation
fitting and oil pressure data point slope achieved by the
improved AP algorithm.

V. APPLICATION CASES

The composition of the well site fracturing construction Inter-
net of Things is shown in Figure 9. First, the fracturing
construction data is collected by sensors. Then the data is
transmitted to the client through the network, and the system
processes and analyzes the data. Finally, the office staff can
know the construction information in real time through the
monitoring system and make management decisions.

This section presents a number of use cases for well sites
data analytics. Well A in YY block was fractured by conven-
tional fracturing method. The well was fractured in the well
section of 2456.3-2478 m. According to the oil pressure and
casing pressure obtained by real-time acquisition, and the pre-
dicted oil pressure and casing pressure discrete data points,
the curve is drawn. The double log curve slope calculation
is then performed and compared to the set warning slope.
Finally, whether there is a risk of sand plugging is judged.
At the same time, new acquisition data filling and existing
prediction data refreshing are performed, thereby realizing
refreshing and drawing of the entire curve and realizing con-
tinuous warning. Comparison of forecasted data and real-time
data have been shown in table 2.
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FIGURE 9. Internet of Things system in fracturing.

From the error analysis of the table 2, average relative error
between the predicted oil pressure value and the actual oil
pressure value at this time point shows as 0.018%, and the
error appears within 0.05%. The application requirements are
met, the prediction accuracy get higher, and the accuracy can
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FIGURE 11. Comparative analysis of casing pressure prediction data and real-time data.

TABLE 2. Comparative analysis of oil pressure data.

been predicted accurately and realized the intelligent warning

of the risk of sanding in fracturing construction.

Well B in YY block was fractured by conventional frac-
turing method, and the well was fractured in the well section
of 2563.5-2584.3 m. The system is accustomed to monitor
and predict the sand plugging risk during the construction
operation, and the pressure prediction data and real-time. The
data comparison has been shown in the table 3.

It can be seen from the error analysis of table 3 that the
average relative error between the casing pressure value and
the actual casing pressure value predicted at this time point is
0.022%, which can predict the casing pressure change trend
more accurately, and finally realize the double logarithmic
slope prediction of the curve. It enables early identification

True value (MPa) Predict value (MPa) relative error (%)
67.52 67.524 0.006
67.54 67.539 0.001
67.68 67.693 0.019
67.78 67.784 0.006
67.76 67.771 0.016
67.76 67.749 0.016
67.95 67.932 0.026
67.11 67.096 0.021
68.13 68.14 0.015
68.17 68.179 0.013
68.24 68.251 0.016
68.29 68.324 0.05
68.27 68.287 0.025

MAPE 0.018

of fracturing risk.

be more accurate. Reflecting the trend of oil pressure change
and during calculation of the slope is shown that the trend has

47952

It can be seen from the error analysis (Fig 10 and 11)
that the average relative error between the casing pressure
value and the actual casing pressure value predicted at this
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TABLE 3. Comparative analysis of casing pressure data.

True value (MPa) Predict value (MPa) Absolute error (%)
20.58 20.578 0.01
20.59 20.588 0.01
20.59 20.593 0.015
20.6 20.608 0.039
20.6 20.608 0.039
20.61 20.61 0
20.61 20.611 0.005
20.62 20.624 0.019
20.62 20.627 0.034
20.63 20.636 0.029
20.63 20.636 0.029
20.64 20.648 0.039
20.64 20.645 0.024

MAPE 0.022

time point appears as 0.022%, which can predict the casing
pressure change trend more accurately, and finally realize the
double logarithmic slope prediction of the curve to realize
the early identification of the risk of sanding in fracturing
construction. In summary, from the field application analysis
and prediction error analysis of the wells A and B in the YY
block of the system, the risk warning model of fracturing
sand plug based on coupled time series time domain analysis
algorithm and GRNN algorithm has been identified. The real-
time monitoring and early warning system for sand plug of
fracturing developed in combination with on-site fracturing
equipment appears stable and reliable in the field, and can
accurately predict the risk of sand plug of fracturing to ensure
safe and efficient fracturing construction.

VI. CONCLUSION

Inrecent years, the well site has gradually turned to intelligent
transformation, and sensor devices are generally placed in
the well site to collect a large amount of monitoring data.
This study needs to process and analyze the data collected
from the wellsite based on the Internet of Things and big data
interaction. Firstly, an double logarithmic curve slope frac-
turing sand risk warning model is established, and it couple
time series time domain analysis algorithm and GRNN algo-
rithm. Secondly, the time series analysis method is applied
to predict the oil pressure and casing pressure. The time
prediction of the fracturing sand block warning is ensured
by the advance prediction. The GRNN algorithm is used to
improve the time series analysis algorithm for oil pressure
and set the coincidence rate of the predicted results. Finally,
the improved AP clustering algorithm is used to improve the
double logarithmic curve slope fracturing sand risk warning
model. From the data precision point of view that the accuracy
of fracturing sand plug risk warning is improved. Combined
with field application, the improved sand plug risk warning
model appears to be more accurate and fast, and has a good
industrial application prospect. The early warning model
proposed is embedded in the remote system development
to enable the city office staff to remotely monitor. In the

VOLUME 7, 2019

future research, intellectualization is a hot spot. In addition to
intelligent early warning of risks, study of intelligent control
after the occurrence of risks worth great importance.
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