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ABSTRACT Hybrid algorithms have attracted more and more attention in the field of optimization
algorithms. In this paper, three hybrid algorithms are proposed to solve feature selection problems based
on seagull optimization algorithm (SOA) and thermal exchange optimization (TEO). In the first algorithm,
we take the roulette wheel to choose one of the two algorithms for located updating. Another method is to
join the TEO algorithm for optimization after SOA algorithm iteration. The last method is to adopt TEO
algorithm’s heat exchange formula to improve the seagull attack mode of SOA algorithm, so as to improve
the exploitation ability of SOA algorithm. The performance of proposed methods is evaluated on 20 standard
benchmark datasets in the UCI repository and compared with three well-known hybrid optimization feature
selection methods in the literature. The experimental results illustrate that the proposed algorithm has high
efficiency in improving classification accuracy, ensuring the ability of hybrid SOA algorithm in feature
selection and classification task information attribute selection, and reducing the CPU time.

INDEX TERMS Feature selection, hybrid optimization, seagull optimization algorithm, thermal exchange
optimization.

I. INTRODUCTION
Feature Selection (FS) is a challenging task related to
machine learning. Its goal is to reduce the number of fea-
tures by deleting irrelevant, redundant and noisy data while
maintaining acceptable classification accuracy [1]. FS for
classification problems is a challenging and computation-
ally expensive process, especially when dealing with high-
dimensional data sets [2]. This is because the classification
accuracy of the selected feature set must be higher than
that of the feature set [3]. The goal of the FS process is to
minimize the number of features, which directly reduces the
size of the search space/scene and helps machine learning
techniques that use only the most important features [4].The
goal of FS is to find a subset of M features from a set of
N features, which improves the performance of the learning
algorithm. FS can be regarded as an optimization problem
because it searches for optimal subsets [5]. Generally, three
factors should be determined when using a wrapper feature
selection model: classifier, feature subset evaluation criteria,
and a searching technique to find the best combination of
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features [6]. Therefore, the research direction is to choose the
appropriate strategy to solve the problem of selecting the best
target.

In the wrapper methods, the quality of a subset is evaluated
based on a classifier model [7], and the commonly used
classifiers can be divided into two categories: unsupervised
and supervised. The supervised models need to know the
class label of each training sample in advance, which results
in a better classification result than unsupervised models in
most cases [8]. Afterwards, classifications were done using
machine learning approaches including artificial immune
system [9], [10], support vector machine (SVM) [11]–[13],
K-nearest neighbors (KNN) [14]–[16], artificial neural net-
works (ANN) [17], [18], and case-based technique [19], [20].
The K-nearest neighbor classifier provided a simple non-
parametric procedure for the assignment of a class label to
the input pattern based on the class labels represented by the
K-nearest training samples [21]. Kumar et al. a statistical
test, ANOVA based on mapreduce was proposed to select
the relevant features [22]. After feature selection, mapreduce
based K-neatest neighbor classifier was also proposed to
classify the microarray data. Ghaemi et al. proposed a feature
selection method using forest optimization algorithm [23].
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This algorithm used K-NN to classify features and opti-
mized by forest optimization algorithm.Wang et al. proposed
to construct a classifier distance matrix and incrementally
update the matrix to accelerate the calculation of the rel-
evance criteria in evaluating the quality of the candidate
features [24]. A large amount of work can be found in the
literature to try to implement the hybrid optimization method
to solve the FS problem, and the hybrid optimization algo-
rithm can solve the shortcomings of the optimization algo-
rithm [25]. For example, local optimal problem, global search
ability is weak and operation time is too long.

Intelligent optimization algorithm has developed rapidly
in recent years. It is divided into swarm intelligence algo-
rithm and genetic evolution algorithm. The most classi-
cal algorithm in genetic evolution algorithm is genetic
algorithm (GA), the algorithm was proposed by Gold-
berg DE [26]. Simulated Annealing (SA) was proposed by
Kirkpatrick et al. [27]. Storn et al. proposed the Differential
evolution (DE)method [28]. Swarm intelligence optimization
algorithm has been studied more and more for its simplicity
and strong optimization ability. Particle swarm optimization
was proposed by Eberhart et al. [29], it was the most classi-
cal algorithm in swarm intelligence optimization algorithm.
In 2008. Simon proposed the biogeography-based optimiza-
tion [30], the algorithm was the study of the geographical
distribution of biological organisms. In 2010, Yang and She
proposed the bat algorithm [31]. The mathematical model of
the algorithm was simple and solved practical engineering
problems quickly. In 2012, Gandomi and Alavi proposed the
krill herd algorithm [32]. This method is based on the simu-
lation of individual grazing behavior of krill. In 2012, Yang
proposed the flower pollination algorithm [33]. The method
of Levy flight simulation flower pollination was introduced
in this algorithm, and the randomness of the particles was
strong, which optimized the search space better. In 2015, arti-
ficial bee colony algorithm proposed by Karaboga et al. [34],
which could be optimized by imitating the behavior of
bees to collect nectar. In 2016, Mirjalili et al. proposed the
whale optimization algorithm [35]. The algorithm imitated
the way which the whales hunt the food. It can be rotated
and straight way to approach the prey, this method can be
quickly search the best fitness in the search space. In 2017,
Kaveh and Dadras introduced a new optimization algorithm
based on Newton’s law of cooling [36]. The algorithmmainly
described that each agent was considered as a cooling object
and by associating another agent as environment, a heat
transferring and thermal exchange happened between them.
The algorithm has simple structure, good local optimization
ability and short operation time. In 2018, Dhiman and Kumar
presented a novel bio-inspired algorithm called seagull opti-
mization algorithm(SOA) for solving computationally expen-
sive problems [37]. This algorithm has a good global search
ability, it imitates the way of seagull circling over prey, and
its attack will affect the local search ability of this algorithm.
With the development of swarm intelligence algorithm, each
algorithm was adapted to different engineering problems,

so the improvement of swarm intelligence algorithm has
become the research direction of some scholars.

The improved optimization algorithm is mainly divided
into two types: one is to improve the core formula of the opti-
mization algorithm by using the strategy method; the other is
to combine the two optimization algorithms. The strategies
commonly used by scholars are as follows opposition-based
learning [38], Levy-flight [39], Gaussian mutation [40] and
so on. Opposition-based learning (OBL) as a new scheme for
machine intelligence was introduced by Tizhoosh [41]. The
foundation of this new approach were estimates and counter-
estimates, weights and opposite weights, and actions versus
counter-actions. Mousavirad and Ebrahimpour-Komleh pro-
posed a simple but efficient population-based metaheuristic
algorithm called human mental search (HMS) [42]. The men-
tal search of HMS that explored the region around each solu-
tion based on Levy flight. Chenhua proposed an improved
grey wolf optimization algorithm applied to solve the func-
tion optimization problem. The Gaussian disturbance based
the rules of survival of the fittest was given on the global
optimum of each generation, thus the algorithm could effec-
tively jump out of local minima [43]. The strategy method
can effectively improve part of the ability of the algorithm,
while the hybrid algorithm can combine the advantages of
two or even more methods, so as to better improve the opti-
mization ability of the algorithm [44]. Hybrid optimization
algorithms are mainly divided into two types. One is to use a
mechanism to select one of the two optimization algorithms
for optimization, and use the two algorithms alternately in
the iterative process for optimization. The other algorithm
used the core formula of one algorithm to improve the other
algorithm, and the optimization ability obtained by different
improved positions was also different. Guangqian et al. pro-
posed a hybrid harmony search-simulated annealing method
that combines the advantages of each one of the above-
mentioned metaheuristic algorithms [45]. The algorithm
integrated the position updating formulas of the two opti-
mization algorithms, and selected different position updating
formulas for optimization with a certain mechanism, so as
to apply to the hybrid wind/photovoltaic/biodiesel/battery
system. Alsaeedan proposed hybrid algorithms for WSD that
consist of a self-adaptive genetic algorithm (SAGA) and
variants of ant colony optimization (ACO) algorithms: max-
minant system (MMAS) and ant colony system (ACS) [46].
Aziz et al. examined the ability of two nature inspired algo-
rithms namely: whale optimization algorithm (WOA) and
moth-flame optimization (MFO) to determine the optimal
multilevel thresholding for image segmentation [47]. The
algorithm randomly selected an algorithm for optimization
to solve the problem of multi-threshold image segmenta-
tion. Karishma et al. proposed a congestion control algo-
rithm based on the multi-objective optimization algorithm
named PSOGSA for rate optimization and regulating arrival
rate of data from every child node to the parent node [48].
Daniel et al. propose an optimum Laplacian wavelet mask
(OLWM) based fusion using hybrid cuckoo search-grey wolf
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optimization (HCS-GWO) for multi modal medical image
fusion [49]. This algorithm fully integrates the advantages
of the two optimization algorithms, so as to solve the multi-
objective problem. Orhan and Abdullah proposed an effective
new hybrid ant colony algorithm based on crossover and
mutation mechanism for no-wait flow shop scheduling with
the criterion to minimize the maximum completion time [50].
Garg and Harish presented a hybrid technique named as
a PSO-GA for solving the constrained optimization prob-
lems [51]. This algorithm combined the advantages of the
two optimization algorithms and proposed a new iterative
updating formula. According to the above analysis, hybrid
optimization algorithm can better use the advantages of dif-
ferent optimization algorithms to solve the various optimiza-
tion problem.

This paper proposes a hybrid SOA and TEO algorithms
for feature selection problem. The proposed algorithm aims
to enhance the exploitation of the SOA algorithm. To enhance
the exploitation, TEO algorithm is improved in hybridization
method, namely SOA-TEO1, SOA-TEO2 and SOA-TEO3.
In SOA-TEO1 method, we set the location update for-
mula to randomly select SOA and TEO algorithm for opti-
mization, so as to balance the exploitation and exploration.
In SOA-TEO2 method, we firstly use SOA for location
iteration, and then use TEO algorithm for final location
update. In SOA-TEO3, we improve the TEO algorithm’s
heat exchange formula to the seagull attack formula in the
SOA algorithm, so as to increase the exploitation of the SOA
algorithm.

In this paper, Section 2 describes the related work.
Section 3 proposes the mathematical model and principle
of each basic algorithm. In Section 4, the hybrid SOA-TEO
algorithm is described in detail. In Section 5, displays the
experimental results and discussion. Finally, the conclusion
and future work are given in Section 6.

II. RELATED WORK
In recent years, more and more attention has been paid
to hybrid optimization algorithm, and it is used to solve
different optimization problems. Feature selection is a com-
mon and popular optimization problem. Many scholars have
studied different hybrid optimization algorithms to better
solve the classification problem of feature selection [52].
Ali et al. presented a hybrid optimization method for the
FS problem; it combines the slap swarm algorithm (SSA)
with the particle swarm optimization [53]. The algorithm
randomly selected an algorithm to update the particle position
when updating the particle position. Mafarja and Mirjalili
proposed the hybrid whale optimization algorithm with sim-
ulated annealing for feature selection [54]. This algorithm
combines the advantages of the two algorithms, so as to better
improve WOA’s optimization ability and verify the improved
algorithm’s classification ability in feature selection.
Zorarpac and Özel proposed a new hybrid method which
combines artificial bee colony optimization technique with
differential evolution algorithm [55]. The proposed hybrid

method was better than pure artificial bee colony optimiza-
tion, and differential evolution. Hariharan et al. proposed
a new particle swarm optimization assisted biogeography-
based algorithm for feature selection [56]. The results were
compared with previous work and other meta-heuristic algo-
rithms, which convincingly proved the effectiveness of the
proposed feature selection algorithm. Wan et al. proposed a
feature selection approach based on a modified binary coded
ant colony optimization algorithm (MBACO) combined with
genetic algorithm (GA) [57]. Experimental results show that
the proposed method was robust, adaptive and has good
performance. From abovementioned analysis, we can see that
hybrid optimization algorithm applied to feature selection has
a good effect.

III. MATERIAL AND METHODS
A. THE KNN CLASSIFIER
K-NN is widely used in almost all other fields of machine
learning due to its effectiveness and robustness sim-
plicity [58]. It is technically an ‘instance based’ learn-
ing approach that stores the training instances. When a new
instance (x) is to be classified, a set of the K most similar
training instances is retrieved and used to predict the class
of the new instance. The predicted class is the most frequent
class among these K nearest neighbours to x. As we describe
more clearly later, we useK-NN to estimate the accuracy with
which a collection of features.

The feature weight vector consists of real values while
feature binary vector consisting of either 0 or 1 [59]. A K-NN
classifier is used to evaluate each weight set evolved by SOA.
In addition to feature weight and binary vectors, the value
of K used in K-NN classifier is also stored in the encoding
solution of SOA. Neighbors are calculated using an squared
Euclidean distance defined as:

D(x, y) =
m∑
i=1

(xi − yi)2 (1)

where x and y are two input vectors. The m is the number of
features.

B. SEAGULL OPTIMIZATION ALGORITHM
Seagulls, technically known as the seagull family, are
seabirds that cover the globe. There are many kinds of seag-
ulls, with different masses and lengths. Seagulls are omni-
vores that feed on insects, fish, reptiles, amphibians and
earthworms. Most seagulls are covered with white feathers.
Seagulls are very clever birds. They use breadcrumbs to
attract fish and make the sound of rain on their feet to attract
earthworms hiding underground. Seagulls can drink both
fresh and salt water [37], that can be seen Fig.1.

Mathematical models of predator migration and attack are
discussed. During the migration, the algorithm simulated
how a group of gulls moved from one location to another.
A seagull must meet the following conditions:

To avoid collisions between adjacent search agents, we use
an additional variable, A, to calculate the new search
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FIGURE 1. Migration and attacking behaviors of seagulls.

agent location.

Cs = A× Ps (2)

where Cs represents the position of search agent which does
not collide with other search agent, Ps represents the current
position of search agent, x indicates the current iteration, and
A represents themovement behavior of search agent in a given
search space.

A = fc − (x × (fc/Maxiteration)) (3)

where fc is introduced to control the frequency of employing
variable A which is linearly decreased from fc to 0.
After avoiding the collision between neighbours, the search

agents are move towards the direction of best neighbor.

Ms = B× (Pbs(x)− Ps(x)) (4)

where,MS represents the positions of search agent Ps towards
the best fit search agent Pbs. The behavior of B is randomized
which is responsible for balancing between exploration and
exploitation properly. B is calculated as:

B = 2× A2 × rd (5)

where, rd is a random number lies in the range of [0,1].
Lastly, the search agent can update its position with respect

to best search agent by:

Ds = |Cs +Ms| (6)

where, Ds represents the distance between the search agent
and best fit search agent.

This development is designed to take advantage of the
history and experience of the search process. When attacking
prey, the spiraling action takes place in the air. This behavior
in the x, y, and z planes is described as follows:

x ′ = r × cos(k) (7)

y′ = r × sin(k) (8)

z′ = r × k (9)

r = u× ekv (10)

where r is the radius of each turn of the spiral, k is a random
number in range [0≤k≤2π]. u and v are constants to define
the spiral shape, and e is the base of the natural logarithm. The
updated position of search agent is calculated using (6) - (9).

Ps(x) = (Ds × x ′ × y′ × z′)+ Pbs(x) (11)

FIGURE 2. Hot iron objects, transferring heat to the surrounding
environment.

where, Ps saves the best solution and updates the position of
other search agents.

C. THERMAL EXCHANGE OPTIMIZATION
TEO is a new optimization algorithm based on Newton’s law
of cooling, which makes the rate of heat loss of an object
directly proportional to the temperature difference between
the object and its surroundings [36]. The hot iron objects
transferring heat to the surrounding environment is shown
in Fig. 2.

TEO’s algorithm defines some agents as cooling objects,
while others represent the environment. The temperature for-
mula between the updated objects can be defined as:

T envi = (1− (c1 + c2 × (1− t))× random)× T ′envi (12)

t =
l
L

(13)

where c1, c2 are the controlling variables, T ′envi is the previous
temperature of the object, which is modified to T envi . l is the
current iteration number, L is the max iteration number.

According to the previous steps and Eq.8, new temperature
of each object is updated by

T newi = T envi + (T oldi − T
env
i ) exp(−βt) (14)

β =
cos t(object)

cos t(worst object)
(15)

where, the nature when an object has lower β, it exchanges
the temperature slightly. The value of β for each object is
evaluated according Eq.14.

To prevent the temperature of the object from falling into
local optimum, set the parameter Pro. It is specified whether
a component of each cooling object must be changed or not.
If rand<Pro, one dimension of the i th agent is selected
randomly and its value is regenerated as follows:

Ti,j = Ti,min + rand × (Tj,max − Tj,min) (16)

where, Ti,j is the j th variable of the ith agent. Tj,max and Tj,min
are the lower and upper bounds of the j th variable.

IV. PROPOSED METHOD
Feature selection is a binary optimization problem,
where solutions are restricted to the binary {0,1} values.
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Feature selection can be considered as a multi-objective
optimization problem where two contradictory objectives are
to be achieved; minimal number of selected features and
higher classification accuracy [60]. The smaller is the number
of features in the solution and the higher the classification
accuracy, the better the solution is. Each solution is evaluated
according to the proposed fitness function, which depends
on the KNN classifier to get the classification accuracy of
the solution and on the number of selected features in the
solution. We create a population of particles on N dimensions
in the feature space and set the parameters of the optimization
algorithm. And then, evaluate fitness using K-NN and update
the best fitness. According to reference [61], it is selected as
the fitness function of K-NN. Finally, terminate if termination
criterion satisfied, outputting the selected subset of features.

In order to balance between the number of selected features
in each solution (minimum) and the classification accuracy
(maximum), the fitness function in Eq. 17 is used in both SOA
algorithms to evaluate search agents.

Fitness = αγR(D)+ β
|R|
|N |

(17)

where γR(D) represents the classification error rate of a
given classier(the K-nearest neighbor (KNN) classifier is
used here). Furthermore, |R| is the cardinality of the selected
subset and |N | is the total number of features in the dataset,
α and β are two parameters corresponding to the importance
of classification quality and subset length, α ∈ [0, 1] and
β = (1− α) adopted from [60].

A. THE K-FOLD CROSS VALIDATION
The K-fold cross validation is applied due to its properties
being simple, easy and use all the data for training and vali-
dation. The first mechanism is to create the K-fold partition of
the entire data set, repeat K times, use K1 folding for training,
use left folding for training verification, and finally average
the error rate of K times experiment [62].

For all target-oriented validation strategies, the procedure
is comparable to the random K-fold validation (which gives
a biased estimate of prediction performance): models are
repeatedly trained by using the data of all except one fold and
testing the model performance for the held-back data. In all
of the experiments 10-fold cross validation is used to estimate
the accuracy of each learned classifier. Some empirical results
are reported in the following sections.

B. HYBRID SEAGULL OPTIMIZATION ALGORITHM (HSOA)
In this subsection, the Hybrid SOA is described in detail.
SOA algorithm has a good global search ability, while TEO
algorithm has a strong local search ability. In order to improve
the local search ability of SOA algorithm, this paper proposes
three hybrid optimization algorithms.

Firstly, one of the two algorithms is randomly selected for
optimization in the way of roulette. The algorithm randomly
selects Eq.11 or Eq.16 for the position update of this itera-
tion, and makes use of the advantages of the two formulas

FIGURE 3. The flowchart of the SOA-TEO1.

to update the position, so as to strengthen the optimization
ability. This method will randomly conduct global and local
search to avoid falling into the problem of local optimization.
This approach is called SOA-TEO1. The flowchart of the
SOA-TEO1 can be seen from fig.3.

Secondly, this algorithmwill add TEO algorithm’s location
update formula after the location update formula of SOA
algorithm. After the iteration of SOA algorithm, TEO algo-
rithm will enhance its local optimization ability, and this
algorithm will add Eq.16 after Eq.11. This approach is called
SOA-TEO2. The flowchart of the SOA-TEO2 can be seen
from fig.4.

Finally, the expression in TEO algorithm is improved to
the seagull attack formula in SOA algorithm to improve the
local search ability of seagull algorithm. This approach is
called SOA-TEO2. We apply the idea of thermal exchange
in TEO algorithm to enhance the exploitation of seagulls.
In the Eq.13, β exchanges the temperature slightly between
objects so as to get close to the target object quickly. So, β is
improved Eq.3 so that seagulls can better move towards prey.
Its mathematical formula is as follows:

Ms = B× (Pbs(x)− Ps(x))× exp(−βt) (18)

The flowchart of the SOA-TEO3 can be seen from fig.5.

V. FUNCTION OPTIMIZATION EXPERIMENT
When applied to solve specific problems, different nature
inspired algorithms have different optimization performance
due to the difference in their search strategies and math-
ematical formulation. Therefore, CEC2015 standard func-
tions [63] are used to test the improved SOA-TEO algorithm.
The comparative study of the proposed algorithm and other
different optimization algorithms such as WOA, SA, ABC,
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FIGURE 4. The flowchart of the SOA-TEO2.

FIGURE 5. The flowchart of the SOA-TEO3.

DE, PSO, BA, GA and BBO is investigated. The parameter
settings of the optimization algorithm are shown in table 1.
In order to test the performance of the algorithm proposed in
this paper. The detailed description of CEC 2015 benchmark
test functions is presented in Table 2. To eliminate stochastic
discrepancy, each experiment is independently run with each
algorithm 30 times for comparisons. To obtain fair results,
all the implementations are conducted under the same con-
ditions. Population size and maximum generation are set to
30 and 500 respectively.

Table 3-5 shows the results of each optimization algorithm
on the CEC2015 test function. The table records the mean
and variance of each optimization algorithm running 30 times
separately. In order to observe the data in table 3-5 more

TABLE 1. Parameters and references of the comparison algorithms.

FIGURE 6. The logarithmic curve of the compared algorithm’s mean.

FIGURE 7. The logarithmic curve of the compared algorithm’s std.

intuitively, we perform logarithmic operation on the data in
the table, and the results are shown in fig. 6 and fig. 7. The
fig.6 show the logarithmic curve of the compared algorithm’s
mean. The fig.7 show the logarithmic curve of the compared
algorithm’s std. As can be seen from the data in the table
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TABLE 2. CEC 2015 benchmark test functions.

TABLE 3. The fitness value of the CEC2015 benchmark test function.

and figures, the hybrid algorithm proposed in this paper has
improved its optimization ability, and the SOA-TEO3method
has the best optimization result and the best stability. In order

to further observe the results of each comparison algorithm,
we conduct the Wilcoxon rank-sum test. When p-values
are less than 0.05, it can be determined that the results of
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TABLE 4. The fitness value of the CEC2015 benchmark test function.

TABLE 5. The fitness value of the CEC2015 benchmark test function.

SOA-ITEO3 are significantly superior to the other
approach. If not, the obtained improvements are not sta-
tistically significant. Some obtained p-values are reported
in Table 6. It can be seen from Wilcoxon tests in table 6
that the advantages of SOA-TEO3 algorithm are very
obvious. The ISOA algorithm can not only solve single-
dimensional mathematical functions but also deal with multi-
dimensional mathematical functions effectively. Therefore,
SOA-TEO3 algorithm has better optimization ability and can
solve more complex feature selection problem.

VI. EXPERIMENTS AND RESULTS
In this section, the experimental data are simulated by matlab
2017. In order to test the optimization ability of each algo-
rithm, 20 standard datasets are selected from the UCI data
repository [64]. Table 7 records the description of each data.
We use KNN classifier based on Euclidean distance matrix
(where K = 3) to generate the best reduction. The maximum
number of iterations is 100, and the initial population is 10.

In order to prevent the randomness of the test results, each
algorithm ran independently for 30 times on an Intel Core i7,
2.4GHz and 8GB of RAM. The average value and variance
of the results of each algorithm are recorded.

This section firstly compares the three proposed hybrid
algorithms, which are SOA-TEO1, SOA-TEO2, SOA-TEO3.
In order to test the optimal values of all algorithms, all
comparison algorithms are recorded in one table. And then,
the proposed approaches are also compared to optimization
feature selection methods including WOA-SA, ABC-DE,
PSO-BBO, WOA, SA, ABC, DE, PSO, BA, GA and BBO
based on the following criteria:

1) Accuracy of classification using selected features on
the test data set. The mean precision and variance
of 30 runs is calculated.

2) The average number of selected attributes and CPU
time of each compared algorithm.

3) The p-values of the Wilcoxon ranksum test [73] of the
proposed algorithm with other compared algorithm.
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TABLE 6. The wilcoxon rank-sum test of the CEC2015 benchmark test function.

TABLE 7. The datasets used in the experiments.

A. COMPARISON WITH SOA-TEO1, SOA-TEO2,
SOA-TEO3, SOA AND TEO
The perform of the SOA, TEO, SOA-TEO1, SOA-TEO2 and
SOA-TOE3 over the two objectives (average selection size
and classification accuracy) and the CPU time is compared
in this section. Table 8 compares the mean and standard
deviation of the original SOA and TEO with the perfor-
mance of different hybrid algorithms for the 20 datasets.
Table 9 show the average selection of the compared algo-
rithms. Table 10 how the CPU time of the algorithms.

It can be seen from table 8, the three proposed hybrid
optimization algorithm is very competitive in feature selec-
tion. The SOA-TEO3 have the best mean fitness value for
20 datasets. The results of SOA algorithm are generally better
than those of TEO algorithm, but whenmulti-feature database

is processed, such as Sonar and Ionosphere, its optimal value
is basically the same, indicating that the local optimization
ability of SOA algorithm is weak and cannot continue to opti-
mize the search range. When database features are relatively
few, such as Aggregation and WDBC, the results of TEO
algorithm are better than those of SOA algorithm, indicating
that TEO algorithm has better local optimization ability than
SOA algorithm. Therefore, it is necessary to propose a hybrid
algorithm, which can better combine the advantages of the
two algorithms to solve the problem of feature selection.
It can be seen from the results of the 3 comparative hybrid
algorithms that their effects are better than the traditional
SOA and TEO algorithms. It is verified that the hybrid algo-
rithm can effectively solve the shortcomings of the traditional
optimization algorithm. Among the three hybrid optimization
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TABLE 8. Comparison of statistical results obtained using SOA, TEO, SOA-TEO1, SOA-TEO2, SOA-TEO3 feature selection algorithms for 20 datasets.

TABLE 9. The average number of selected attributes obtained using SOA, TEO, SOA-TEO1, SOA-TEO2, SOA-TEO3 feature selection algorithms for
20 datasets.

algorithms, SOA-TEO 3 has the best results and SOA-TEO 1
has the worst results. It shows that SOA-TEO 3 algorithm can
better increase the exploitation of SOA algorithm.

As can be seen from the results in table 9, the SOA-TEO 3
algorithm has the fewest selected feature attributes and is
obviously superior to other comparison algorithms. When
SOA-TEO2 algorithm has few characteristic properties, such
as Aggregation and Jain, its results are relatively excellent.
The feature attributes of the hybrid algorithm are all less

than those of the original SOA and TEO algorithm, which
indicates that the hybrid algorithm can overcome the short-
comings of the original algorithm, so as to better improve
the optimization ability of the algorithm. From the sum of
the attributes in the 20 databases, the SOA-TEO 3 algo-
rithm has the least characteristic attributes, indicating that the
SOA-TEO3 algorithm has the best performance. According
to the CPU time in table 10, SOA-TEO3 algorithm has
the shortest CPU time, followed by SOA-TEO1 algorithm
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TABLE 10. CPU time obtained using SOA, TEO, SOA-TEO1, SOA-TEO2, SOA-TEO3 feature selection algorithms for 20 datasets.

TABLE 11. Comparison of statistical results obtained using WOA-SA, ABC-DE, PSO-BBO, SOA-TEO3 feature selection algorithms for 20 datasets.

and SOA-TEO2. Besides, The CPU time of SOA algorithm
is slower than that of TEO algorithm. SOA-TEO3 absorbs
the short operation time of TEO algorithm while retaining
the optimization ability, and its classification accuracy of the
database is also better than other algorithms.

B. COMPARISON WITH THE HYBRID
OPTIMIZATION ALGORITHMS
In this experiment, for further showing the merits of
SOA-TEO3 method, comparison is performed with other

hybrid optimization feature selection algorithms, such as
hybrid whale optimization algorithm with simulated anneal-
ing for feature selection (WOA-SA) [54], hybrid approach
of differential evolution and artificial bee colony for fea-
ture selection (ABC-DE) [55] and hybrid PSO assisted
biogeography-based optimization for emotion and stress
recognition from speech signal (PSO-BBO) [56]. Table 11-13
compares the mean and standard deviation of SOA-TEO3
with the performance of hybrid optimization feature selection
algorithms for the 20 datasets. Fig.8 show the average number
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TABLE 12. Comparison of statistical results obtained using WOA, SA, ABC, DE feature selection algorithms for 20 datasets.

TABLE 13. Comparison of statistical results obtained using PSO, BA, GA, BBO feature selection algorithms for 20 datasets.

of selected by compared algorithms. Table 5 show the CPU
time of the algorithms.

It can be seen from table 11-13 that the hybrid opti-
mization algorithm is superior to the classical optimization
algorithm, indicating that the hybrid optimization algorithm
can effectively improve the feature selection ability of the
original algorithm. Table 11 shows the comparison between
SOA-TOE3 and three classical hybrid optimization algo-
rithms. It can be seen from the table that SOA-TEO3 has the

optimal value and the most accurate classification of features
in the datasets. In Fig.8, the closer the curve is to the X-axis,
the smaller the feature attributes in the datasets searched by
the optimization algorithm. The curve of SOA-TEO3 algo-
rithm is closest to the X-axis, indicating that its character-
istic attribute is the smallest in the comparison algorithm
and its classification accuracy to the datasets is the highest.
In figure 9, the closer the curve is to the X-axis, the shorter
the CPU time of the optimization algorithm is. It can be seen
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TABLE 14. The calculated p-values from the wilcoxon test for the SOA-TEO3 versus other optimizers.

FIGURE 8. The average number of selected by compared algorithms.

FIGURE 9. The CPU time of compared algorithms.

from the figure that SOA-TEO3 algorithm has the shortest
CPU time and is obviously superior to other comparison
algorithms. Above all, SOA-TEO3 algorithm can not only

ensure the accuracy of feature selection, but also reduce CPU
time. It has an excellent ability to solve the problem of feature
classification in the datasets.

C. STABILITY AND STATISTICAL ANALYSIS
Based on the natural optimization algorithm, the results of
each run are not the same. Therefore, in order to analyze
the stability of the proposed algorithm based on SOA-TEO3,
we use the value of standard deviation (STD). The STD
can be intuitive to the operation stability of the algorithm,
and the lower the value of the algorithm, the stronger the
robustness of the algorithm. Table 8, 11, 12, 13 shows the
STD values of each algorithm after 30 runs. It can be seen
from the table that the stability of SOA-TEO3 algorithm is
the strongest, especially when dealing with themulti-attribute
datasets, its stability is obviously better than other compari-
son algorithms, indicating that proposed algorithm has a good
ability, and can find the optimal attribute of datasets better,
more accurately and more stable.

We statistically analyze the experimental results to bet-
ter observe the differences between algorithms. We use
Wilcoxon rank sum test [51], a nonparametric statistical
test that checks whether one of two independent samples
is larger than the other. We calculate the p-value of fitness
of SOA-TEO3 algorithm and other compared algorithm in
this paper. The experimental statistical results are shown in
table 14 and table 15. If the p-value of two algorithms is
greater than 0.05, there is no significant difference between
the two algorithms. On the other hand, a p-value less than
0.05 means that there is a significant difference between the
two algorithms at the significance level of 5%. It can be seen
from the table 14 and table 15 that the SOA-TEO3 algorithm
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TABLE 15. The calculated p-values from the wilcoxon test for the SOA-TEO3 versus other optimizers.

is obviously better than the comparison algorithm in the
statistical sense.

D. COMPARISON WITH THE NOVEL FEATURE
SELECTION METHOD
In this section, some commonly used feature selection
approaches such as a new feature selection (NFS) [74],
the unsupervised feature selection (UFS) [75] and mutual
information maximization (DRJMIM) [76] are utilized to
validate the effectiveness of the proposed method. The
fig.10 show the average number of selected by novel feature
selection methods. The fig.11 show the CPU time of the
compared feature selection methods.

FIGURE 10. The average number of selected by novel feature selection
methods.

As can be seen from figure 10, the number of features
can be effectively reduced by all the comparison algo-
rithms. The SOA-TEO3 algorithm has the best effect, and

FIGURE 11. The CPU time of compared feature selection methods.

the number of features is the least in the comparison algo-
rithm. As can be seen from figure 11, the SOA-TEO3 algo-
rithm has the shortest CPU time, which can guarantee the
accuracy and reduce the operation time at the same time.
In order to better test each comparison algorithm, the ability
of a classifier to discriminate between ‘0’ and ‘1’ is eval-
uated using receiver operating characteristic (ROC) curve
analysis [77]. The ROC curve shows the trade-off between
‘0’ and ‘1’, and demonstrates that the closer the curve fol-
lows the left-hand border and then the top border of the
ROC space, the more accurate the classifier. The area under
the curve (AUC) is the evaluation criteria for the classi-
fier [78]. Fig.12 shows the ROC curve for the compared
feature selection methods. Fig.13 shows the radar chart of the
AUC value.

As can be seen fromfigure 12 and figure 13, the ROC curve
of SOA-TEO3 is better than other comparison algorithms,
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FIGURE 12. The ROC curve of the compared feature selection. (a) Iris,
(b) Wine, (c) Glass, (d) Diabetes, (e) Heartstatlog, (f) Ionosphere, (g) Sonar,
(h) Vehicle, (i) Balancescale, (j) CMC, (k) Cancer. (l) Seeds, (m) Blood,
(n) Aggregation, (o) Vowel, (p) WBC, (q) Bupa, (r) Jain, (s) Thyroid,
(t) WDBC.

FIGURE 12. (Continued.) The ROC curve of the compared feature
selection. (a) Iris, (b) Wine, (c) Glass, (d) Diabetes, (e) Heartstatlog,
(f) Ionosphere, (g) Sonar, (h) Vehicle, (i) Balancescale, (j) CMC, (k) Cancer.
(l) Seeds, (m) Blood, (n) Aggregation, (o) Vowel, (p) WBC, (q) Bupa,
(r) Jain, (s) Thyroid, (t) WDBC.
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FIGURE 13. The radar chart of the AUC value.

and the AUC value is also better than other comparison
algorithms, indicating that SOA-TEO3 has a good effect on
data classification.

VII. CONCLUSIONS
In this paper, a novel hybridization approach is proposed
based on SOA and TEO. This paper proposes three hybrid
methods, the first is to randomly select an algorithm for
location update in the iteration process, the second is to add
TEO algorithm’s location update formula after SOA algo-
rithm iteration, and the last is to use TEO algorithm’s heat
exchange formula to improve the predation mode of SOA
algorithm. Through experimental verification and analysis,
it is found that the SOA-TEO3 fusion method is superior to
the other two fusion methods, and effectively improves the
local optimization ability of the SOA algorithm.

The performances of the proposed approaches are assessed
and compared against three hybrid optimization feature selec-
tion methods including WOA-SA, ABC-DE and PSO-BBO.
At the same time, the approach method is compared with
the feature selection methods of some classical optimization
algorithms. The criteria of two evaluation methods: classi-
fication accuracy and average selection size are reported.
We find the SOA-TEO3 algorithm can enhance the exploita-
tion of the SOA and reduce the CPU time. In the comparison
of hybrid optimization algorithm, the proposed method also
has strong competitiveness in the classification of feature
selection. The experimental results show that SOA-TEO3
algorithm can balance exploitation and exploration effec-
tively and has good robustness.

The algorithm proposed in this paper does not carry out
feature selection for the actual data set. In the future, we will
study this algorithm and apply it to more fields to better solve
the problem of feature selection. The improved algorithm has
better ability in feature selection, but the results are relatively
complex. We will study simpler optimization algorithm and
continue to study to improve the accuracy of feature selection.
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