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ABSTRACT This paper proposes a two-stage model for the estimation of origin–destination (OD) demands
by the time of day over the year with the use of offline traffic data from the real-time travel information
system. In the first stage, a travel time recursive function is proposed to use the offline travel speed data for
the investigation of the spatial and temporal relationships between time-dependent OD demands and traffic
counts. As such, it is not required to carry out the time-consuming dynamic traffic assignment (DTA) process
which is frequently used in the conventional time-dependent OD estimation models. Using the results in the
first stage together with the available traffic count data, a least-squares method is adopted to formulate the
time-dependent OD demand estimation problem as a quadratic programming model in the second stage.
A solution algorithm is adapted for solving the proposed model. Then, the proposed method is easy for
implementation in practice. Particularly, when the traffic accident occurs in the network, the estimated time-
dependent OD demands can be helpful for understanding the complex travel behavior (e.g., departure time
choice) under uncertainty condition. The numerical examples are presented to illustrate the applications of
the proposed model.

INDEX TERMS OD demand estimation, dynamic traffic assignment, real-time traffic information, least
squares, quadratic programming.

I. INTRODUCTION
Time-dependent origin-destination (OD) traffic demand is
one of the necessary and basic data for traffic monitoring and
management. Particularly, time-dependent OD demand can
be used as an input for dynamic traffic assignment (DTA)
systems to capture the spatial and temporal distributions of
traffic flows in transportation network. Existing methods for
time-dependent OD estimation can be classified into two
types as follows.

• The first type of method refers to the conventional
survey-based method for gathering OD demand infor-
mation. Such method is difficult to be applied in a large-
scale network due to its high price in terms of monetary,
time and labor costs [1].

The associate editor coordinating the review of this manuscript and
approving it for publication was Najah Abu Ali.

• The second type of method is the traffic surveillance
data-based method. In the past decades, substantial
research efforts using optimization methods have been
invested in estimating the time-dependent OD demand
from a variety of traffic surveillance data, such as traffic
counts, vehicle trajectory, turning movements [1]–[10].
The traffic surveillance data can be collected automati-
cally by the sensor systems at low price in transportation
networks. Thus, such methods for time-dependent OD
estimation are very popular.

It should be pointed out that the key idea of surveillance
data-based method is to make the estimated time-dependent
OD demand approximate the observed data (e.g. traffic
counts) from the viewpoint of statistics. Mathematically,
the estimated time-dependent OD demand is kept being
adjusted until it matches the observed data (e.g. traffic
counts) as much as possible. For such purpose, the estimated
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time-dependent OD demand is assigned to the network
links by DTA process [11]–[15] so as to acquire the time-
dependent link choice proportion and then the estimated
traffic counts. Using the estimated traffic counts and the
surveillance data, the statistical tools can be used for the
time-dependent OD estimation problem. Moreover, the time-
dependent OD can be estimated by minimizing the dis-
tance between the observed and estimated traffic counts
(least squares method), or maximizing the likelihood of the
observed traffic counts (maximum likelihood method). For
instance, Cascetta et al. [16] extended the concepts of static
OD estimation problem and formulated a generalized least
square (GLS) based framework for estimating dynamic OD
demands. Lu et al. [17] proposed a single-level dynamic OD
demand estimation model, without using link proportions,
based on the mathematical program with complementary
(or equilibrium) constraints approach. Lu et al. [18] presented
an enhanced Simultaneous perturbation stochastic approxi-
mation (SPSA) algorithm, calledWeighted SPSA (W-SPSA),
which incorporates the information of spatial and temporal
correlation in a traffic network to limit the impact of noise
and improve convergence and robustness. Cipriani et al. [19]
presented a newmethod to solve the simultaneous adjustment
of a dynamic traffic demand matrix, searching for a reliable
solution with acceptable computational times for off-line
applications and using as an input traffic counts and speeds,
prior OD matrices and other aggregate demand data (traffic
demand productions by zone). However, the main difficulty
of these methods comes from the implementation of DTA.
DTA itself is difficult and challenging in its own right [1].
DTA model needs extensive calibration [7] and is very time-
consuming for implementation.

To avoid the DTA process, some researchers have stud-
ied the problem of travel demand estimation using mobile
phone data [20]–[24]. For example, Iqbal et al. [20] pro-
posed a methodology to develop OD matrices using mobile
phone Call Detail Records (CDR) and limited traffic counts.
Toole et al. [21] presented a full implantation of a travel
demand model that uses new, big data resources as input.
Ge and Fukuda [22] proposed an approach to estimating trip
flows with aggregated mobile phone datasets and low-cost
surveys. Huang et al. [23] proposed a human mobility model
that combines mobile phone signaling data and urban trans-
portation data. The model provides a way to predict real time
urban travel demand at high temporal and spatial resolution.
Ni et al. [24] proposed a multi-layered Hierarchical Flow
Network (HFN) to formulate the simultaneous estimation
problem of different levels of traffic demand and behavioral
parameters. Meanwhile, the authors maped different layers of
HFN to different big data sources, including household travel
surveys, mobile phone data, floating car data, and sensor data.
Although the mobile phone data is very helpful for time-
dependent OD demand estimation, such kind of data is not
easy to access due to privacy issue. Alternatively, this paper
proposes a new method for time-dependent OD demand esti-
mation. Such method utilizes the data from automatic vehicle

FIGURE 1. Real-time travel speed map in Hong Kong.

identification (AVI) sensor system. And the corresponding
method is different from that using mobile phone data.

In Hong Kong road network, time-dependent link choice
proportion can be obtained by the time-dependent traffic
speed information, which is available in the journey time indi-
cation system (JTIS) of Hong Kong Transport Department.
Specifically, the JTIS can provide the mean traffic speeds
every twominutes on the major road links of Hong Kong over
the whole year. Such traffic speed data shown in Figure 1,
is also available to public by ‘‘Traffic Speed Map (TSM)’’
on Hong Kong Transport Department’s homepage (http://tis.
td.gov.hk/rtis/ttis/index/main_partial.jsp). Different from
conventional approaches, JTIS utilizes the data from auto-
matic vehicle identification (AVI) sensor system to estimate
the time-dependent mean travel speed on road links instead
of carrying out DTA. Details on JTIS can be referred to
Tam and Lam [25]. It is noted that the time-dependent
traffic speed provided by JTIS is a direct result of assigning
time-dependent OD demand to the links (say DTA). Thus,
the time-dependent speed can in turn be used to deduce the
time-dependent link choice proportion. To do so, a travel
time recursive formula, on the basis of the time-dependent
flow speeds shortest path method by Sung et al. [26] is
proposed. Using this formula the completed (actual) travel
time of each path starting from any time interval can be
calculated. Then, under any of the dynamic traffic assignment
equilibrium assumptions [27], [28], time-dependent link
choice proportion can be easily calculated. The flowchart for
calculating time-dependent link choice proportion is shown
in Figure 2.

An illustrative example is proposed to further demonstrate
how to calculate the time-dependent link choice proportion so
as to capture the spatial and temporal relationships between
the time-dependent OD demands and the traffic accounts.
The illustrative example network is shown in Figure 3. The
observed travel speed information is presented in Table 1.
It can be seen that there is only one path between each OD
pair. Thus, the path flow is equal to the OD demand. And
there is no need of the DTA equilibrium assumption in this
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TABLE 1. Spatial and temporal relationship between traffic counts and time-depend OD demands.

FIGURE 2. Flowchart for calculating time-dependent link choice
proportion.

FIGURE 3. An illustrative network.

example. The length of each link is denoted in the parentheses
of the link number near each link. The length of the time
interval is 2 minutes. During the first time interval i, traffic
flows betweenOD pair 1→4, qt114, does not reach the counting
location. Thus, the traffic flow on link 3 during t1, v

t1
3 , does

not conclude the information of qt114. Similarly, only 3
4 of

qt124 can pass through the counting location. Thus, we can
get the flow conservation condition by a linear equation:
vt13 = 0 × qt114 +

3
4 × qt124, which describes the spatial

and temporal relationship between traffic counts and time-
dependent OD demands. Likewise, we can get Equations (2)
and (3) for time intervals t2 and t3. If there is another counting
location in the same network, we can also get the system of
linear equations between time-dependent OD demands and

traffic counts. These systems of linear equations include
the same decision variables, i.e., the time-dependent OD
demands of all OD pairs. Thus, they can be combined as a
new system of linear equations. The solution of such system
equations is the concerned time-dependent OD demands. It is
known that the system of linear equations can be easily solved
for large-scale problem. Therefore, the proposed method is
applicable for large-scale network.

The proposed time-dependent OD estimation model is
different from the existing ones. Existing models on time-
dependent OD estimation using traffic surveillance data can
be further divided into several groups with respect to three
criteria (1) whether or not a DTA component is incorporated
into the estimation process [29]–[31]; (2) whether or not the
network is general [1]; (3) whether or not multiple sources
of observed data are used. Table 2 summarizes some of the
existing models using the above classification criteria. It can
be seen from this table that most existing models on OD
estimation problems either include the DTA process or link-
path indicator except the works by Ma and Zhen [32].
In Ma and Zhen [32], the authors presented a data-driven
framework that estimates day-to-day dynamic OD using
high-granular traffic counts and speed data collected over
many years based on the statistical equilibrium assump-
tion [33], [34]. The proposed framework statistically clus-
ters daily traffic data into typical traffic patterns using
t-Distributed Stochastic Neighbor Embedding (t-SNE) and
k-means methods. Inspired by the idea of Ma and Zhen [32],
this paper proposes a two-stage model for estimation of
time-dependent origin-destination demands using off-line
traffic data from real-time travel information system. The
time-dependent path/link indicator in Ma and Zhen [32] is
extended from a Boolean parameter to a non-Boolean param-
eter using a newly proposed travel time recursive function
in this paper. Based on the above discussions, the method
proposed in our paper extends most of the existing studies
for the time-dependent OD estimation.

The proposed model does not include the DTA pro-
cess, which needs extensive calibration and is very time-
consuming. Alternatively, a system of linear equations is
adopted to figure out the spatial and temporal relationship
between time-dependent OD demand and traffic counts. As a
result, the proposed method is applicable to general network.
The estimated off-line time-dependent OD demands have
many applications in traffic monitoring and management.
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TABLE 2. Classification of time-dependent OD estimation models.

Moreover, it is noted that the travel speed information of
the whole year is available in JTIS of Hong Kong. As a
result, the time-dependent OD demand can be obtained by
using the proposed model. Particularly, when the traffic acci-
dent occurs in the network, the estimated time-dependent
OD demands can be helpful for understanding the complex
travel behavior (e.g. departure time choice) under uncertainty
condition.

The rest of the paper is organized as follows. In the
next section, a two-stage model is proposed for the
estimation of time-dependent OD demand together with
mathematical proofs for the solution existence and unique-
ness. Then, a heuristic solution algorithm is proposed in
Section 3. Numerical examples and results are discussed
in Section 4. Finally, conclusions and further studies are given
in Section 5.

II. MODEL FORMULATION
A. LIST OF SYMBOLS
G = (N,A) A road network, with N being the set of

nodesandA being thesetof links,
respectively.

R Set of OD pairs, Ris a subset of N× N.
r Origin node.
s Destination node.
Krs Non-empty path set between OD pair rs.
ti Time interval i, ti = [t−i , t

+

i )
tw The length of each time interval, i.e.,

tw = t+i − t
−

i
qtirs Traffic flow between OD pair rs during time

interval ti.
f tirs Traffic flow on path k ∈ Krs during

time interval ti.
pk,tirs Choice proportion of path k ∈ Krs during

time interval ti, f
k,ti
rs = pk,tirs q

ti
rs

vtia Estimated traffic counts on link a during
time interval ti

ṽtia Observed traffic counts on link a during
time interval ti

stia Mean travel speed on link a during
time interval ti

T k,tirs Travel time of f tirs between OD pair rs
l̄ai Distance of link ai
n1 Number of time intervals of estimated

OD demand
n2 Number oftimeintervalsofobservedlinkflows
δk,ars (tj, ti) The time-dependent link-path indicator

B. ASSUMPTIONS
To facilitate the presentation of the essential ideas without
loss of generality, the following basic assumptions are made
in this paper:

A1. It is assumed that the length of all the time intervals is
equal to 2 minutes, which is consistent with the JTIS system
in Hong Kong.

A2. As the length of the time interval in the JTIS is short
(say 2 minutes), the departure flow rate during the period of
each time interval is assumed to be uniform. That is to say the
fluctuation of departure flow within a time interval is ignored
in this paper.

A3. The length of each link is sufficiently long so that the
mean travel time on each link is no less than 1 minute.

A4. It is assumed that the path set is given and fixed for
each OD pair. In reality, it may be very difficult to identify
the used path set. This set of path can be limited to around
six to eight paths for a realistic network and can be based
on the actually chosen paths obtained by observation and/or
interview surveys [44]–[46].

A5. Travelers are assumed to make their path choice
decisions according to the stochastic dynamic user-optimal
(SDUO) path choice model [28].

A6. It is assumed that the link travel speeds are uniformly
distributed. And the temporospatial variation of travel speeds
due to presence of shock waves (e.g. signalized arterial) is
omitted.

A7. For simplicity, it is assumed that the path set is pre-
determined and fixed for all time intervals. That is to say if
a particular path flow of the first time interval is assigned to
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FIGURE 4. Illustration on the time-dependent traffic counts and path flows.

a link a, it will always be assigned to link a for all the time
intervals.

C. STAGE I: TIME-DEPENDENT LINK
CHOICE PROPORTION
The proposed method for time-dependent OD estimation
adopts a two-stage modeling framework. In the first stage,
the time-dependent link choice proportion is calculated by
the travel speed information. Then, in the second stage, the
time-dependent OD demand is estimated by a modified least
squares model. In this paper, the study time period [0, t) is
divided into a sequence of time intervals:

t1 = [t−1 , t
+

1 ), t2 = [t−2 , t
+

2 ), . . . , tn = [t−n , t
+
n ), . . . (1)

where t−1 = 0, t+i = t−i+1, t
+
n = t and [0, t) =

n⋃
i=1

ti. Denote

tw as the length of time interval:

tw = t+i − t
−

i i = 1, 2, . . . (2)

According to assumption A1, it is assumed tw = 2 in this
paper. The time-dependent OD demand qtirs can be expressed
as the summation of time-dependent path flows as follows:

qtirs =
f
k,ti
rs∑

k∈Krs

(3)

Denote pk,tirs as the time-dependent path choice proportion.
Then, it follows from Equation (3) that

f k,tirs = pk,tirs q
ti
rs (4)

As shown in Figure 4, the counting location for collect-
ing link traffic counts are assumed at the upstream node
(entrance) of the link, the estimated traffic counts on link a
during time interval ti are assumed as, vtia , which is the total
number of vehicles passing through the counting location of
link a during the time interval ti.

As shown in Figure 4, the time-dependent link-path indi-
cator δk,a−rs (tj, ti) = 0.4, that is to say in time interval
ti = [t−i , t

+

i ), 40% traffic flow of time-dependent path
flow f

k,tj
rs have passed the counting location. In this figure,

t̂k,a,−rs (tj, ti) = 1.2minutes and t̂k,a,+rs (tj, ti) = 0.8minute
are given and fixed for illustration purpose. In our proposed
model, the t̂k,a,−rs (tj, ti) and t̂k,a,+rs (tj, ti) can be calculated by
the speed information according to equation (10), which is
shown in Figure 6. Mathematically, vtia can be expressed by
the summation of the all path flows passing through the
counting location during time interval ti. Then, v

ti
a can be

expressed as follows.

vtia =
i∑

j=1

∑
rs∈R

∑
k∈Krs

δk,ars
(
tj, ti

)
f
k,tj
rs (5)

where δk,ars
(
tj, ti

)
is the time-dependent link-path indicator

defined as follows.

δk,ars (tj, ti) =
t̂k,a,+rs (tj, ti)

t̂k,a,−rs (tj, ti)+ t̂
k,a,+
rs (tj, ti)

, j ≤ i (6)

In the above equation, t̂k,a,−rs (tj, ti) is the travel time of
f
k,tj
rs before the counting location during time interval ti;
t̂k,a,+rs (tj, ti) is the travel time of f

k,tj
rs after the counting loca-

tion during time interval ti as shown in Figure 4. It is obvious
that the travel time interval ti = [t−i , t+i ) is 2 minutes as
shown in Figure 4. For simplicity, we assumed that travelers
depart at 8:00 (t−i = 8 : 00). Then, the travel time of f

k,tj
rs

before the counting location during time interval ti can be
calculated according to the speed data and the travel time
is 1.2 minutes. Meanwhile, the travel time of f

k,tj
rs after the

counting location during time interval ti can also be obtained
according to the speed data and the travel time is 0.8 minutes.
Thus, the traffic flow on link a(between nodes 2 and 3) is
vtia = δk,ars (tj, ti)f

k,tj
rs =

2
5 f

k,tj
rs . That is to say, only 0.4 of f

k,tj
rs

can pass through the counting location during time interval ti.
It should be pointed out that δk,ars (tj, ti) can be any number in
the interval [0,1]. Particularly, δk,ars (ti, ti) = 1, if the counting
location is located at the origin node. Under this condition,
t̂k,a,−rs (ti, ti) = 0 because all the traffic flow of time interval
ti is observed by the counting location. Then, it follows that
δk,ars (tj, ti) = 1 according to Equation (6).

47908 VOLUME 7, 2019



L. Shen et al.: Spatial and Temporal Analyses for Estimation of OD Demands

Substitute Equation (6) into Equation (5) we can get that

vtia =
i∑

j=1

∑
rs∈R

∑
k∈Krs

δk,ars
(
tj, ti

)
pk,tirs q

ti
rs (7)

where δk,ars
(
tj, ti

)
pk,tirs is the time-dependent link choice pro-

portion, which indicates the spatial and temporal relationship
between the time-dependent OD demands and link traffic
counts. According to assumption A5, the path choice propor-
tion, pk,tirs , can be calculated as follows.

pk,tirs =
exp(−θT k,tirs )∑

k ′∈Krs

exp(−θT k
′,ti

rs )
(8)

where θ is the dispersion parameter. It can be seen that the
pk,tirs is a function with respect to the completed (or actual)
travel times T k,tirs of all paths between OD pair rs during
time interval ti. A new method, named spatial-temporal scan
method, is proposed for calculating T k,tirs using the time-
dependent travel speed data from JTIS. Themean travel speed
on link a during time interval ti is denoted as stia , which is
available in JTIS of Hong Kong. Denote T̂ krs(t

−

j , l) as the
mean travel time starting from the location l to the destination
node (l is the distance from the origin node on path k) at time
t−j as shown in Figure 5.

For convenience, it is assumed that path k consists of link
sequence {a1, a2, . . . , an}. Denote

lai =
i∑

j=1

l̄aj (9)

where l̄aj is the length of link aj. Then, T̂ krs(t
−

i , l) can be
expressed by the following travel time recursive function
(10), where la0 = 0.

There are five cases for the calculation of T̂ krs(t
−

i , l).
Cases 1, 2 and 3 represent that the concerned traffic flow does
not reach the destination node in the next time interval t+i as
shown in Figure 6(a). Case 1 represents that the concerned
traffic flow still remains at the same link (aj) in next time
interval. Case 2 represents that the concerned traffic flow
passes through link aj and remains at the next link aj+1 in
next time interval. Case 3 represents that the concerned traffic
flow passes through links aj and aj+1 remains at link aj+2 in
next time interval. It should be noted that the concerned traffic
flow can at most pass through two links in one time interval.
Thus, there are only three cases if the concerned traffic flow
does not reach the destination node in next time interval.
Cases 4 and 5 represent that the concerned traffic flow reaches
the destination node in the next time interval t+i . Case 4 rep-
resents that the concerned traffic flow successively passes
two links and reaches the destination in next time interval as
shown in Figure 6(b). Case 5 represents that the concerned
traffic flow starts at the last link of the path and reaches the
destination in next time interval as shown in Figure 6(c).

Then, the concerned path travel time T k,tirs can be calculated
by equation (10) as follows.

T k,tirs = T̂ krs(t
−

i , 0) (11)

D. STAGE II: TIME-DEPENDENT OD ESTIMATION MODEL
Denote the observed time-dependent traffic counts on link a
during time interval ti as ṽ

ti
a . Then, the corresponding time-

dependent OD demand estimation model can be formulated
as the following least squares model.

min
q
ti
rs

γ
n2∑
i=1

∑
a∈Ã

(
vtia−ṽ

ti
a
)2
+(1− γ )

n1∑
i=1

∑
rs∈R

(
qtirs − q̄

ti
rs
)2

(12a)

s.t. qtirs ≥ 0i = 1, 2, . . . n1 (12b)

where γ (0 ≤ γ ≤ 1) is a non-negative weighting param-
eter, which determines the relative importance of the first
term in Equation (12a); q̄tirs is the historical time-dependent
OD demand; n1 is the number of the time intervals of esti-
mated OD demand; n2 is the number of the time intervals of
observed link flows. Generally, it is required that n1 ≤ n2 so
that the observed link flows can carry the information of the
estimated OD demands.

T̂ krs(t
−

i , l)

= tw + T̂ krs
(
t−i+1, tws

ti
aj + l

)
if

{
laj−1 ≤ l < laj
tws

ti
aj + l ≤ laj

(case 1)

= tw+T̂
k,ti
rs

(
t−i+1,

(
tw−

laj − l

stiaj

)
stiaj+1+laj

)

if


laj−1 ≤ l < laj , tws

ti
aj + l > laj(

tw −
laj − l

stiaj

)
stiaj+1 + laj ≤ laj+1

(case 2)

= tw+T̂
k,ti
rs

(
t−i+1,

(
tw−

laj − l

stiaj
−
l̄aj+1
stiaj+1

)
stiaj+2+laj+1

)

if


laj−1 ≤ l < laj , tws

ti
aj + l > laj

lan >

(
tw −

laj − l

stiaj

)
stiaj+1 + laj > laj+1

(case 3)

=
laj − l

stiaj
+
l̄an
stian
+ T̂ krs(t

−

i , l)

if


laj−1 ≤ l < laj , tws

ti
aj + l > laj(

tw −
laj − l

stiaj

)
stiaj+1 + laj ≥ lan

(case 4)

=
lan − l

stian
+ T̂ krs(t

−

i , l)if

{
lan−1 ≤ l < lan
tws

ti
an + l > lan

(case 5)

∀k ∈ Krs, rs ∈ R, i = 1, 2, 3, . . . (10)
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FIGURE 5. Illustration on the path travel time calculation.

Substitute Equation (7) into optimization problem (12)
follows that

min
q
ti
rs

γ
n2∑
i=1

∑
a∈Ã

 i∑
j=1

∑
rs∈R

∑
k∈Krs

δk,ars
(
tj, ti

)
pk,tirs q

ti
rs − ṽ

ti
a

2

+ (1− γ )
n1∑
i=1

∑
rs∈R

(
qtirs − q̄

ti
rs
)2 (12a)

s.t. qtirs ≥ 0i = 1, 2, . . . n1 (12b)

Proposition 1: There exists a unique solution for the opti-
mization problem (12) if 0 ≤ γ < 1.

Proof: The Hessian matrix of the objective function is
positive definite. And the feasible set of (12) is a closed
and convex set. Thus, there exists a unique solution for the
optimization problem (12).

It should be noted that if the historical time-dependent
OD demand q̄tirs is unavailable (or inaccurate), the weighting
parameter γ should be set as γ = 1. Then, solution of
minimization problem (12a) is equivalent to solving a sys-
tem of linear equations and multiple solutions may exist for
Problem (12).

III. SOLUTION ALGORITHM
The two-stage problems can be solved separately as there
is no feedback between the two stages, which is different
from the conventional bi-level programming. The solution
algorithm is proposed with the following steps.
Step 1: Initialization.
Step 2: Stage I: Calculate the completed travel time for

each path at each time interval according to Equation (10).
Then, calculate the path and link choice proportions accord-
ing to Equations (8) and (7).
Step 3: Stage II: According to the link choice proportion

calculated in Stage I, solve the constrained least squares
problem (12) to obtain the time-dependent OD demands.
Remark: In Step 3, the constrained least squares problem

belongs to Quadratic Programming model, which can be
solved by many software, such as LINGO and MATLAB.

IV. NUMERICAL EXAMPLES
The purposes of the numerical examples are to illustrate:
(a) spatial effects of the accuracy of time-dependent OD
demand estimation; (b) temporal effects of the accuracy of
time-dependent OD demand estimation; (c) effects of accu-
racy of observed data. (d) efficiency of the proposed solution
algorithm. A number of sensitivity tests and investigations
will be carried out as follows for these purposes.

A. EXAMPLE 1: SMALL EXAMPLE
To demonstrate the properties of the model formulation,
a small tractable network is chosen for the tests. A simple
network with six nodes, seven links, two O-D pairs
(1→3 and 2→4) and four paths, as shown in Figure 7, is used
to illustrate the applications of the proposed model.The
relevant input data for this example network are given
in Tables 3, 4, 5, 6 and 7. The dispersion parameter is assumed
to be θ = 1. The estimated path choice proportions are shown
in Table 7. In this example, the Percentage Root Mean Square
Error (PRMSE) is used to demonstrate the accuracy of the
estimation.

PRMSE =

√√√√ 1
n1 |R|

∑
rs∈R

n1∑
i=1

(
qtirs − q̃

ti
rs

q̃tirs

)2

(13)

It is known that the higher value the PRMSE, the lower value
the accuracy of estimation. To clearly show the effects of the
observed data, it is assumed that γ = 1 in the examples of
A.1, A.2 and A.3 so that the effects of historical OD demand
information can be excluded.

1) SPATIAL EFFECTS OF THE ACCURACY OF
TIME-DEPENDENT OD DEMAND ESTIMATION
As aforementioned, there are spatial and temporal relation-
ships between time-dependent OD demands and the traffic
counts. The two kinds of relationships could affect the accu-
racy of the OD demand estimation. In practice, the spatial
relationship leads to a class of optimization problem named
counting location (or sensor location) problem. This kind
of problem explicitly addresses the issue of where to put
the counting sensor so as to achieve sufficient OD demand
information with minimal number of sensors.
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FIGURE 6. Illustration on the five cases for the calculation of the travel time recursive function (10).

TABLE 3. Network characteristics.

Sensor location problem has achieved lots of attention in
the literature. In this example, several sensitivity tests are
carried out to shown the spatial effects of the accuracy of

time-dependent OD estimation. To do so, 4 scenarios with
different counting locations (observed links) are set as shown
in Figure 8. It can be seen from Figure 8 that different
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FIGURE 7. Illustrative example.

TABLE 4. Observed time-dependent link flow.

TABLE 5. Time-dependent travel speed from JTIS.

counting locations resulted in different estimation errors. For
example, when two counting locations are used (say observed
links 2 and 3), the estimated time-dependent OD demands
are almost equal to the actual ones with PRMSE= 0%. Even
if for scenarios of one counting location, the PRMSEs are
different. For example, when traffic counts of link 1 is used,
the PRMSE = 21.5%, whereas PRMSE = 6.4% if traffic
counts of link 2 is used. This example evidenced that the

counting locations have significant effects of the estimation
error of time-dependent OD demands.

2) TEMPORAL EFFECTS OF THE ACCURACY OF
TIME-DEPENDENT OD DEMAND ESTIMATION
The temporal relationship between the time-dependent OD
demands and the traffic counts should also be considered
when using the proposed model in practice. As discussed in
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TABLE 6. Actual and prior time-dependent OD demands.

TABLE 7. Estimated time-dependent path choice proportion.

TABLE 8. Resultant time-dependent OD demands under different values of n1.

the model formulation, the number of time intervals for the
observed link flows, n2, is usually greater than n1, which is the
number of time intervals for estimated OD demands. Other-
wise, the observed data is not sufficient enough to capture the
information of requested time-dependent OD demand. This
can be evidenced by the results shown in

Table 8. In this example, it is assumed that n1 = 5, i.e.,
5 time intervals OD demands are requested to be estimated.
Traffic counts of link 2 are used in this example. It can be
seen that the PRMSE of the estimated time-dependent OD
demand decreases as the n2 increases. That is to say that
the more the temporal data used, the higher the accuracy of
estimation.

3) EFFECTS OF ACCURACY OF OBSERVED DATA
1) In the above two examples, it is assumed that the net-

work is under very ideal condition. Specifically, it is
assumed that after 8:10 there is no traffic flow depar-
ture from the two origin nodes as shown in Table 4.
Thus, the observed counts in Table 4 only carry the

information of the time-dependent OD demands from
8:00 to 8:10. However, such ideal condition may not
hold in reality. For example, there exist traffic flows
starting from the origin nodes from 8:10 to 8:14 as
shown in Table 9. In this table, the link flowwithout dis-
turbance is shown in parentheses if this link flow suffers
from disturbance. It can be seen that the observed traffic
counts under the two conditions, i.e., with and with-
out disturbances, are different. For instance, the dis-
turbed traffic counts for on link 2 during time interval
8:10-8:12 is 47.9 pcu/min, while the one without dis-
turbance is 37.1 pcu/min. In this example, it is assumed
that the traffic counts in link 2 are observed with
n1 = 5 and n2 = 7. The corresponding results
are shown in Table 10. It can be seen that estimation
error increases from 6.4% to 17.7% when there is
disturbance in the observed data. And the resultant OD
demand in the last time interval (8:00-8:10) is the most
inaccurate one. This phenomenon also indicates what
how to deal with the disturbances in observations in
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FIGURE 8. Resultant time-dependent OD demands of different scenarios on observed link.

an important issue for the application of the proposed
model.

B. EXAMPLE 2: MEDIUM-SIZED EXAMPLE
The well-known medium-sized Sioux Falls network as
shown in Figure 9 is used to illustrate the efficiency the
proposed solution algorithm. This example network consists

of 24 nodes and 76 links. The dispersion parameter in SDUO
is set as θ = 1. The travel speed information (every
two minutes) for this example network is randomly gen-
erated, which is omitted in this paper due to the length
limitation. 152 paths are initially generated for the 96 OD
pairs (Origin nodes: 1, 2, 4 and 5, Destination nodes:
13, 20, 21 and 24; Origin nodes: 13, 20, 21 and 24,
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TABLE 9. Observed time-dependent link flow with disturbance.

TABLE 10. Resultant time-dependent OD demand of different scenarios with respect to the accuracy of traffic flow data (observed link no.: 2).

FIGURE 9. Sioux Falls network.

Destination nodes: 1, 2, 4 and 5; Origin nodes: 6, 7, 8 and 18,
Destination nodes: 3, 12, 14 and 23; Origin nodes: 3, 12,
14 and 23, Destination nodes: 6, 7, 8 and 18;Origin nodes:
9, 10, 11 and 16, Destination nodes: 15, 17, 19 and 22;

Origin nodes: 15, 17, 19 and 22, Destination nodes: 9, 10,
11 and 16). The path set is assumed to be fixed. It is assumed
that the traffic counts on all 76 links can be observed.

As the number of OD pairs is greater than the number
of links, the historical time-dependent OD demand informa-
tion is used in this paper. Specifically, it is assumed that
γ = 0.5. The historical time-dependent OD demand is
set as identical to the actual time-dependent OD demand.
The stopping tolerance criteria τ is set to be 0.001. The
estimation errors are PRMSE = 5.6%. Details of the
results are omitted. The proposed model was solved using
Matlab code on a laptop (Intel(R) Core(TM) i3-3120M
CPU@2.50GHz ×2, RAM 8G). The CPU time is about
977 seconds. It was also found that if the historical data
(γ = 1) is not used for this network, multiple solutions
existed. This phenomenon is reasonable. When number of
OD pairs is greater than the number links, it is impossible
to uniquely identify the optimal OD demand matrix. That is
to say, this problem of identifiability, which is regarded as a
common difficulty of OD estimation, still exists in our model.
How to overcome this difficulty reveals significant investiga-
tion in the further studies. It is evidenced from this example
that proposed algorithm can be applied to a medium-sized
network.

V. CONCLUSIONS AND FURTHER STUDIES
A two-stage model has been proposed in this paper for esti-
mation of day-to-day OD demands using off-line traffic data
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from real-time travel information system. In stage I, a travel
time recursive function has been proposed to use the travel
speed data in Hong Kong JTIS for the investigation of the
spatial and temporal relationships between time-dependent
OD demands and traffic counts. As such, the time-consuming
DTA process is not required. Thus, it has the potential for
implementation in large-scale road networks. In stage II,
a least-squares method is adopted to formulate the time-
dependent OD demand estimation problem as a quadratic
programming model. The solution existence and uniqueness
conditions of the proposed model have been proved. The
two-stage model can be easily solved as there is no feed back
between the two stages. Numerical examples have demon-
strated the spatial and temporal effects of the accuracy of
time-dependent OD demand estimation. It was also found that
the accuracy of observed data can influence the estimation
errors of the proposed model.

On the basis of the model proposed in this paper, the fol-
lowing extensions can be envisaged.

As indicated in the numerical examples, spatial and tem-
poral distributions of observed traffic counts can influence
results of the model. In view of this, it could be interesting
to further investigate how to optimize the traffic counting
locations and how to determine observed time intervals for
data collection.
• How to use the real data in a large-scale network to
validate the model’s results as well as conduct the com-
passion [47] with traditional DTA-based models reveals
further investigations. Some newly developed solution
algorithms for VI could be adopted to solve the DTA for
high computational efficiency [48]–[50].

• In our model the accuracy of the speed information
directly influences the accuracy of the time-dependent
OD demand estimation. To collect accurate speed infor-
mation, many detectors are required to detect various
kinds of travel speeds, particularly in a congested link.
This could raise another research topic on how to locate
the detector so as to achieve sufficient speed informa-
tion. Such topic would be an interesting extension of this
paper.

• Assumption A3 may limit the application of the pro-
posed method to certain network. In this paper, this
assumption is made for mathematical convenience.
Further studies could be carried out to relax this assump-
tion so as to make the proposedmodel more closed to the
real situation.

• In this paper, SDUO assumption for path choice is
adopted. However, there are several other assumptions
for dynamic path choice behaviors, such as dynamic
user-optimal principle and reliability-based stochastic-
dynamic-user-equilibrium [51], [52]. All the assump-
tions can also be applied in the proposed as an extension
of the proposed model by modifying Equation (8).

• The proposed time-dependent OD demand estimation
model has the potential for implementation in large-
scale road networks. Then, it can be applied to path

finding problem under network uncertainty and network
design [53]–[63].

• It is assumed that the path set is pre-determined and fixed
for all time intervals. In reality, the path set between an
OD pair may be changed for different time intervals.
The proposed model should be extended to relax this
assumption for accounting the time-dependent path set
for OD estimation problem.
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