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ABSTRACT This paper presents a neural network model for a knowledge base (KB)-based single-relation
question answering (SR-QA). This model is composed of two main modules, i.e., entity linking and relation
detection. In each module, an embedding vector is computed from the input question sentence to calculate its
similarity scores with entity candidates or relation candidates. This paper focuses on attention-based question
representation in SR-QA. In the entity linking module, two attentive pooling methods, inner-sentence
attention and structure attention, are employed to derive question embeddings, and their performances
are compared in experiments. In the relation detection module, a new attentive pooling structure, named
multilevel target attention (MLTA), is proposed to utilize the multilevel descriptions of relations. In this
structure, the attention weights for aggregating the hidden states of question sentences are calculated using
relation candidates as queries at the relation level, word level, and character level. Then, the similarity scores
for relation detection are computed by matching questions to relation candidates at all three levels. The
experimental results show that our proposed model achieves a state-of-the-art accuracy of 82.29% on the
simple questions dataset. Furthermore, the results of ablation tests demonstrate the effectiveness of our
proposed MLTA method for question representation.

INDEX TERMS Knowledge base question answering, entity linking, relation detection, attention mecha-
nism.

I. INTRODUCTION
Question answering is a popular natural language
processing (NLP) topic with a long research history. It has
various forms, such as synthetic question answering [1], read-
ing comprehension [2] and knowledge base-based question
answering (KB-QA), according towhat kinds of resources are
utilized to generate or extract answers. This paper studies the
KB-QA tasks that aim at answering factoid natural language
questions using the triples in knowledge bases (KBs), such as
Freebase [3] and DBpedia [4].

The KB-QA tasks can be further divided into two main
categories, i.e., single-relation question answering (SR-QA)
[5]–[8] and multi-relation question answering (MR-QA)
[9]–[11], according to howmany triples in KBs are necessary
to answer each question. The facts in Freebase and other
KBs are usually organized as subject-relation-object triples,
such as (Avatar, /film/film/directed_by, James Cameron),
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where both subject and object are usually entities.
Each single-relation question can be answered using
only one triple. For example, to answer the question
‘‘Where was Barack Obama born?’’, people only need to find
the triple (BarackObama, /people/person/place_of _birth,
the United States) and then obtain the final answer
‘‘the United States’’. Single-relation questions are the most
common form of questions found in search query logs and
community question answering websites [5]. Different from
SR-QA, MR-QA contends with more complicated questions
that need more than one triple to obtain each answer.

This paper focuses on KB-based SR-QA tasks and presents
an end-to-end neural network model for SR-QA. Accord-
ing to previous studies [6], [8], [12], the models for SR-QA
usually involve two main procedures, i.e., entity linking and
relation detection. Each question always corresponds to a
topic entity, i.e., a subject of a triple in KBs that represents
the topic of the question (e.g., a person, a place, a film, etc.).
The entity linking procedure aims to find the topic entity from
a set of candidates for each question. Previous methods for
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entity linking include parsing the input questions into logical
forms [6], [13]–[15] or representing questions and entities
with embedding vectors for similarity scoring [8], [16]. This
paper follows the framework of vector space modeling and
converts each question into an embedding vector to find its
topic entity. Two attentive pooling methods, inner-sentence
attention [17] and structure attention [18], are employed to
derive question embeddings, and their performances are com-
pared by experiments.

After entity linking, relation detection is concerned with
identifying a KB relation that each question refers to. The
main challenge of relation detection is that relations are
usually expressed in diversified and implicit ways. In pre-
vious studies, the question embeddings for relation detec-
tion were usually computed by simple mean/max pooling
after sequential encoding [12], [19], [20] or attentive pooling
using the predicted topic entities as queries [8], [16]. This
paper proposes a multilevel target attention (MLTA) method
to improve the question representation for relation detec-
tion. Instead of using topic entities as queries for attentive
pooling [8], [16], MLTA adopts the embeddings of relation
candidates as queries to calculate attention weights. This
approach leads to relation-dependent question embeddings
and helps to specifically match the question to each relation
candidate. Furthermore, the hierarchical information car-
ried by each relation is utilized to generate relation embed-
dings at the character level, word level and relation level.
Finally, the similarity score for relation detection is calculated
between the multilevel embedding vectors of each relation
candidate and the relation-dependent embedding vector of
the question. In our proposed model, the entity linking pro-
cedure and the relation detection procedure share the same
bidirectional LSTM (BiLSTM) layers for question encoding,
and all model parameters are estimated simultaneously using
training samples.

Our main contributions in this paper are threefold.
First, an end-to-end neural network model for knowledge
base-based single-relation question answering is designed.
Second, a multilevel target attention method is proposed,
which derives relation-dependent question embeddings uti-
lizing the multilevel descriptions of relations. Third, a state-
of-the-art accuracy of 82.29% on the SimpleQuestions
dataset [7] is achieved using our proposed method.

In the next section, some related studies on Freebase,
KB-QA and attention-based sentence embedding are briefly
reviewed. Section III describes the proposed model archi-
tecture in detail. Section IV introduces the implementations
of our proposed methods for training and inference. The
experimental results and analysis are shown in Section V.
Section VI draws conclusions and discusses our future work.

II. RELATED WORK
A. THE STRUCTURE OF FREEBASE
In recent years, many studies were conducted to utilize
well-structured knowledge bases as external resources to

support question answering. The knowledge bases can be
built manually or by mining text corpora [21], [22]. Free-
base is one of the most popular knowledge bases used
in KB-QA tasks, which is a collaboratively created graph
database for structuring human knowledge. It contains more
than 125,000,000 tuples, more than 4,000 types and more
than 7,000 properties. Because the HTTP-based graph-query
API of Freebase has been closed, recent studies use Free-
base through the data dump file1 directly, which contains
more than 3 billion facts. The facts in the Freebase dump
file are represented by subject-relation-object triples, such
as ‘‘/m/0f819c, /location/country/capital, /m/05qtj’’. The sub-
ject is an internationalized resource identifier (IRI) or a blank
node. The relation is usually an IRI. The object is an IRI,
a literal value or a blank node. Noticing that all the subjects
and objects in triples are not represented as natural language,
researchers need to translate them into natural language
with the help of a common relation ‘‘/type/object/name’’.
For example, the entity ‘‘/m/0f819c’’ can be translated into
‘‘France’’ using the triple ‘‘/m/0f819c, /type/object/name,
France’’. The translated Freebase triples are widely used in
many KB-related tasks, such as knowledge graph reasoning,
link prediction and KB-QA.

The relations in Freebase are organized using a hierarchical
structure as domain → type → topic. A domain or a
type is usually represented by a single word. A topic can be
further split into multiple words. For example, the relation
with a name ‘‘/people/person/place_of_birth’’ belongs to the
domain of ‘‘people’’ and the type of ‘‘person’’. Its topic is
‘‘place_of_birth’’ which contains three words, i.e., ‘‘place’’,
‘‘of’’ and ‘‘birth’’. In this paper, the relation-level, word-level
and character-level descriptions of relations are utilized to
design the MLTA method for relation detection.

B. KB-QA
The goal of KB-QA is to automatically extract answers from a
given knowledge base for input questions. There are two con-
ventional approaches to KB-QA, semantic parsing [23]–[27]
and information retrieval [7], [10], [11], [14], [28], [29]. The
first approach constructs a semantic parser to convert each
natural language question into a structured expression, e.g.,
a logical form, to obtain the answer. The second approach
searches answers from knowledge bases using the text infor-
mation conveyed by questions.

With the development of deep learning in recent years, neu-
ral networks have been introduced to KB-QA [8]. A widely
used dataset for KB-based single-relation question answering
(SR-QA) research is SimpleQuestions, which was proposed
by Bordes et al. [7]. They also set up a baseline model for
this dataset usingmemory networks (MemNN). TheMemNN
model first parsed Freebase and stored it in memory. Then,
the similarity scores between the input questions and the
Freebase facts were calculated to obtain answers. He et al. [8]
proposed a character-level encoder-decoder neural network

1https://developers.google.com/freebase/data.
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with attentions for SR-QA. An attentive long short-term
memory (LSTM) layer [30] was adopted to encode each input
question, and another two-layer LSTM was built for decod-
ing in order to determine the best topic entity and relation
among all candidates. Yin et al. [19] improved He’s work
with an attentive max-pooling convolutional neural network
(AMPCNN). The AMPCNN model also encoded each input
question into a semantic vector that was further fed into the
ranking process. Lukovniokov et al. [20] encoded each word
in the input questions with gated recurrent units (GRU) [31]
at both the character level and word level and then fed
them into another GRU layer to generate the final seman-
tic vector for each question. Mohammed et al. [15] tested
different models for subject and relation encoding, and they
finally chose bidirectional LSTM (BiLSTM) as their subject
encoder and bidirectional GRU as their relation encoder.
Yu et al. [12] focused on relation detection, and they encoded
questions at the word level using a two-layer BiLSTM and
encoded the relations at both the relation level and word level.
Zhang et al. [32] improved Yu’s work and still focused on
relation detection. They encoded questions with a soft atten-
tion by treating the relation words as queries. However, they
just considered word-level representations, and the attention
results were fed into a comparison CNN layer for further
feature extraction.

This paper follows the neural network-based approach to
SR-QA and focuses on attention-based question representa-
tion. The details are introduced in the next subsection.

C. ATTENTION-BASED SENTENCE EMBEDDING
Attention mechanisms have been successfully applied to
obtain sentence embeddings in many NLP tasks. With the
help of an attention mechanism, the sentence embedding
module can flexibly select informative parts of input sen-
tences to derive sentence representations. The related stud-
ies can be divided into two categories: the attentive neural
network (i.e., designing a neural network with attention to
generate a sequence of hidden representations for an input
sentence) and attentive pooling (i.e., employing attention as
a pooling method to represent each sentence as a single
vector).

Cheng et al. [33] proposed an attentive neural network
called LSTMN that calculated the attention between a cer-
tain word and its previous words at each step of an LSTM.
Vaswani et al. [34] processed a self-attention network which
used multihead scaled dot product attention to represent each
word in sentences. Shen et al. [35] integrated the attention
mechanism into reinforcement learning and proposed a rein-
forcement self-attention network.

Regarding attentive pooling, Liu et al. [17] proposed an
inner-sentence attention method that calculated scalar atten-
tion weights between every word in a sentence and their
mean-pooling vector. Lin et al. [18] proposed a structure
attention method for sentence embedding that utilized only
LSTM states as inputs and calculated attention weights
using a multilayer perceptron (MLP). Chen et al. [36]

proposed a generalized pooling method, which included
vector-based multihead self-attention and some penalization
terms.

In previous studies on SR-QA, the single vector represen-
tations of input questions were usually obtained by applying
mean pooling or max pooling to the output of sequential
question encoders [12], [19]. There were very few studies
that adopted attentive pooling to build the question encoders
for SR-QA. One example is that He and Gohub [8] used a
zero vector and the predicated topic entity as attention queries
for attentive pooling in entity linking and relation detec-
tion, respectively. Another related study is the cross-attention
approach [9], which was proposed for MR-QA and utilized
the characteristics of target answers as queries for the atten-
tive pooling of input questions.

This paper investigates the effectiveness of applying atten-
tive pooling methods to question representation in SR-QA. In
the entity linking module, inner-sentence attention [17] and
structure attention [18] are employed to derive the embedding
vectors of questions, and their performances are compared
in experiments. In the relation detection module, we propose
a new attention structure, named multilevel target attention
(MLTA), to make better use of the hierarchical information
carried by relations. In this structure, the attention weights for
aggregating the hidden states of question sentences are calcu-
lated using each relation candidate as a query at the relation
level, word level and character level, and relation-dependent
question embeddings are obtained. A similar idea of utilizing
the multitype data of entities was developed for obtaining
entity embeddings in previous work [37]. Compared with
the method proposed by He and Gohub [8], the MLTA
method adopts relation candidates instead of topic entities
as queries for the attentive pooling of questions. Compared
with the cross-attention approach [9], this paper focuses on
SR-QA instead of MR-QA, and our MLTA method further
utilizes the multilevel descriptions of relations for question
representation.

III. MODEL ARCHITECTURE
A. OVERVIEW
The overall flowchart of our proposed SR-QA method is
shown in Fig. 1. The entity linking module first determines
the optimal subject (i.e., topic entity) by calculating sim-
ilarity scores between the embedding vector of the input
question and the embedding vectors of all topic entity can-
didates. Then, the relations that link with the optimal sub-
ject are extracted from KB as relation candidates and are
represented as embedding vectors at the relation level, word
level and character level. These multilevel representations
of relation candidates are used to derive relation-dependent
question embeddings and to calculate the similarity scores
between each question and its relation candidates. The rela-
tion candidate with the highest similarity score is selected
to determine a triple in the KB that can answer the input
question.
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FIGURE 1. The overall flowchart of our proposed SR-QA method. After
entity linking and relation detection, a triple in Freebase is determined
that can answer the input question.

FIGURE 2. The model architecture of the entity linking module.

B. ENTITY LINKING
The entity linking module is composed of three main parts,
i.e., question encoder for generating question embeddings,
subject encoder for generating subject embeddings and a sim-
ilarity function for calculating the similarity scores between
each question and its subject candidates. Its detailed architec-
ture is shown in Fig. 2.

1) QUESTION ENCODER
To address the out-of-vocabulary problem, each question is
written as a character sequence that forms the input of the
question encoder. A character embedding matrix Ec ∈ Rvc×d

is employed to obtain the embedding vector for each charac-
ter. Here, d means the dimension of character embeddings,
and vc is the vocabulary size. Ec is randomly initialized and
updated during training. Then, the character embeddings are
fed into a two-layer BiLSTM [38]. The output qt of the
second-layer of BiLSTM at the t-th step is treated as the
representation of the t-th character in the question, which can
be written as

qt = [qft ; q
b
t ] = [ϕ1t , · · · , ϕ

d
2
t , ϕ

d+1
2

t , · · · , ϕdt ], (1)

where qft and qbt stand for the outputs of forward and back-
ward units in BiLSTM, respectively, and the dimension d of

BiLSTM outputs is identical to the dimension of character
embeddings.

After obtaining qt , a pooling process is necessary to aggre-
gate all character embedding vectors into a single question
embedding vector. Two attentive pooling methods are com-
pared in this part as follows.

• Inner-sentence attention The inner-sentence attention
method was proposed by Liu et al. [17]. When applying
it to the question encoder for entity linking, we first cal-
culate the average vector of all characters in the question
as

q̄ =

Nq∑
t=1

qt

Nq
, (2)

where Nq is the number of characters in the question.
Then, the attention weights α = [α1, · · · , αNq ]

> are cal-
culated using a perceptron between the average vector
and each character vector and are further used to obtain
the single vector representation q̃e of the input question.
The calculations can be formulated as

α = softmax(v>a tanh(Waqt + Uaq̄)), (3)

q̃e =
Nq∑
t=1

αtqt , (4)

where {Wa,Ua} ∈ Rm×d and va ∈ Rm×1.
• Structure attention The structure attention method was
proposed by Lin et al. [18]. In our implementation,
the weights of structure attention with multiple heads are
calculated as

A = softmax(V>a tanh(Waqt )), (5)

where Wa ∈ Rm×d , Va ∈ Rm×K , A ∈ RK×Nq ,
and K denotes the number of heads. Then, the vector
representation of the input question is calculated as

q̃e = reshape(A[q1, · · · , qNq ]), (6)

where the function reshape() converts amatrix ofK rows
and d columns into a vector of Kd elements.

After attentive pooling using either inner-sentence atten-
tion or structure attention, a feedforward layer is applied to
q̃e to obtain the final question representation qe ∈ Rd for
entity linking. The feedforward layer is designed following
the one used in He’s work [8].

2) SUBJECT ENCODER
Because the entity names in KBs are usually simple words
of phrases, a character-level one-layer BiLSIM together with
a mean-pooling layer are adopted to extract the embedding
vector ei ∈ Rd for the i-the subject in the candidate set,
as shown in Fig. 2.

46776 VOLUME 7, 2019



R.-Z. Wang et al.: KB Question Answering With Attentive Pooling for Question Representation

FIGURE 3. The model architecture of the relation detection module with our proposed multilevel target attention
(MLTA).

3) SIMILARITY FUNCTION
Finally, we calculate the similarity score SE i between the
input question and the i-th subject candidate using a cosine
similarity function together with a Softmax function, which
can be written as

SE i =
exp(cos(qe, ei))∑M
k=1 exp(cos(qe, ek ))

, (7)

where M is the number of subject candidates. The subject
candidate with the highest similarity score is determined as
the topic entity of the input question.

C. RELATION DETECTION
The detailed architecture of the relation detection module
is shown in Fig. 3. Similar to entity linking, this module is
also composed of three main parts, i.e., a multilevel relation
encoder, a question encoder with multilevel target attention
(MLTA), and a similarity function for relation prediction.

1) MULTILEVEL RELATION ENCODER
As shown in Fig. 3, each relation is encoded at three different
levels including relation level, word level and character level.
The relation level considers each relation as a whole, the word
level describes each relation name as a sequence of words
separated by some symbols such as ‘‘/’’ and ‘‘_’’, and the
character level converts each relation name into a sequence
of characters. For example, the word-level description of
the relation with name ‘‘/people/person/place_of_birth’’ is a
word sequence {/, people, /, person, /, place, _, of , _, birth}
and the character-level description is a character sequence
{p, e, o, p, l, e, /, p, e, r, s, o, n, /, p, l, a, c, e, _, o, f , _, b, i,
r, t, h}.

For each relation, we first apply the embedding matrices of
different levels to its three-level descriptions. These embed-
ding matrices are all initialized randomly and are updated
during model training. Then, three one-layer BiLSTMs are
built to encode the relation at different levels.2 The hidden
states of the forward and backward LSTMs at each step are
concatenated as

h(x)j= [h
f
(x)j
;hb(x)j ]= [h

1
j , h

2
j , · · · , h

d
2
j , h

d
2+1
j , · · · , hdj ], (8)

where (x) ∈ {rl,wd, ch}, j ∈ {1, · · · ,N(x)}, N(x) stands for
the sequence lengths at level (x), and Nrl is always 1. Further,
the hidden state sequences at different levels can be written
as

Hr
(x) = [h(x)1

>, · · · ,h(x)N(x)
>], (9)

with Hr
(x) ∈ Rd×N(x) .

After that, the hidden state sequences are sent into
a mean-pooling layer to obtain the embedding vectors
{rrl, rwd , rch} of each relation candidate at the relation level,
word level, and character level, respectively, where r(x) ∈ Rd

and (x) ∈ {rl,wd, ch}. Using the word level as an example,
the mean-pooling mechanism can be formulated as

r i =

Nwd∑
n=1

hin

Nwd
, (10)

rwd = [r1, r2, · · · , rd ], (11)

where Nwd is the word number in the candidate relation, and
d is the dimension of BiLSTM outputs.

2 To apply the unified BiLSTM structure to all three levels, the embedded
relation-level description is treated as a sequence with length 1.
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2) QUESTION ENCODER WITH MLTA
The question encoder for relation detection shares the char-
acter embedding matrix and the two-layer character-level
BiLSTM used in the question encoder for entity linking. In
other words, the sequences of qt in Eq. (1) are also used here
to derive the single-vector representations of questions for
relation detection.

In previous studies on SR-QA, mean pooling or max
pooling was popularly employed to obtain the embedding
vector of each question for relation detection [12], [19]. To
describe the similarity between the question and each rela-
tion candidate in a more specific way, a multilevel target
attention (MLTA) structure is proposed in this paper. In this
structure, themultilevel representations of relation candidates
are employed as queries to aggregate the sequence of qt into a
single vector. Thus, relation-dependent question embeddings
are obtained.

For each relation candidate, its embedding vectors
{rrl, rwd , rch}, given by the multilevel relation encoder, are
adopted as the query vectors to calculate the attention weights
at the relation level, word level, and character level, respec-
tively. The calculation of attention weights can be written as

α(x) = softmax(v(x)a
>
tanh(W (x)

a qt + U
(x)
a r(x))), (12)

where (x) ∈ {rl,wd, ch}, {W (x)
a ,U

(x)
a } ∈ Rm×d , and v(x)a ∈

Rm×1. Subsequently, these attention weights are employed to
derive the embedding vectors of the question as follows:

q(x)r =
Nq∑
t=1

α
(x)
t qt , (13)

where q(x)r ∈ {qrlr , q
wd
r , qchr } stand for the embedding vectors

of the question for matching the relation candidate at the
relation level, word level, and character level, respectively.

3) SIMILARITY FUNCTION FOR RELATION PREDICTION
For each relation candidate, its similarity scores with the
input question are first calculated at different levels using
{qrlr , q

wd
r , qchr } and {r

rl , rwd , rch}. The similarity function used
here is the same as the one for entity linking, i.e.,

SR(x)j =
exp(cos(q(x)r , r

(x)
j ))∑N

k=1 exp(cos(q
(x)
r , r

(x)
k ))

, (14)

where j is the index of relation candidates and N is the total
number of relation candidates. Then, the similarity scores at
three levels are averaged to generate the final similarity score
for each relation candidate as

SRj =

∑
x
SR(x)j

3
. (15)

The relation candidate with the highest similarity score is
selected and combined with the topic entity to determine a
triple in KB, whose object is the answer of the input question.

IV. TRAINING AND INFERENCE
A. TRAINING
The entity linking module and the relation detection module
are jointly trained in an end-to-end manner. The training
criterion is to minimize the negative log likelihood (NLL) of
training samples. For each training sample {q, sg, rg}, where q
is the question, sg and rg are the indexes of the golden subject
and the golden relation labeled for the question, and its NLL
is calculated as

L{q,sg,rg} = −log(SEsg · SRrg ), (16)

where SEsg and SRrg are calculated using Eqs. (7) and (15).

B. INFERENCE
At the testing stage, for each question q, we first generate a
candidate set {s} for entity linking. Then, a candidate set {r}
for relation detection is constructed by merging the relations
attached to each subject candidate in the KB. The details of
candidate generation are introduced in the next section. The
indexes of the optimal subject-relation pair are predicted as

(i∗, j∗) = argmaxi,j(SEi · SRj). (17)

In our implementation, Eq. (17) is solved by greedy search,
i.e., determining the optimal subject first and then discarding
other subject candidates when building {r}. We also tried the
beam search strategy by keeping more than one subject for
relation detection. However, preliminary experimental results
showed that there was no significant benefit of beam search.

V. EXPERIMENTS
A. DATASET AND EXPERIMENTAL SETTINGS
1) DATASET
The SimpleQuestions dataset [7] was adopted for evalua-
tion in this paper. The original SimpleQuestions dataset
consisted of 108,442 single-relation questions and their
corresponding triples (subject, relation, answer) in Free-
base. Conventionally, this dataset was split into a train-
ing set of 75,910 question-triple pairs, a validation set
of 10,845 pairs, and a test set of 21,687 pairs. Two subsets
of Freebase, Freebase2M (FB2M) and Freebase5M (FB5M),
were used for answer extraction. These two KBs contained
approximately 2 million and 5 million entities, respectively.

2) CANDIDATE GENERATION
The original subjects and answers in the SimpleQuestions
dataset were in the format of machine IDs (MIDs),3 which
were not suitable for natural language processing. Thus,
we converted all MIDs into natural language forms for candi-
date generation. The main steps of generating candidate sets
are described as follows.4

3MID is one of the IRI forms mentioned in Section II.A.
4There were no publicly available candidate sets for SimpleQuestions

released by previous studies. Our candidate sets are available at
https://drive.google.com/open?id=1i9ARCcvVX3PhdrR8lAnMk_uHFrS_
a6DE.
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TABLE 1. Some statistics on the datasets used for experiments and the results of candidate generation.

• A MID-to-name mapping table was first built for all
the subjects that appeared in FB2M or FB5M using the
relation ‘‘/type/object/name’’.

• For a question in the SimpleQuestions dataset, each
name in the MID-to-name mapping table that was a
substring of the question was considered as its subject
candidate. To reduce redundancy, the name that was
a substring of another name in the candidate set was
removed.

• For each subject candidate, all the relations directly
linkingwith it in FB2Mor FB5Mwere treated as relation
candidates.

Some statistics on the datasets used for the experiments and
the results of candidate generation are shown in Table 1. The
number of training and validation samples were less than the
original ones for two reasons. First, there were some ques-
tions that had missing golden subjects in the MID-to-name
mapping table. Second, there were questions whose golden
subjects or golden relations were missing in the candidate
sets. Although the test set also contained such questions,
we retained them and labeled them as incorrect ones during
the test for fair comparisons with other studies.

In Table 1, the questions with missing subjects means those
questions whose golden subjects cannot be found in the sub-
ject candidates of these questions. The questions withmissing
relations means those questions whose golden subjects are in
candidate sets but whose golden relations cannot be found in
relation candidates. The average number of subjects means
the average number of subject candidates for all questions in
each set. The average number of relations means the average
number of relation candidates linking with the golden sub-
jects for all questions in each set. Since the scale of FB5Mwas
larger than that of FB2M, it is reasonable that FB5M yielded
more subject candidates and relation candidates than FB2M.

3) EXPERIMENTAL SETTINGS
The hidden units of both forward and backward LSTMs
in all BiLSTMs were 100, and the output dimensions of
all BiLSTMs were 200. For a multilevel relation encoder,
we counted the frequencies of all relations, words, and char-
acters in the training set and chose the top 8,000 relations,
5,000 words, and 150 characters to form the dictionaries
of embedding matrices. The dimensions of the embedding
matrices were 200. All the hyperparameters of the built

TABLE 2. The test set accuracies (%) of different methods.

TABLE 3. The test set accuracies (%) of using different pooling strategies
to build the question encoder for entity linking.

network were determined according to the performance of
some preliminary experiments on the validation set. All
model parameters were initialized by sampling from a stan-
dard Gaussian distribution. Adadelta was adopted for opti-
mization, and minibatches were utilized. The max epoch was
set as 50, and an early stop strategy was adopted with a
patience number of 3. The model training cost two days on
a GTX1080 GPU.5

B. RESULTS
1) THE EFFECTIVENESS OF THE PROPOSED METHOD
To evaluate the effectiveness of our proposed method,
we compared our method with previous studies using the
SimpleQuestions dataset, and the question answering accu-
racies on the test set are shown in Table 2. In this table,
the MemNN-Ensemble model [7] provided the first results
on the SimpleQuestions dataset, which used a memory net-
work to remember Freebase facts and simply calculated
the similarity scores between questions and Freebase facts.

5Our code and data are available at https://github.com/runzewang/
target-att.
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TABLE 4. The test set accuracies (%) of ablation analysis on the question encoder for relation detection.

The character attention method [8] adopted a character-level
encoder-decoder model and utilized the attention mecha-
nism at the decoder layer. The GRU method [20] encoded
each word in the input question with a GRU at both the
character level and word level and then fed them into
another GRU for generating the final question representa-
tions. The BiLSTM+BiGRU method [15] built a BiLSTM
as the subject encoder and a BiGRU as the relation encoder.
The STAGG method [13] followed the semantic parsing
approach and converted each question into a query graph.
The AMPCNN method [19] used an attentive convolutional
neural network that implanted the attention mechanism into
the CNN mechanism for question encoding. The multidetec-
tor method [12] only focused on relation detection. It first
encoded questions at two levels, i.e., the relation level and
word level, and then simply calculated the similarity scores
between each question and its relation candidates. Our pro-
posed method adopted structure attention with K = 1 in the
question encoder for entity linking and MLTA in the question
encoder for relation detection.

From Table 2, we can see that our method outperformed
all previous methods and improved the state-of-the art test
set accuracy of the SimpleQuestions dataset from 78.7% to
82.29%. Since our method achieved slightly better perfor-
mance on FB5M than on FB2M, the following analytical
experiments were conducted only on FB5M.

2) COMPARISON OF QUESTION ENCODERS
FOR ENTITY LINKING
The performances of using different pooling strategies to
build the question encoder for entity linking were compared
with experiments. The results are shown in Table 3. In this
table, entity accuracy and relation accuracy mean the percent-
ages of test samples whose topic entities and relations were
correctly predicted, respectively. In addition, joint accuracy
means the percentage that both of them were correctly pre-
dicted, i.e., the accuracy shown in Table 2.

From this table, we can see that the structure attention
with K = 3 achieved the best performance on entity linking,
while the structure attention with K = 1 achieved the highest

joint accuracy. One reason for this inconsistency was that the
question embedding matrix and the two-layer BiLSTMswere
shared by both of the question encoders for entity linking
and relation detection, and all model parameters were esti-
mated jointly in an end-to-end manner. Thus, changing the
pooling strategy in the question encoder for entity linking
may also influence the accuracy of relation detection. Finally,
we adopted the structure attention with K = 1 in the ques-
tion encoder for entity linking because it achieved the best
joint accuracy among all mean-pooling and attentive-pooling
strategies.

3) ABLATION ANALYSIS ON RELATION DETECTION
To evaluate the effectiveness of the MLTA method proposed
in this paper, ablation analysis was conducted by removing
different levels in MLTA and replacing MLTA with other
pooling strategies in the question encoder for relation detec-
tion. The results are shown in Table 4.

From this table, we can see that when using single-level
representation in MLTA, the character level and word
level achieved a similar performance, while the relation
level achieved worse performance. When using two lev-
els, combining the relation-level and character-level rep-
resentations achieved the best performance. We can also
find that using word-level and character-level representa-
tions jointly did not improve the performance of using a
single one of them. Adding relation-level representation to
character-level or word-level representation achieved signifi-
cant improvement. These results implied that word-level and
character-level representations may contain similar informa-
tion for relation detection, while the relation-level represen-
tation can provide some additional information to them. The
relation accuracy and the joint accuracy achieved the best
performance when using all of the three levels jointly in
MLTA.

We sampled one question in the test set that was answered
correctly when using the MLTA model with all three levels
but was answered incorrectly when using MLTA with only
one or two levels. The results are shown in Table 5. For the
question what do they speak on dance your ass off?, the topic
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FIGURE 4. Attention weights on the character sequences of two test questions calculated by MLTA for relation detection. For each question, the results of
the golden relation and a negative relation are shown. (a) Nantucket, Massachusetts, is an island in which body of water?. (b) Which baseball team
belongs to an intercounty baseball league?.

TABLE 5. The predicted relations for the question ‘‘what do they speak
on dance your ass off?’’ using MLTA models with different levels. For this
question, all models predicted the topic entity dance your ass off
correctly. The golden relation is /tv/tv_program/languages, which is
predicted correctly only when the MLTA model considers all three levels.

entity dance your ass off was linked with many relations
in the KB. Some relations were about television programs,
while some were music-related. The most important phrase
in the question for relation detection was speak on, which
supported the golden relation tv/tv_program/languages in an
implicit way. When using only single-level representation
in MLTA, all models incorrectly predicted the relation as
a music-related one, as shown in the last three rows of
Table 5. When using relation-level and word-level repre-
sentations or word-level and character-level representations
in MLTA, the models can predict the relation as a TV
program-related one but still failed to link the phrase speak on
to the concept of language. For the MLTAmodel considering
all relations, word and character levels, the golden relation
was predicted correctly, which demonstrated the advantages
of utilizing comprehensive representations in MLTA.

Table 4 also comparesMLTAwith other pooling strategies.
We can see that MLTA with three levels achieved better

performance than other pooling strategies. As we have
discussed, the advantage of our proposed target attention
strategy is that it can take relation candidates into consider-
ation when encoding the input question. Thus, the relation-
dependent question embedding vectors can be beneficial to
the matching between questions and relation candidates for
relation detection.

We also exported the attention weights calculated by
MLTA on the character sequences of two questions in the
test set. For each question, its golden relation and a randomly
sampled negative relation were used. The results are shown
in Fig. 4. For question (a), the left picture shows that the
relation-level and character-level attentions focused on body
of water, while the word-level attention also assigned high
weights on island. The right picture was produced by using
a negative relation as a query for attentive pooling. Since
there were no correlative descriptions between this relation
and the question, the attention weights distributed randomly
without focuses. For question (b), the left picture also showed
reasonable attention weights. Different from question (a),
the negative relation of question (b) shared a word, league,
with the question, and the word sport in the relation name
also related to the word baseball in the question. Thus,
MLTA assigned higher word-level weights to league and
character-level weights to baseball. However, the consistency
among the three-level attention weights calculated using the
negative relation was much worse than the one using the
golden relation. This result helped to discriminate them dur-
ing relation detection.

For comparison, the attention weights on the charac-
ters of these two questions calculated by inner-sentence
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TABLE 6. Some sampled questions for error analysis.

FIGURE 5. Attention weights on the character sequences of two test
questions calculated by inner-sentence attention for relation detection.
Right subjects and wrong relations were predicted for both questions
when using inner-sentence attention for relation detection. (a) Nantucket,
Massachusetts, is an island in which body of water?. (b) Which baseball
team belongs to an intercounty baseball league?.

attention for relation detection were also exported, and
the results are shown in Fig. 5. Correct topic entities and
wrong relations were predicted for both questions when
using inner-sentence attention for relation detection. We can
see that for question (a), inner-sentence attention focused
on the word island, while it ignored an important seg-
ment body of water for relation detection. For question (b),
inner-sentence attention assigned high weights to the word
league, while it ignored the word team. The main reason
was that the inner-sentence attention strategy only utilized
the question itself for calculating attention weights. Thus,
it neglected the key information carried by relation candi-
dates. In contrast, the MLTA method proposed in this paper
utilized the multilevel embedding vectors of relation candi-
dates as queries, and thus, the computed relation-dependent
question representations are more informative for relation
detection.

4) ERROR ANALYSIS
We evaluated some statistics on the evaluation results of
our proposed method on FB5M. There were 44 test ques-
tions whose golden subject could not find a corresponding
natural language name in the MID-to-name mapping table.
These questions were removed before candidate generation
but were still labeled as incorrect ones when calculating
the test set accuracy. There were 3,779 test questions that
were answered incorrectly with our method, and 43.42% of
them were caused by a wrong entity-linking result, while
the rest of them were answered with a correct subject but a
wrong relation. We randomly sampled 20 test questions with
incorrect subjects and 20 questions with incorrect relations to
analyze the reasons that caused there errors.

The reasons for entity linking errors are summarized as
follows, and some examples are shown in Table 6.
• There were 14 questions whose golden subjects could
not be found in the candidate sets. One reason was that
the golden subject was a synonym for a substring in the
question, e.g., Question #1 in Table 6. As introduced
in Section V.A.2, we generated subject candidates only
by extracting the entities that were substrings of input
questions. Another reason was that the MID-to-name
table generated a wrong name for the MID of the golden
subject, e.g., Question #2.

• There were 5 errors caused by the incorrect subject
labels in the original SimpleQuestions dataset. However,
our method made correct predictions, e.g., Question #3.

• The last question, i.e., Question #4, was incorrectly
answered because the entity linking procedure made a
wrong prediction among subject candidates.

The reasons for relation detection errors are summarized
as follows, and some examples are also shown in Table 6.
• Our model cannot distinguish if an entity is a music
recording or a book. For Question #5, warrior queen
was treated as a music recording incorrectly. There were
4 such errors in total in the 20 samples.

• The question was too simple to provide sufficient infor-
mation for relation detection, e.g., Question #6. There
were 10 such errors in total in the 20 samples.

• Freebase may express the relationship between a sub-
ject and an object with different relations. For Question
#7, although both the golden relation and the predicted
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relation can lead to the same answer, we still labeled it
as a mistake. There was 1 such error in the 20 samples.

• Our method failed to distinguish subtle meaning differ-
ences among some relations with similar textual repre-
sentation, e.g., the meanings of contains and contained
by in Question #8. There were 5 such errors in the
20 samples.

VI. CONCLUSION
In this paper, we have presented an end-to-end neural network
model for single-relation question answering and evaluated
it on the SimpleQuestions dataset. We compared different
attentive pooling methods for entity linking and finally chose
the single-head structure attention strategy. For relation detec-
tion, a multilevel target attention method was proposed to
utilize the multilevel descriptions of relations for deriving
relation-dependent question representations. The entity link-
ing and the relation detection modules were jointly trained
using training samples. Finally, we achieved the state-of-the-
art accuracy of 82.29% on the SimpleQuestions dataset. To
integrate external knowledge, such as synonyms, into our
model and to further improve the discrimination ability of the
relation detection module will be our future work.
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