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ABSTRACT Many complex systems are abstractly regarded as complex networks in the study of complicated
problems. The research field of information spreading in complex networks has attracted extensive interest.
Many spreading strategies have been proposed for improving the spreading efficiency in complex networks.
However, the strategies differ in terms of performance in various complex networks. In this paper, a hybrid
and effective method for improving the spreading efficiency in small-world networks and assortative
scale-free networks is proposed. The proposed method can be applied to solve the essential problem
of low spreading efficiency due to spreading to small-degree vertices. The proposed method combines
two strategies: 1) a set of top small-degree vertices are specified as the initial spreaders and 2) vertices
preferentially spread information to large-degree neighbors. Sixty-eight groups of Monte Carlo experiments
are conducted in three real complex networks and seventeen synthetic complex networks. According to the
experimental results and theoretical analysis, the proposed method is efficient for improving the spreading
efficiency in small-world networks and assortative scale-free networks. Moreover, in assortative scale-free
networks, the improvement in the spreading efficiency that is realized via the proposed method increases
with the assortativity coefficient.

INDEX TERMS Small-world network, scale-free network, spreading efficiency, spreading strategy, assor-

tativity.

I. INTRODUCTION

Complex networks are utilized to investigate real com-
plex systems [1], such as food webs [2], [3], the Internet
of Things (IoT) [4]-[6], computer networks [7], [8], bio-
logical networks [9]—-[11], communications [12]-[14], social
networks [15]-[17], brain networks [18], [19], and techno-
logical networks [20], [21]. The fundamental strategy is to
consider real complex networks abstractly as graphs that are
composed of edges and vertices [3], [22]. The analysis of
the structures in those graphs involves many mathematical
and physical problems. Fundamental information on many
complex problems in real complex systems can be obtained
by analyzing the graph structures. Two typical complex
networks are identified in many real systems: (1) scale-
free networks [8], in which the degrees of the vertices are
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heterogeneous, and (2) small-world networks [23], in which
the degrees of the vertices are homogeneous.

In emergency, the information spreading in a group of
people is expected to be fast, such as the rumors, warnings,
or public opinions diffusion in a group of people. In this
research field, a group of people can be abstractly regarded as
a complex network which is composed of vertices and edges.
The vertices express the people in the group and the edges
express the communication channels in the group. To improve
the information spreading efficiency in complex networks,
the spreading processes in various complex networks are ana-
lyzed extensively to identify valid and efficient approaches.
In addition, many spreading strategies for various complex
networks are proposed by employing the features of network
structures and spreading processes.

Spreading strategy of networks with different structures
differ in terms of performance. Many real social systems are
organized into groups of people. Those groups of people are
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formed within complex networks and referred to as commu-
nities in networks [24]. In networks that have communities,
the vertices that are linked to several communities are the
preferential spreaders for improving the spreading efficiency.
However, in networks that do not have significant commu-
nities, this strategy is not efficient. In addition, in various
real systems, vertices tend to connect to vertices that have
similar degrees; such networks are referred to as assorta-
tive networks [25] and examples include social networks.
In contrast, in other real systems, well-connected vertices
preferentially attach to many less-well-connected vertices;
such networks are referred to as disassortative networks [26]
and examples include technological networks and biological
networks. To improve the spreading efficiency, large-degree
vertices are preferentially selected as the spreaders [27]
in uncorrelated scale-free networks. However, the function
of large-degree vertices in improving the spreading effi-
ciency is unclear in assortative scale-free networks. More-
over, in homogeneous networks, the diffusion of large-degree
initial spreaders is not significant, whereas it is strong in
heterogeneous networks. The features of network structures
significantly impact the performance of spreading strategies.

In scale-free networks, the degrees of vertices are hetero-
geneous. Most vertices are less-well-connected, while a small
number of vertices are linked to most other vertices. Large-
degree vertices are regarded as influential spreaders. When
the large-degree vertices are selected as the initial spreaders in
scale-free networks without degree correlations, small-degree
vertices can be efficiently informed by the linked large-degree
vertices. However, in assortative scale-free networks, large-
degree vertices tend to connect to each other and most small-
degree vertices cannot be informed efficiently if large-degree
vertices are initial spreaders, which leads to lower spreading
efficiency. In small-world networks, as illustrated in sub-
figures 2(d) and 2(e), the degrees of most vertices are similar.
As shown in sub-figures 2(d) and 2(e), a few vertices that
locate in the green dashed circles have extremely small or
large degrees [28]. However, the diffusion of large-degree
initial spreaders is weak because that the number of them
is small. Moreover, the small number of edges for spreading
to those vertices that have extremely small degree results in
the low efficiency of spreading to them, which causes lower
spreading efficiency in the network. Therefore, the spreading
efficiency can be improved by reducing the amount of time
that is required for spreading to vertices that have extremely
small degrees in small-world networks and assortative scale-
free networks.

There are two main approaches for reducing the amount of
time that is required for spreading to small-degree vertices:
(1) several small-degree vertices are selected as the initial
spreaders and preferentially informed at the beginning of
the spreading process and (2) vertices spread the informa-
tion by preferentially selecting small-degree neighbors [29].
The main difference between the two approaches is that
the extremely small-degree vertices are selected in the first
approach, whereas in the second approach, the small-degree
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vertices are simply the small-degree neighbors of vertices.
Thus, according to the above analysis, the first approach
is selected because low spreading efficiency is caused by
spreading to several specific vertices with extremely small
degrees in the network.

Moreover, the diffusion of large-degree vertices can-
not be ignored in an improved spreading strategy; hence,
a strategy [27] in which vertices preferentially spread infor-
mation to their large-degree neighbors is also selected. In this
strategy, the large-degree vertices that are informed with
priority are the large-degree neighbors of vertices that could
be not of large degrees in the global network. Theoretically,
in homogeneous networks, this strategy is also efficient.

According to the above description, in this paper, a hybrid,
efficient method for improving the spreading efficiency in
small-world networks and assortative scale-free networks is
proposed. The main strategy of the proposed method is (1) to
select the vertices that are of extremely small degree as
the initial spreaders to reduce the time that is required for
spreading information to them and (2) to utilize the diffusion
of large-degree neighbors of vertices in the spreading pro-
cess. To evaluate the performance of the proposed method,
an Information Spreading model is constructed via Multi-
agent Modeling (the 2MIS model). Second, four spreading
strategies are designed in the 2MIS model. Third, 68 groups
of Monte Carlo experiments are conducted on 17 synthetic
networks and 3 real networks.

The remainder of this paper is organized as follows:
Section II describes the related work. Section III presents the
theoretical analysis and experimental designs of the proposed
method. Section IV presents and discusses the experimental
results in 20 complex networks with 3 spreading strategies.
Section V discusses the main advantages and shortcoming of
the proposed method. Section VI presents several conclusions
of this work.

Il. RELATED WORK
Extensive spreading strategies have been proposed for
improving the spreading efficiency as much as possible
in complex networks. More vertices are expected to be
informed in a shorter period using these improved strate-
gies. Typically, influential vertices in complex networks are
exploited to improve the spreading efficiency [30], such as
vertices that have large degree centralities, high k-shell val-
ues, or high betweenness. In complex networks, information
can be rapidly diffused by the influential vertices because
they have advantages in terms of the network structure. Typ-
ically, the diffusion of influential vertices plays a role at
the beginning [27], [31] or in the spreading process, namely,
the influential vertices could be the initial spreaders or pref-
erential spreading targets in the spreading process.
According to Jalili and Perc [30] and Ma et al. [32], influ-
ential initial spreaders have an important effect on the spread-
ing efficiency. An efficient method for identifying influential
initial spreaders based on dense groups was proposed. The
influential initial spreaders are from various dense groups in
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which vertices have more internal connections than exter-
nal ones. That means, different initial spreaders affect the
spreading efficiency in different dense groups. According to
Kitsak er al. [33], the vertices that have high k-shell values
can strongly impact the spreading efficiency and should be
selected as initial spreaders. Zhou et al. [34] presented an
approach for ranking the vertices according to their collec-
tive influence and posited that the vertices that have a large
collective influence should be selected as the initial spreaders
to improve the spreading efficiency.

Gao et al. [31] proposed an efficient strategy that is based
on contact memory in uncorrelated networks. Vertices prefer-
entially spread the information of neighbors that have fewer
accumulated contacts in this strategy. At the beginning of
the information spreading process, large-degree neighbors are
preferentially informed, while at the last phase, small-degree
neighbors are preferentially selected as targets. Theoretically,
in this strategy, large-degree neighbors are utilized to dif-
fuse information quickly at the beginning because of their
high levels of influence. Moreover, the time consumption for
spreading to small-degree vertices is reduced at the last phase
of spreading. Liu et al. [35] and Pei and Makse [36] posited
that the large-degree neighbors can help diffuse information
rapidly in the spreading process. Moreover, they have demon-
strated that information can be efficiently diffused when all
vertices preferentially spread information to the large-degree
neighbors. In local structures, large-degree neighbors are
regarded as influential vertices that can spread information
efficiently.

Traditionally, influential vertices are preferentially
selected as the influential initial spreaders or spreading targets
for improving the spreading efficiency. However, the time
consumption for spreading to small-degree vertices always
results in a lower spreading efficiency. Yang et al. [37], [38]
considered the important role of small-degree neighbors in
the spreading process. The strategy of giving priority to small-
degree vertices can increase the total infection density based
on a classical contact model with both the accepted and
specified probabilities in the uncorrelated scale-free network.
Moreover, Gao et al. [29] proposed an efficient method for
improving the spreading efficiency in assortative scale-free
networks: The small-degree neighbors are regarded as the
preferentially diffused targets, while the initial spreaders are
selected randomly. Yang er al. [38] and Zhou et al. [39]
demonstrated that the preference on small-degree vertices
is more efficient than that on large-degree vertices in the
spreading process.

According to the description above, influential vertices
are typically specified as the initial spreaders to optimize
the spreading potential over the whole network. How-
ever, because of the heterogeneity of complex networks,
the importance of small-degree neighbors in the spread-
ing process attracts more attention. The fundamental reason
that the small-degree vertices are important for the spread-
ing efficiency is that they are less well connected. Their
few connections lead to low efficiency in informing them.
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The vertices that have extremely small degrees are vital
objects for reducing the spreading time, especially in assor-
tative heterogeneous or homogeneous networks, in which
the function of the influential initial spreaders is weaker
and the vertices of extremely small degree are more important
for the spreading efficiency. Theoretically, for the local struc-
tures of vertices, if there is no negative influence from small-
degree vertices, the strategy of vertices spreading information
according to a list that prioritizes large-degree neighbors is
efficient. Thus, the strategy of specifying vertices that are of
extremely small degree as the initial spreaders can be com-
bined with the strategy of vertices preferentially spreading
information to large-degree neighbors. This hybrid strategy
could more efficiently spread information in assortative het-
erogeneous and homogeneous networks.

1lil. PROPOSED METHOD

A. ESSENTIAL STRATEGIES OF THE PROPOSED METHOD
The proposed method is composed of two strategies:
(1) a set of vertices of extremely small degree are selected as
initial spreaders at the beginning of the spreading process and
(2) vertices preferentially spread information to large-degree
neighbors in the spreading process.

The information spreading process is similar to epidemic
infection in the SI model [40], [41]. In a heterogeneous net-
work, ix(t) denotes the density of the informed vertices that
have degree k at time step . Then,

ik (1)

g = MO = i (1) O () ey

where A, denotes the spreading probability of the vertices that
have degree k and the probability ®(¢) that a vertex with the
degree k is linked with an informed vertex, which is expressed
as follows:

Ot) =Y PUIK)i() @
]

where P(llk) denotes the probability that a vertex that has
degree k is linked with a vertex that has degree [. The fol-
lowing also holds [2], [3]:

D ik
Zk Nik

where Nj denotes the number of vertices that have degree
k, namely, Ny = NP(k); N denotes the network size; and

P(k) denotes the degree distribution of the network. It follows

t
that W _ f(k). Hence, @ is a function of degree

Or(r) = 3

k and the correlation is positive. In an assortative scale-
free network, when large-degree vertices are selected as the
influential initial spreaders, small-degree (ks) vertices cannot
be informed rapidly because of the huge difference between
the degrees of the small-degree vertices and the informed
vertices. This causes Oy, (¢) to be smaller, which results in a

t
lower value of ik, ()

- Moreover, the number of small-degree
vertices is large, which leads to a lower spreading efficiency
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for the whole network. Hence, the lower degree k leads to
a lower growth rate of ix(¢). To mitigate the impact of this
feature, the vertices that have extremely small degree should
be selected as the initial spreaders. This approach could result
in an increase in O, (), which would lead to an increase in
%. Meanwhile, due to the positive correlation between

i (1
the degree k and w, the growth of i (¢) is faster when the

degree k is larger, which could facilitate the growth of i(?)
on the whole network. Thus, this approach, in which vertices
preferentially spread information to large-degree neighbors,
could be an excellent choice.

For small-world networks, most vertices have similar
degrees. However, a few vertices could have extremely
small or large degrees. Compared with large-degree ver-
tices, small-degree vertices are more difficult to be informed
in the spreading process because of their few connections.
The spreading process would be efficient if the vertices of
extremely small degree have been informed at the begin-
ning. Similar to scale-free networks, the strategy of vertices
spreading information preferentially to large-degree neigh-
bors could also be efficient in small-world networks. More-
over, because of the small difference between among the
degrees of most vertices in small-world networks, this hybrid
strategy could be efficient in both uncorrelated and correlated
small-world networks.

B. INFORMATION SPREADING MODEL THAT IS BASED ON
MULTI-AGENT MODELLING (2MIS MODEL)

In this paper, an Information Spreading model, which is sim-
ilar to the SI model [40], [41], is constructed based on Multi-
agent Modeling (2MIS model), in which the individuals differ
from one another. There are four assumptions in the 2MIS
model:

(1) At the beginning of the spreading process, all vertices
are uninformed and a set of specified vertices are informed
initially; they are the initial spreaders. In this paper, according
to the list of vertices, which are sorted in ascending order of
degree, a set of top small-degree vertices are selected as the
initial spreaders at the beginning of the spreading process.

(2) In the spreading process, a vertex is in the informed
state immediately after it has been informed. Moreover, since
people cannot diffuse information to neighbors immediately,
a delay time is specified before a vertex spreads the infor-
mation. The delay time differs among vertices and follows a
uniform distribution from 1 to 5 seconds.

(3) In practice, time is consumed when a vertex spreads
information to one of its neighbors. For example, when a
person sends a message to his friend, the process occurs over
a period of time. Thus, in the spreading process, a waiting
time is specified for when a vertex spreads information to
another vertex. To improve the efficiency and reliability of
the simulations, the waiting time is set to 1 second. Hence,
the spreading of information from one vertex to another takes
1 second. Moreover, vertices spread information based on
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spreading probabilities that follow a Uniform distribution
from O to 1.

(4) In the 2MIS model, each vertex can spread information
once to all its neighbors to improve the efficiency of the
simulations. Hence, no vertex is informed twice by the same
informed vertex. Moreover, each vertex spreads information
to all its neighbors. This design is beneficial for examining
the efficiency of the spreading strategy.

According to the previous description, the spreading pro-
cess is summarized as follows: At time step ¢, i(f) vertices are
informed. s(7) denotes the number of uninformed vertices at
time step ¢ and i(0) denotes the number of initial spreaders.
Then,

i J
% = Zij(f) = )\.j(l‘)Sj(t) —o(t) (4)
i)

where i(f) denotes the number of informed vertices in the
complex network at time step ¢, j denotes an informed vertex,
Aj() denotes the spreading probability of vertex j at time step
t, ij(t) denotes the number of informed neighbors of vertex j,
5j(t) denotes the number of uninformed neighbors of vertex j,
and o (¢) denotes the number of repeated informed neighbors
that are repeatedly counted at time step . Among vertices and
time steps, A;(¢) differs. Moreover, according to the design
of the 2MIS model, ¢t = «a(t) + B(¢), where a(t) denotes
the delay time of the vertices before spreading information,
B(t) denotes the waiting time before spreading information to
neighbors, B(¢) = 1 and «(¢) ranges from 1 to 5.

C. ALGORITHM FOR GENERATING SYNTHETIC
CORRELATED NETWORKS

In this paper, in addition to four real correlated complex net-
works, synthetic correlated complex networks are generated
via the rewriting strategy of Xulvi-Brunet and Sokolov [42].
The steps of the procedure are listed as follows:

(1) Two edges in a basic complex network are randomly
selected.

(2) The four degrees of the four vertices that are linked by
the two selected edges are compared to generate a list of the
vertices that are sorted in descending order of degree.

(3) The selected two edges are removed from the edge list
of the complex network; see Figure 1. (i) When an assortative
complex network is expected to be generated, a new edge
links the first and second vertices in the sorted vertex list.
Another new edge links the third and fourth vertices in the
sorted vertex list. (ii) In contrast, when a disassortative com-
plex network is expected to be generated, a new edge links the
first and fourth vertices in the sorted vertex list. Another new
edge links the second and third vertices in the sorted vertex
list.

The Pearson Coefficient (PC), which was proposed by
Newman [43], is applied in this paper to measure the degree
correlation of a complex network. If PC > 0, the complex
network is assortative; if PC = 0, the complex network
is uncorrelated; and if PC < 0, the complex network is
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FIGURE 1. lllustrations of the rewriting procedure for generating
correlated complex networks. (a) Two edges are selected randomly.

(b) The four vertices connected by the two edges are sorted by degree in
ascending order. The numbers behind the circles are the sorted sequence.
(c) The two randomly selected edges are removed from the current
complex network. (d) Assortative complex networks would be generated
when the four vertices are connected in sequence. (e) Disassortative
complex networks would be generated when the four vertices are
connected crosswise.

disassortative. The Pearson coefficient is expressed as

M_l ZEUGE kikj_[M_l ZeijEE %(kl =+ kj)]2
M e 30 + kD= M T, cp 2k + k)P
)

where k; and k; are the degrees of the vertices, namely, v;
and vj, that are linked by e;;; M denotes the total number
of edges; and E denotes the set of all edges in the complex
network.

The above rewriting procedure is repeated until a complex
network that has the expected degree correlation is generated.
After rewriting the basic complex network, an expected cor-
related complex network is created.

PC=

D. EXPERIMENTAL DESIGN

To evaluate the performance of our proposed method,
68 experiments are conducted. In those experiments,
4 spreading strategies and 20 complex networks are used. The
four strategies are described as follows:

(1) LLS: a set of top Large-degree vertices are selected as
the initial spreaders and vertices spread information accord-
ing to a list from Large-degree neighbors to Small-degree
neighbors;

(2) SLS: a set of top Small-degree vertices are selected as
the initial spreaders and vertices spread information accord-
ing to a list from Large-degree neighbors to Small-degree
vertices;

(3) SR: a set of top Small-degree vertices in a list that is
sorted in ascending order of degree are selected as the initial
spreaders and vertices spread information Randomly;

(4) RSL: a set of vertices are Randomly selected as the
initial spreaders and vertices spread information according
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to a list from Small-degree neighbors to Large-degree
vertices.

Typically, influential vertices are employed to improve the
spreading efficiency; hence, LLS is utilized as a comparison
spreading strategy in our experiments. The performance of
the strategy of selecting a set of top small-degree vertices
as the initial spreaders can be evaluated by comparing the
spreading efficiencies that are realized using LLS and SLS.
Moreover, the performance of the strategy of vertices prefer-
entially spreading the information to large-degree neighbors
can be evaluated by comparing the spreading efficiencies that
are realized using SLS and SR. In addition, RSL, which was
proposed by Gao et al. [29], is utilized as a comparison strat-
egy for evaluating the performance of the proposed hybrid
strategy, namely, SLS.

In this paper, 17 synthetic networks and 3 real networks
are used to verify the performance of spreading strategies.
To preferably compare the performance of various spreading
strategies, we generate 6 synthetic scale-free networks and
11 synthetic small-world networks with different assorta-
tivity. The network sizes of all synthetic networks are the
same for comparing the impact of various assortativity on the
spreading efficiency.

We first generate a synthetic scale-free network (network
size is 1000) and a synthetic small-world network (net-
work size is 1000) without degree correlations by using the
software Anylogic [44]. Anylogic is a multi-agent modeling
platform. Scale-free networks are generated in Anylogic by
exploiting the Barabasi-Albert (BA) algorithm [8]; and small-
world networks are generated in Anylogic by exploiting the
Watts-Strogatz (WS) algorithm [45]. The Barabdasi-Albert
(BA) algorithm and Watts-Strogatz (WS) algorithm are the
typical and traditional methods for generating scale-free and
small-world networks. Then, on the basis of the generated
scale-free and small-world networks without degree correla-
tions by Anylogic, we generate the scale-free and small-world
networks with different assortativity by using the rewriting
algorithm which is described in Subsection III-C. Please
Note that the rewriting algorithm cannot change the network
structure of the originally generated scale-free and small-
world networks. That means, all synthetic scale-free networks
have the same size and the same degree distribution; all
synthetic small-world networks also have the same size and
the same degree distribution.

As listed in Table 1, the real scale-free network with
PC = 0.36 was generated using email data from a large
European research institution. This email network repre-
sents communications between institution members. The real
scale-free network with PC = 0.91 is composed of friends
from Facebook. This Facebook data was collected from
survey participants using the Facebook App. The related
network data of the two real scale-free networks can be
found at the Stanford Large Network Dataset Collection
(url: https://snap.stanford.edu/data/). The real small-world
network is a friendship network in a student group. This
friendship data was collected by asking each student to list
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TABLE 1. Information on twenty complex networks.

Complex Network Vertices | Edges | Pearson Coefficient Strategies
Real 1005 25571 0.36 [46], [47]
ca 4039 | 88234 0.91 [48]
1000 1996 0.00
1000 1996 0.10
Scale-free Network 1000 1996 0.20 LLS SLS SR RSL
Synthetic 1000 1996 0.30
1000 1996 0.40
1000 1996 0.50
Real 2540 12969 0.63 [49]
1000 1996 0.00
1000 1996 0.10
1000 1996 0.20
1000 1996 0.30
1000 1996 0.40
1000 1996 0.50
Small-world Network Synthetic 1000 1996 010 LLS SLS SR
1000 1996 -0.20
1000 1996 -0.30
1000 1996 -0.40
1000 1996 -0.50
—— Degree Distribution 3.0¢ —— Degree Distribution] —— Degree Distribution
29941 o 1~ o ~48+ o 1
N Fitting Curve sl Fitting Curve | 2 — Fitting Curve
58'52 | Equation: y = ax” 2 Equation: y = ax” ?;40 i Equation: y = ax”
g7101 a=8.56736+0.27231 g207 a=420111+0.26848 | 5321 a=261.029 + 5.74734
gs568 | 6=-069659£001681 4 & | §  p=-0.50669+0.0217 24 b=-2.37745+0.02694 |
= 4261 R-Square(COD): 90% = R-Square(COD): 65% = R-Square(COD): 99.89%
2 21.07 1 216 1
S2.84} £ 1 £
= . = = gl ]
S 142} (a) Size: 1005, = 0.5 (b) Size: 4039] 2 (¢) Size: 1000
0.00f = Oetmabem 0.0 Maee —— | 0 Emese—ememeee
0 60 120 180 240 300 360 0 200 400 600 800 1000 0 8 16 24 32 40 48 56 64
Degree Degree Degree
0.14 —e— Degree DistributiorJ 0.25r —e— Degree Distribution|
20.12] Fitting Curve 20201 Fitting Curve |
§ 0.10 Equation: y =y, +¢"r/x! ] § Equation: y =y, + e"r'/x!
= y =5 L — 4 A
2 0.08L ¥y, = 446491 x 107 1 g 0.15 . ¥,=3.83896 x 10
s 0.061 r = 8.02254 + 0.26605 % o10l” r = 4.22145 + 0.22546
. . ?
£ ooal’ R-Square(COD): 65% £ -= =~ R-Square(COD): 91%
— U e — .
& 0.02b P/ \eoommmmmeel . (d) Size: 2540 & 0.05} ‘: (e) Size: 1000
) U . .
0.000* 7., . R rrrr i . ] 0000 .o, oo S
0 5 10 15 20 25 30 35 40 0 2 4 6 8 10 12 14 16 18 20
Degree Degree

FIGURE 2. The degree distributions and corresponding fitting curves of the 17 synthetic and 3 real networks.

his 5 best female and his 5 best male friends. The related
network data of the real small-world network can be found
at KONECT (url: http://konect.uni-koblenz.de/networks/).
The degree distributions of the 17 synthetic and the
3 real networks are listed in Figure 2. Moreover, because
that the degree distributions of scale-free networks follow
the Power-law distribution, and the degree distributions of
small-world networks follow the bell-shaped distribution,
to examine the scale-free and small-world properties of
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those 20 networks, the degree distributions of the 6 syn-
thetic and the 2 real scale-free networks are fitted accord-
ing to the Power-law function (see Equation 6) which is
the typical degree distribution function of the BA scale-
free network. And the degree distributions of the 11 syn-
thetic and 1 real small-world networks are fitted according
to the Poisson function (see Equation 7) which is the typ-
ical degree distribution function of the WS small-world
network.
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RF: the relative frequency distributions of convergence times.
CF: the cumulative frequency distributions of convergence times.

Red line: the frequency distributions of LLS. Blue line: the frequency distributions of RSL.

Yellow line: the frequency distributions of SR.
Green line: the frequency distributions of SLS.

LLS: a set of top large-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SLS: a set of top small-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SR: a set of top small-degree vertices are selected as the initial spreaders and vertices spread information randomly.

RSL: a set of vertices are randomly selected as the initial spreaders and vertices preferentially spread information to the small-degree neighbours.

PC: the Pearson Coefficient of the current complex network.

FIGURE 3. Relative and cumulative frequency distributions of convergence times in the six synthetic scale-free networks.

It can be observed that, the Goodness of Fit in sub-
figures 2(a) and 2(c) is larger than 90%, that means, the real
network with 1005 and the 6 synthetic scale-free networks are
typically BA scale-free networks. However, the Goodness of
Fit in sub-figure 2(b) is 65%, that means, the real network
with 4039 could be not the typical BA scale-free network.
But the degree distribution of the real network with 4039 also
follows the Power-law distribution. This is, the real network
with 4039 is a scale-free network. The Goodness of Fit in
sub-figure 2(d) and 2(e) is 65% and 91% respectively. That
means, the synthetic 11 small-world networks are typical WS
small-world networks. The real network with 2540 could
be not the typical WS small-world network. But the degree
distribution of the real network with 2540 follows the bell-
shaped distribution. This is, the real network with 2540 is a
small-world network.

y=ax’ (6)
e "'rt
©)

—-r

y=Yyo+ —
X
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All four spreading strategies are applied in eight scale-
free networks: two real assortative scale-free networks,
a synthetic uncorrelated scale-free network, and five syn-
thetic assortative scale-free networks. The LLS, SLS, and
SR strategies are exploited in twelve small-world net-
works: a real correlated small-world network, a synthetic
uncorrelated small-world network, and ten synthetic cor-
related small-world networks. The PCs and the employed
spreading strategies for twenty complex networks are listed
in Table 1.

A spreading process simulation has converged when the
number of informed vertices no longer increases. The conver-
gence time is recorded for evaluating the spreading efficiency
of the simulation. To reduce the impact of randomness, Monte
Carlo experiments are conducted. Moreover, a random num-
ber generator is created for generating random numbers in the
range of 0 to 1000 (excluding 1000) in a Monte Carlo exper-
iment. There are 1000 repeated simulations in each Monte
Carlo experiment. Therefore, 1000 convergence times of the
repeated 1000 simulations are generated in each Monte Carlo
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LLS: a set of top large-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SLS: a set of top small-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SR: a set of top small-degree vertices are selected as the initial spreaders and vertices spread information randomly.

RSL: a set of vertices are randomly selected as the initial spreaders and vertices preferentially spread information to the small-degree neighbours.

PC: the Pearson Coefficient of the current complex network.

FIGURE 4. Relative and cumulative frequency distributions of convergence times in the two real scale-free networks.

experiment. According to the previous description, Sixty-
eight Monte Carlo experiments are reported in this paper.

IV. RESULTS

To compare the spreading strategies in various complex net-
works in terms of spreading efficiency, the relative frequency
distribution and cumulative frequency distribution of the
1000 convergence times in each Monte Carlo experiment are
generated.

A. SPREADING EFFICIENCY IN SCALE-FREE

ASSORTATIVE NETWORKS

Thirty-two Monte Carlo experiments are conducted in
six synthetic scale-free networks and two real scale-free
networks. The Relative Frequency distribution (RF) and
Cumulative Frequency distribution (CF) of the 1000 conver-
gence times in each Monte Carlo experiment are calculated
and presented in Figures 3 ~ 4.

The performance of the strategy of selecting a set of
vertices of extremely Small degree as the initial spreaders
(“S-” for short) can be evaluated by comparing LLS and
SLS in terms of efficiency. The performance of the strategy
of vertices preferentially spreading information to the Large-
degree neighbors (““-LS” for short) can be evaluated by com-
paring SR and SLS in terms of efficiency. The improvement

VOLUME 7, 2019

FIGURE 5. Illustration of the community structure in the assortative
scale-free network. The vertices with large degrees have large diameters.
The vertices with small degrees have small diameters. The number of
communities composed of small-degree vertices is larger than that
composed of large-degree vertices. A, B, and C are the communities
composed of small-degree vertices. D is the community composed of
large-degree vertices.

that is realized via the proposed method, namely, SLS, can be
evaluated by comparing the previous method, namely, RSL,
and SLS in terms of efficiency.
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LLS: a set of top large-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SR: a set of top small-degree vertices are selected as the initial spreaders and vertices spread information randomly.
SLS: a set of top small-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.

PC: the Pearson Coefficient of the current complex network.

FIGURE 6. Relative and cumulative frequency distributions of convergence times in the assortative small-world networks.

The performance evaluation results of the four hybrid
strategies in scale-free networks with various PCs are pre-
sented in the following table.

According to the list of the four hybrid strategies that
is sorted according to performance, strategies S- and -LS
perform well.

Based on the performance rankings in Table 2, the pro-
posed method, namely, SLS, is always efficient in the scale-
free networks, even in the uncorrelated scale-free network,
and the improvement that is realized by SLS becomes more
substantial as PC value increases. Hence, the small-degree
vertices play a more important role in scale-free networks that
have higher PC values.

Moreover, RSL always outperforms LLS in terms of effi-
ciency in the assortative scale-free networks; hence, the con-
clusion of Gao et al. [29] is valid. The relatively weak per-
formance of LLS demonstrates that the influential vertices
are not efficient in improving the spreading efficiency in
assortative scale-free networks.

46130

TABLE 2. Performances evaluation results for the four hybrid strategies
in the eight scale-free networks. “=" denotes that performances of the
two strategies are almost the same, “>" denotes that the performance of
the former is higher than that of the Iatter — >" denotes that the
performance of the former is slightly higher than that of the latter, “+ >
denotes that the performance of the former is significantly higher than
that of the latter, and “~" denotes that the performance advantages of
the two strategies differ among the metrics.

Scale-Free Network | PC Performance Rankings
0.0 SLS=RSL =LLS +> SR
0.1 SLS -> RSL -> LLS +> SR
0.2 SLS->RSL > LLS +> SR
Synthetic 0.3 SLS > RSL +> LLS +> SR

04 | SLS+>RSL+>LLS +> SR
0.5 | SLS+>RSL+>LLS +> SR
0.36 SLS +> RSL +> LLS =~ SR

Real 091 [ SLS +> SR +> RSL +> LLS

In addition, the performance of SR is not stable in the two
real scale-free networks. As shown in Figures 4(c) and 4(d),
in the real network with PC = 0.91, the performance of SR
is more efficient than that of LLS and RSL. This could be
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RF: the relative frequency distributions of convergence times.
CF: the cumulative frequency distributions of convergence times.
Red line: the frequency distributions of LLS.

Blue line: the frequency distributions of SR.

Yellow line: the frequency distributions of SLS.

LLS: a set of top large-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SR: a set of top small-degree vertices are selected as the initial spreaders and vertices spread information randomly.
SLS: a set of top small-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.

PC: the Pearson Coefficient of the current complex network.

FIGURE 7. Relative and cumulative frequency distributions of convergence times in the disassortative small-world networks.

caused by the extremely high PC of the real network, which
leads to a more efficient performance of “S-". As shown
in Figure 4(a), in the real network with PC 0.36,
the corresponding convergence time in peak when using SR is
smaller than that when using LLS. However, as illustrated in
Figure 4(b), the cumulative frequency of convergence times
increases more slowly when using SR than that when using
LLS in the later stage. This further verifies the importance
role of the strategy “-LS” on improving the spreading effi-
ciency although that the performance of ““S-"’ is also efficient.

Compared with the six synthetic scale-free networks,
the PC of the real network with PC 0.36 is not the
highest. However, the performance of SR in the real network
with PC 0.36 is more efficient than that in the six
synthetic networks. This could be caused by the community
structure in the real network with PC 0.36. The real
network with PC = 0.36 is of 42 communities found out
by the investigators [46], [47]. Additionally, the real network
is an assortative scale-free network. The vertices with large
degrees are more likely to connect to the vertices with large
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degrees. Similarly, the vertices with small degrees tend to
link with each other. In this case, small-degree vertices are
more likely to be in a group while large-degree vertices group
together. Considered that most of vertices are of small degrees
in the scale-free network. Thus, theoretically, as illustrated in
Figure 5, most of communities are composed of small-degree
vertices. Then, information could not be diffused efficiently
if the large-degree vertices are the initial spreaders. In con-
trast, the initial spreaders could be in many groups when the
small-degree vertices are the initial spreaders. That means,
the initial small-degree vertices could belong to different
communities. This indicates that the initial spreaders with
small degrees have the priority on improving the spreading
efficiency in the assortative scale-free network with commu-
nities.

B. SPREADING EFFICIENCY IN SMALL-WORLD
NETWORKS

Thirty-six Monte Carlo experiments are conducted in a
real small-world network and eleven synthetic small-world
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LLS: a set of top large-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.
SR: a set of top small-degree vertices are selected as the initial spreaders and vertices spread information randomly.
SLS: a set of top small-degree vertices are selected as the initial spreaders and vertices preferentially spread information to large-degree neighbours.

PC: the Pearson Coefficient of the current complex network.

FIGURE 8. Relative and cumulative frequency distributions of convergence times in the real small-world networks.

TABLE 3. Performance evaluation results for the three hybrid strategies
in small-world networks. “>" denotes that the performance of the former
is higher than that of the latter, “+ >" denotes that the performance of
the former is significantly higher than that of the latter, and “~" denotes
that the performance advantages of the two strategies differ among the
metrics.

Small-world Network | PC | Performance Ranking

-0.5 SLS +> LLS +> SR

-0.4 SLS +> LLS +> SR

-0.3 SLS +> LLS +> SR

-0.2 SLS +> LLS +> SR

-0.1 SLS +> LLS > SR

0.0 SLS +> LLS +> SR

Synthetic 0.1 SLS +> LLS =~ SR

0.2 SLS +> LLS +> SR

0.3 SLS +> LLS +> SR

0.4 SLS +> LLS +> SR

0.5 SLS +> LLS +> SR

Real 0.63 SLS +> LLS +> SR

networks. The Relative Frequency distribution and

Cumulative Frequency distribution of 1000 convergence
times in each Monte Carlo experiment are calculated and
presented in Figures 6 ~ 8.

The performance evaluation results for the three hybrid
strategies in the small-world networks with various PCs are
presented in Table 3.

As illustrated in Figures 6 ~ 8, the proposed method,
namely, SLS, is the most efficient in both types of small-
world networks with various PCs and the improvement that
is realized by SLS is significant. For small-world networks,
most of vertices have similar degrees. However, spreading
to vertices that are of extremely small degree requires more
time. Such vertices result in lower spreading efficiency over
the whole network. The vertices that are of extremely small
degree can be informed first by using SLS and the overall
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spreading efficiency can be improved. Because of two fea-
tures of small-world networks, namely, (1) the degrees of
most vertices are similar and (2) there are few extremely
small-degree or large-degree vertices, the degree correlations
do not significantly affect the performances of the strategies.
SLS is performs efficiently in small-world networks with
various PCs, including the uncorrelated, assortative, and dis-
assortative small-world networks.

V. DISCUSSION
A. ADVANTAGES OF THE PROPOSED METHOD
The experimental results have demonstrated the satisfactory
performance of the proposed method, namely, SLS. SLS can
be employed to solve the essential problem of low spreading
efficiency in complex networks: the low spreading efficiency
that is caused by spreading to small-degree vertices.
Moreover, SLS can be exploited in various complex net-
works. According to the experimental results and theoretical
analysis, SLS can be applied to improve the spreading effi-
ciency in uncorrelated scale-free and small-world networks,
assortative scale-free and small-world networks, and disas-
sortative small-world networks.

B. SHORTCOMING OF THE PROPOSED METHOD

The proposed method cannot be used to improve the spread-
ing efficiency in disassortative scale-free networks. In dis-
assortative scale-free networks, vertices that have large
degree are preferentially connected with small-degree ver-
tices. Additionally, the large-degree vertices have the most
connections in scale-free networks. Because of these charac-
teristics, small-degree vertices can be informed rapidly and
the impact of the informing of small-degree vertices does
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not affect the overall spreading efficiency in a disassortative
scale-free network. The proposed method SLS is not suitable
to be utilized for improving the spreading efficiency in disas-
sortative scale-free networks.

VI. CONCLUSIONS

In this paper, an efficient method for improving the spread-
ing efficiency in small-world networks and assortative scale-
free networks is proposed. The fundamental strategies of
the proposed method are as follows: (1) a set of top small-
degree vertices are selected as the initial spreaders and (2) the
vertices spread information based on a list that is sorted from
large-degree neighbors to small-degree neighbors. To eval-
uate the performance of the proposed method, four spread-
ing strategies are applied in three real complex networks
and seventeen synthetic complex networks. The experimental
results demonstrate that the proposed method is efficient
in improving the spreading efficiency in the small-world
networks and assortative scale-free networks. The perfor-
mance of the proposed method increases with the increase
of assortativity coefficient in the assortative scale-free net-
works. The proposed method can be employed to improve
the spreading efficiency in various complex networks and
real systems, for applications such as warning diffusion
among a group of people, emergency propagation, and rumor
control.
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