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ABSTRACT This paper presents a predictive torque control (PTC) method with online weighting factor
computation based on the principle of coefficient of variation (CV) while maintaining the steady state,
dynamic, and low-speed performance of three-phase induction motor (IM) drive. In PTC, appropriate
weighting factor values are essential for the satisfactory performance of the drive. The main challenge is the
tedious tuning of weighting factors, which requires rigorous simulation to obtain the desired performance
of the drive. In this paper, a method is proposed that estimates online weighting factors, which modifies
the cost function consecutively based on the principle of CV. In this method, the ranking of constraint is
based on its magnitude of dispersion, whereas in other tuning methods, ranks are assigned beforehand.
The proposed method (CV-PTC) is compared with the conventional normalized weighting factor-based
PTC method specifically to improve the demagnetization effect in the low-speed operation. In the CV-PTC
algorithm, synthetic voltage vectors are implemented to improve the performance of IM in full operating
speed range. The experimental analysis is carried out on the IM drive prototype to validate the results and
showcase the independence imparted for the selection of weights in the cost function.

INDEX TERMS Induction motor drive, predictive torque control, voltage source inverter, weighting factor.

I. INTRODUCTION
Adjustable speed drives and power converter control strate-
gies have been in persistent advancements since the
1960’s [1] having applications in all areas like defense,
aerospace, marine, communication, mining, civil, transporta-
tion, medicine etc. Various control strategies like v/f con-
trol, space vector pulse width modulation (SVPWM), field
oriented control (FOC), direct torque control (DTC) and
model predictive control (MPC) have been used in variable
speed drives for low, medium, and high power applications.
FOC and DTC are the most widely used methods in indus-
tries for three phase variable frequency drives (VFD) [2].
DTC [3] is a lookup table based control approach in which
a voltage vector is selected based on the stator flux angle
and flux error, and torque error outputs of two hysteresis
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comparators. FOC gives less flux ripple, torque ripple, and
current ripple than DTC, however, DTC gives a faster
dynamic response ([4], [5]). A DTC technique is given in [6]
with low torque ripple characteristics, constant switching
frequency and reduced common-mode voltage (CMV). CMV
in IM drives causes bearing leakage current, insulation break-
down of winding due to over voltage stress [7], and fault in
current sensor circuit due to electromagnetic interference [8]
which reduces the drive robustness.

MPC is considered a promising technology for medium
power applications in VFD. MPC popularity is owing to
its refined structure, easy inclusion of constraints in cost
function and straightforward implementation. Recently finite
set model predictive torque control (FS-PTC) approach for
control of speed and torque of the motor by discretizing
the motor dynamic equation was introduced. FS-PTC for an
electrical drive with 2-level voltage source inverter is studied
in experimentation for IM [9], [10], and permanent magnet
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synchronous motor (PMSM) [2], [11], [12] to achieve min-
imum torque ripple.

In PTC, switching frequency is confined by the sampling
frequency. Ideally, the switching frequency is half of the
sampling frequency but practically it is less than the former
value which reflects in the form of high flux and torque
ripples. Implementation of PTC using the graph algorithm
is presented [13] in which switching frequency is reduced
to 70% compared to linear control combined with PWM.
A variable switching point PTC is discussed in [14], in which
transition time of the state of switches is calculated alongwith
good dynamic performance. In [15] a new switching strategy
is proposed with MPC to obtain high efficiency and balanced
loss distribution. A strategy is given in [16] presenting that
switching losses of the converter can be reduced without
affecting the output current quality.

With a 2-level inverter, in conventional PTC two zero volt-
age vectors and six active voltage vectors are used in every
sampling period to optimize the performance of the electrical
drive, initiating a prominent CMV due to zero voltage vector
usage. In [17] three adjacent and one non-adjacent non-zero
voltage vector is used in MPC to reduce CMV, switching
frequency, and calculation burden. In [18], only two non-zero
voltage vectors are selected from the optimized cost function
with optimum time sharing that produce satisfactory stator
current ripple with reduced CMV.

In PTC and all FS-PTC based controllers, there is absence
of current PI controllers, the only parameter for tuning is
the weighting factor in the cost function which decides the
control objective. In [19] guidelines are given to empiri-
cally determining the weighting factor by classifying the cost
function and weighting factor. An optimized weighting factor
method is given in [9] to reduce the torque ripple by calcu-
lating torque ripple as a function of weighting factor. A PTC
without weighting factor is discussed in [20] where the cost
function is optimized based on the ranking approach this
makes the tuning of weighting factor unnecessary for correct
operation. TheMPC discussed in [21] proposed a specialized
sector distribution method to reduce the computation burden
of the cost function. The PTC discussed in [22], torque and
flux magnitude references are converted into an equivalent
reference vector of stator flux hence eliminating the weight-
ing factor. In the above discussed methods [9], [20]–[22]
the cost function is modified such that weighting factors are
eliminated so there is no need of tuning the weighting factors.
A neural network based weighting factor estimation applied
to predictive current controller (PCC) is given in [23]. A vari-
able weighting factor based on current ripple is given in [24]
where the weighting factor changes depending on the position
and magnitude of the voltage vector. The weighting factors
are calculated using Technique for Order of Preference by
Similarity to Ideal Solution (TOPSIS), and VlseKriterijuska
Optimizacija I Komoromisno Resenje (VIKOR) methods
in [25], and [26] respectively. In the above twomulti-criteria
decision making (MCDM) methods both qualitative as well
as quantitative parameters are considered but they cannot

tackle problem of preference absence among the criteria.
In these types of methods the preference to the criteria is
given beforehand and remains fixed throughout the operation
limiting the performance within the constraint.

This paper presents a MCDM method for tuning the
weighting factor online by using coefficient-of-variation
(CV) to tackle the problem of preference absence among the
criteria. Here there is no necessity of giving preference to the
criteria as the CV-PTC assigns the preference according to
the amount of dispersion in the variables under control. Thus
in every sampling the preferences are reassigned itself by
the algorithm hence improvement in the complete operating
speed range is feasible. A new cost function is constructed
to target torque ripple and switching loss reduction with
improvement in low speed operation. The constraints are
analyzed and weights are assigned online for implementing
the minimum cost function. The dynamic performance of the
drive is retained while CMV reduction is observed. The stator
flux drooping and destabilized torque control improvement in
the low speed region operation with the use of synthetic volt-
age vectors is demonstrated experimentally in the proposed
method.

The paper is arranged as, in Section II conventional PTC
algorithm is discussed. Section III presents the cost func-
tion formulation for switching losses and CMV reduction.
Section IV presents proposed PTC algorithm. Section V gives
the experimental results followed by the conclusion.

II. CONVENTIONAL PTC FOR 2-LEVEL VOLTAGE
SOURCE INVERTER
A. INDUCTION MOTOR MODELING
The stator and rotor equations describing IMmodel are given
by (1) - (4).

vs = Rsis +
dψs
dt

(1)

0 = Rr ir +
dψr
dt
− jωψr (2)

ψs = Lsis + Lmir (3)

ψr = Lmis + Lr ir (4)

where,
vs, and is are stator voltage and current.
ir , rotor current.
Rs, and Rr are stator and rotor resistances.
Ls, Lr , and Lm are the stator, rotor and magnetizing induc-

tances.
ψs, and ψr are the stator and rotor flux.
ω is rotor angular speed.
The electromagnetic torque Te of the IM is given by (5).

Te =
3
2
PIm{ψsis} (5)

Te and P are electromagnetic torque and pole pairs.
ψs is the complex conjugate value of ψs.
For designing a controller, a mathematical model of the

IM is derived with stator current is, rotor flux ψr , and rotor
speed ω as state variables. Solving (1) - (5), stator and rotor
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dynamics of squirrel cage IM are obtained in terms of stator
current (6) and rotor flux (7) as;

is + τσ
dis
dt
=

kr
Rσ

(
1
τr
− jω

)
ψr +

vs
Rσ

(6)

ψr + τr
dψr
dt
= jωτrψr + Lmis (7)

dωm
dt
=

P
J
(Te − Tl) (8)

where, ω = Pωm, kr =
Lm
Lr
, τr =

Lr
Rr
, σ = 1 − L2m

LsLr
,

Rσ = Rs + Rrk2r , τσ =
σLs
Rσ

, J denotes the moment of inertia
of mechanical shaft, Tl is the load torque connected to the
machine, ωm is the mechanical rotor speed.

B. 2-LEVEL VOLTAGE SOURCE INVERTER
Fig. 1 shows a six switch (IGBT) voltage source inverter
(VSI) connected to an IM. The two switches in each leg of
VSI are operating complementary to each other thus produc-
ing eight possible switching states as given in Fig. 2. When
the upper switch is ‘ON’ the VSI leg is clamped to +0.5 Vdc
voltage and −0.5 Vdc when a lower switch is ‘ON’, for a dc
link voltage of Vdc.

FIGURE 1. Topology of 2-level VSI.

FIGURE 2. Switching states and voltage vectors of the 2-level VSI.

Thus the switching vector is defined as {Sx} = [0, 1] ∀
x = (a, b, c), where ‘‘0’’ represents inverter voltage when an
only lower switch is ‘ON’ and ‘‘1’’ when an only upper switch
is ‘ON’.

The voltage vector which produces zero voltage are called
as zero or null voltage vectors are [1 1 1] and [0 0 0].
The remaining six voltage vectors which produces a physical
voltage at the output of inverter are called as active voltage
vectors.

C. CMV IN THREE-PHASE INDUCTION MOTOR DRIVES
The potential between the ground of VSI andmid-point (N) of
the DC bus capacitor is negligible. So CMV is measured
between the star neutral-point (n) of IM and mid-point (N) of
DC bus as shown in Fig. 1.

Mathematically CMV is calculated with reference to pole
voltages as (9).

Vcmv =
vaN + vbN + vcN

3
(9)

where, Vcmv is the CMV of drive. vaN , vbN , and vcN are the
pole voltages of each phase.

Use of zero voltage vector leads to CMV of ±Vdc/2
whereas that of active voltage vector gives ±Vdc/6 [18].
Thus the use of only active voltage vector contributes to
the reduction in CMV. But the use of only active voltage
vector lead to distortion in stator current and increases the
electromagnetic torque ripple.

D. MODEL PREDICTIVE TORQUE CONTROL
The stator flux, and rotor flux estimator are formulated
using (1), (2), (3), and (4) using Euler’s backward formula.

ψs (k) = ψs (k − 1)+ Tsvs (k)+ RsTsis(k − 1) (10)

ψr (k) =
Lr
Lm
ψs (k)+ is(k)

(
Lm −

LrLs
Lm

)
(11)

By discretizing stator flux and stator current in (1) and (6) at
(k+1)th time instant.

ψp
s (k + 1) = ψs (k)+ Tsvs (k)− RsTsis(k) (12)

ips (k + 1) =
(
1+

Ts
tσ

)
is (k)+

(
Ts

tσ + Ts

)
×

{
1
Rσ

[(
kr
tr
−kr jω

)
ψr (k)+vs(k)

]}
(13)

Now prediction of electromagnetic torque is done from (5),
and the predicted value of stator flux (12), and stator
current (13) as follows.

T pe (k + 1) =
3
2
PIm

{
ψ
p
s (k + 1)ips (k + 1)

}
(14)

The motor speed is estimated with a speed encoder and
current, and dc bus voltage are sensed by using current
and voltage sensors respectively. From the sensed values,
the stator flux and the electromagnetic torque are predicted
from (12) and (14) for all the values of voltage vector vs (k).
Finally inside the cost function the Euclidean distance of

the predicted values from the reference values are evaluated
for all the switching states. The cost function is composed
of control law which governs the constraints on the variable
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of the system. The voltage vector which gives the mini-
mized values is chosen to be fired in the next control cycle.
Fig. 3 shows the control structure of the conventional PTC
scheme for 2-level VSI. Here the variables under consid-
eration are electromagnetic torque and stator flux, so the
structure of the cost function is given by (15).

gh =
∣∣T ∗e − T pe (k + 1)h

∣∣+ λψ ∣∣ψ∗s − ψp
s (k + 1)h

∣∣ (15)

where, weighting factor: λψ = Tn/ψsn, h ∈ [1, 2, . . . ., 7].

FIGURE 3. Control structure of PTC scheme for 2-level VSI.

The expressions in cost function are assigned weights to
define the importance of the constraints which governs the
system. In each cycle, evaluation of cost function for all
voltage vectors is essential which increases the computational
burden of the system. Annexation of more constraints like
starting current and switching frequency in cost function fur-
ther increases computation. The performance of the system is
largely dependent on the weighting factor. But conventionally
the weighting factor is estimated empirically so when the
number of constraints increases, choosing weighting factor
becomes challenging.

E. DELAY COMPENSATION
While implementing MPC in real-time hardware, one step
time delay is introduced due to the calculation, which must
be compensated. To solve this issue, prediction is done two
steps ahead. The quantities obtained by calculation at (k+1)th

time instant are used as initial values for prediction of (k+2)th

values. So while calculating stator flux position instead ofψs,
ψs (k + 1) is used. The cost function after implementation of
delay compensation is given by (16).

gh =
∣∣T ∗e − T pe (k + 2)h

∣∣+ λψ ∣∣ψ∗s − ψp
s (k + 2)h

∣∣ (16)

where, weighting factor: λψ = Tn/ψsn, h ∈ [1, 2, . . . ., 7].

F. LOW SPEED DEMAGNETIZATION
The demagnetization of the stator flux occurs at the bound-
ary of the sector [27]. To understand this, it is necessary
to observe the flux maintaining capability of conventional
voltage vectors (V1-V6). In Fig. 4, as the stator flux just
enters the sector I, the voltage vector V2 is selected and the
stator resistance drop has major effect on the stator flux. The
resultant stator flux produced is less when V2 is applied for
Ts time which causes demagnetization of stator flux as shown
in Fig. 4.

FIGURE 4. Effect of conventional voltage vector (V1-V6) at the sector
boundary.

III. COST FUNCTION FORMULATION WITH SWITCHING
LOSSES AND CMV REDUCTION
In the initial approach, switching losses of the system can
be minimized by reducing the average switching frequency
of the drive. The average switching frequency is calculated
as (17).

fav =
∑ fsa + fsb + fsc

3
(17)

To implement in hardware, the switching transitions are com-
puted between the voltage vectors fired at previous sampling
time and current sampling time. The switching transitions are
given by (18).

Csw = |Sa(k)− Sa(k − 1)| + |Sb(k)− Sb(k − 1)|

+ |Sc(k)− Sc(k − 1)| (18)

where Csw gives the total number of switching in the con-
verter in one sampling time. The cost function is constructed
as (19).

gh =
∣∣T ∗e − T pe (k + 2)h

∣∣+ λψ ∣∣ψ∗s − ψp
s (k + 2)h

∣∣+ ACsw
(19)

where, h ∈ [1, 2, . . . ., 7].
Due to the inclusion of the switching frequency, the cost

evaluated will have a term containing the number of commu-
tations and ‘A’ is the factor which gives weight to it. Thus
by changing ‘A’ the average switching frequency of the drive
can be changed. This is achieved by calculating the number
of commutations in a sample time Ts.
Reducing the average switching frequency does not promi-

nently minimize the switching losses, as it depends on the
value of current and voltage across switch during commu-
tation [28]. To accomplish the objective of increasing the
efficiency of the drive, the switching losses are computed
for every switching state and this constraint is added in the
cost function, considering the assumption given in [29]–[32]
that energy losses vary linearly with current and voltage at
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commutation instant. During one commutation, energy loss
in an IGBT switch is given by (20).

Eloss ∝ K11ic1vce (20)

where, K1 is derived from the least-square approximation of
measured data [33], ic is the collector current, and vce is the
collector-emitter voltage at the switching instant. Though this
model does not consider all the complex aspects of switching,
it gives a good approximation which can be computed in
real-time and implemented in digital signal processor (DSP).
The cost function is constructed including the efficiency con-
straint which penalizes power consumption so the switching
states with higher energy losses are avoided. Also a constraint
with CMV is introduced in cost function so the voltage
vectors which reflects less CMV are selected. For a 2-level
inverter the cost function is proposed in (21).

gh =
∣∣T ∗e − T pe (k + 2)

∣∣+ λψ ∣∣ψ∗s − ψp
s (k + 2)h

∣∣
+ λcmv

∣∣∣V ∗cmv − ∣∣∣V k+1
cmv

∣∣∣
h

∣∣∣+λeff |1ic1vce|h (21)

where, h ∈ [1, 2, . . . ., 7]
λeff is the weighting factor which considers the importance

of energy loss with respect to other quantities and 1ic, and
1vce is the change in collector current and collector-emitter
voltage of the IGBT switch. The collector current is the line
current which is already being monitored and the collector-
emitter voltage is the pole voltage of each phase which is
calculated from the DC bus voltage which is being sensed.
λcmv is the weighting factor of CMV of the drive.

IV. PROPOSED COEFFICIENT-OF-VARIATION PREDICTIVE
TORQUE CONTROL (CV-PTC) FOR 2-LEVEL VSI
A. CONTROL STRUCTURE OF CV-PTC SCHEME
The complete block diagram and control strategy of the pro-
posed CV-PTC scheme is shown in Fig. 5 and Fig. 6 respec-
tively. A 2-level VSI is feeding a three-phase IM. The inverter
DC bus is buildup by a three-phase uncontrolled rectifier.
The speed loop is similar to that of DTC. Sensed currents,
and voltage are given to the stator, and rotor flux estimators.

FIGURE 5. Block diagram of CV-PTC scheme for 2-level VSI.

FIGURE 6. Control structure of CV-PTC scheme for 2-level VSI.

From the estimated values, torque, and flux predictions are
done. The predicted values are compared with the reference
values and used to select the appropriate switching state. The
CV-PTC optimization method decides the weighting factor
and assigns to the constraints in the cost function in every
control cycle.

B. SELECTION OF VOLTAGE VECTORS AND OPTIMIZATION
CV-PTC is proposed for selecting a single switching state
with respect to different constraints as discussed above and
finding the optimal solution. A MCDM method proposed
in [34] to tackle the problem of preference absence among
the criteria is modified and adopted in CV-PTC for specif-
ically considering torque, flux, CMV, and switching loss as
control variables.

The CV-PTC algorithm steps are as follows;
Step 1: Generation of data-set
Step 2: Range standardization
Step 3: Compute the weights by coefficient-of-variation
Step 4: Rank the alternatives
For generation of data-set to apply proposed method,

the cost function is disseminated into small singular cost
functions of torque (22), flux (23), CMV (24), and switching
losses (25) as given below.

ET =
∣∣∣T ∗e − (T k+2e

)
h

∣∣∣ (22)

Eψ =
∣∣∣∣∣ψ∗s ∣∣− ∣∣∣ψk+2

s

∣∣∣
h

∣∣∣ (23)

Ecmv =
∣∣∣V ∗cmv − ∣∣∣V k+1

cmv

∣∣∣
h

∣∣∣ (24)

where, V ∗cmv = 0

Eeff = |1ic1vce|h (25)

where, ET ,Eψ ,Ecmv, and Eeff are cost functions for torque,
flux, CMV, and switching losses respectively.

The flowchart of the CV-PTC algorithm is given
in Fig. 7 and the steps are elaborated as follows:
Step 1 (Generation of Data-Set): Let various alternatives

are denoted by xij where i= 1, 2, . . m are number of switching
states available and j = 1, 2, . . n are number of control
variables.

In this problem scenario the data-set will be of order 7×4
(m × n). The selection of zero voltage vector (V0 or V7)
for consideration in optimization is based on previous fired
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active voltage vector. If (V2, V4 or V6) is fired in previous
control cycle then V0 is selected else V7 is selected. Thus
there are seven switching vectors available. Control variables
are torque, flux, CMV, and efficiency that is to be minimized.
The sample data-set under consideration is given in Table 1.
The sample data is collected from Texas instrument’s code
composer studio in real-time. The main objective of the cost
function is to minimize the torque and flux ripple, reduce the
CMV and switching losses, so the calculation of solution is
done based on minimization.

TABLE 1. Dataset corresponding to switching vectors.

Step 2 (Range Standardization): This is done to convert all
different units of criteria into common measurable units so
as to compare the weights. The matrix obtained after range
standardization is called as the normalized matrix. Range
standardization is done as given by (26). The values obtained
after evaluating the sample data-set is given in Table 2.

x ′ij =
xij − min

1≤j≤n
xij

min
1≤j≤n

xij − min
1≤j≤n

xij
(26)

Step 3 (Computation of Weights by Coefficient-of-
Variation): Find the standard deviation independently for
each criterion as given in (27).

σj =

√√√√ 1
m

m∑
i=1

(
x ′ij − x ′j

)2
(27)

x
′

j =
xj1 + xj2 + xj3 + xj4 + xj5 + xj6 + xj7

7
∀j = 1, 2, 3 . . . n (28)

where, x ′j is mean of jth control variable after being normal-
ized and j = 1, 2, 3,. . . n.
Now coefficient-of-variation for all the control variables is

calculated as in (29).

CV j =
σj

x ′j
(29)

The weights of the control variables can be evaluated as
in (30).

wj =
CV j∑n
j=1 CV j

(30)

where, j = 1, 2, 3, . . . n. The coefficient-of-variation and
weights obtained after evaluating on sample dataset is given
in Table 2.

TABLE 2. Range standardization of dataset and computation of weights
by CV-PTC.

Step 4 (Rank the Alternatives):Apply the weights obtained
in the designed cost function (31) for all the available switch-
ing states. The switching state with minimum cost is selected
for firing the drive. The cost function values, and ranks after
evaluation of sample data-set are given in Table 3.

gh =
[
w1ET + w2Eψ + w3Ecmv + w4Eeff

]
h (31)

where, h ∈ [1, 2, . . . ., 7] and w1,w2,w3,w4 are weights for
torque, flux, CMV, and switching losses respectively.

For both PTC and CV-PTC cost function (31) is used to
find the optimum voltage vector. The weights in PTC are
normalized to 0.25 (as there are four criteria) and retained
throughout the operation. The PTC method selects V1 after
optimization, which gives third highest torque ripple as given
in Table 1. In the proposed CV-PTC method, the constraint
with more dispersed values is given more importance [33]
and assigned more weight and V6 is selected as optimal
voltage vector. This switching state gives lowest torque ripple
as given in Table 1. The advantage of CV-PTC is the absence
of preference assigned to control variables. So all the control
variables are monitored simultaneously in every control cycle
without giving any initial preference.

C. LOW SPEED PERFORMANCE
When PTC is implemented using the conventional volt-
age vectors then in low speed operation there is problem
of drooping of flux and the poor torque control [1]. The
drooping of flux occurs during the transition of stator flux
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TABLE 3. Cost function ranking.

FIGURE 7. Flow chart of CV-PTC algorithm.

vector from kth sector to (k+1)th sector. Also in low speed
region, decrease of torque is difficult with zero voltage vec-
tor. In order to solve this problem, more number of voltage

vectors are desirable. So six intermediate synthetic voltage
vectors are generated using the existing active voltage vec-
tors. The synthetic voltage vectors are shown in blue color in
Fig. 8 and are numbered V7 - V12. The whole space is divided
into 12 sectors of width 300 angular spread. There are total
12 voltage vectors which are now considered for minimiza-
tion in cost function. The selection of voltage vectors is based
on the rotor speed. When the rotor speed falls below 20% of
rated speed of motor, then synthetic voltage vector along with
conventional voltage vectors are considered for optimization.

FIGURE 8. Subspace sector division for low speed operation.

To explain the stator flux generating ability of voltage
vectors of both the strategies, consider the reference stator
flux near the boundary of sector I and sector VI. In Fig. 9(a)
it can be observed that the use of voltage vector V2 causes
the stator resistance drop to demagnetize the stator flux, thus
the resultant stator flux decreases in PTC. The conventional
voltage vectors are replaced by synthetic voltage vectors in
CV-PTC and voltage vector V7 is selected. The stator resis-
tance drop in CV-PTC does not demagnetize so much as that
in PTC as shown in Fig. 9(b). So even in low speed the flux
is maintained in CV-PTC algorithm.

D. EXECUTION TIME ANALYSIS
The time taken for execution of CV-PTC algorithm is little
more than PTC algorithm due additional step: Online com-
putation of weights. The PTC algorithm requires less compu-
tation time since there is no need of calculation of weighting
factor in it. However, the added online weighting factor cal-
culations in CV-PTC algorithm are simple and time needed is
less than the minimization and prediction time. The execution
time graph comparison of both the algorithms are shown
in Fig. 10. It can be observed that the execution time of PTC
algorithm is 38.17µs. However, for CV-PTC algorithm the
additional execution time for online weighting factor com-
putation is 6.36µs. So the total execution time for CV-PTC
algorithm is 44.62µs. It implies that the CV-PTC algorithm
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FIGURE 9. Diagram of stator flux generating capacity by voltage vectors for (a) PTC and (b) CV-PTC near the boundary of sector I.

FIGURE 10. Execution time of PTC and CV-PTC algorithm.

can be implemented upto sampling frequency of 20 kHz
which is sufficient for proper operation of the IM drive. The
comparison of execution time required for different processes
are shown in Table 4.

TABLE 4. Execution time of PTC and CV-PTC algorithm.

V. EXPERIMENTAL RESULTS
The proposed algorithm has been verified experimentally in
the laboratory. The experimental setup in Fig. 11 shows the
squirrel cage IM coupled with the separately excited DC
generator which is used as a load. The motor is driven by
inverter, in which insulated gate bipolar transistor (IGBT)

FIGURE 11. Experimental setup of induction motor drive.

semiconductor switches are used along with gating drivers
and control circuit which enables to give driving signals to the
inverter. Texas instrument’s TMS320F28377S digital signal
processor is used for implementing the control algorithm.
One voltage sensor (LV-25) is used to sense DC bus voltage
and two current sensors (LA- 25P) are used to sense the
current of two phases. The voltage and current are sensed
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FIGURE 12. Experimental results during steady state at rated speed (1400 rpm) at 50% load. PTC: - (a) a-phase stator current [X-axis: 20 ms/div] (b) IM
electromagnetic torque [X-axis: 10 ms/div, Y-axis: 2 Nm/div] (c) Stator current harmonic frequency spectra (THD = 3.42% ) (d) Trajectory of dq stator flux
(e) CMV of PTC [X-axis: 50 ms/div, Y-axis: 100 V/div]. CV-PTC: - (f) a-phase stator current [X-axis: 20 ms/div] (g) IM electromagnetic torque [X-axis:
10 ms/div, Y-axis: 2 Nm/div] (h) Stator current harmonic frequency spectra (THD = 3.26% ) (i) Trajectory of dq stator flux (j) CMV of CV-PTC [X-axis:
50 ms/div, Y-axis: 100 V/div].

with a 12 bit on-board analog-to-digital converter (ADC) and
the speed is sensed with a quadrature encoder pulse (QEP)
with a resolution of 1500 pulse per revolution. The outputs

of sensors are calibrated accordingly on the range of the
ADC (0V - 3V) which is allowable on the DSP. The estima-
tor and other variables are converted from digital-to-analog
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values by on-board DAC so as to observe on a digital storage
oscilloscope. The drive parameters for the IM used in the
experimentation are given in Table 5.

TABLE 5. Parameters of the drive.

A. STEADY STATE OPERATION
The cost function of CV-PTC is as inferred in (31). For
every control cycle, theweighting factors are estimated online
by the CV-PTC algorithm and are incorporated in the cost
function. After inclusion of the weighting factors, the cost
function is evaluated. To obtain a similar response in respect
of rotor speed, for all the methods the same PI speed con-
troller is applied. The performance of the drive is examined
for both PTC and CV-PTC algorithms in the laboratory.

The flux reference is set at 0.7Wb and the torque reference
of 2 Nm is given. Fig. 12 shows the comparison of the
PTC and CV-PTC schemes in steady state. Stator current for
a-phase is shown in Fig. 12(a) and Fig. 12(f) for PTC and
CV-PTC respectively. It can be observed that the torque ripple
of PTC is 0.65 Nm (Fig. 12(b)) and CV-PTC is 0.45 Nm
(Fig. 12(g)). The torque ripple was reduced by 1Te = 30%.
CV-PTC (Fig. 12(c)) is having less THD (3.42%) than PTC
(THD = 3.6%, Fig. 12(h)) due to the modified cost func-
tion and online tuning of weighting factors as discussed in
Section III. The stator flux is plotted in the d-q plane for PTC
and CV-PTC in Fig. 12(d) and Fig. 12(i) respectively which
is same as given reference value of 0.7 Wb. Fig. 12(e) and
Fig. 12(j) shows the CMV of PTC and CV-PTC respectively.
The CMV of CV-PTC is reduced by 33.33% than that of PTC.

The steady state performance of CV-PTC is compared with
PTC. The stator current THD plotted with respect to load
in Fig. 13 which shows the reduction in THD for the proposed
method. Electromagnetic torque ripple is plotted with respect
to change in speed as given in Fig. 14which shows a reduction
of 30%. Fig. 15 shows a MATLAB surface plot comparing
the phase current THD with different values of load current
and sampling frequency. It can be observed that the CV-PTC

FIGURE 13. Experimental results: Variation of stator current THD at
different load.

FIGURE 14. Experimental results: Variation of torque ripple at different
speed.

FIGURE 15. Surface plot for THD, sampling frequency and % load of
(a) PTC and (b) CV-PTC algorithm.

method gives less THD than PTC method for various values
of phase current and sampling frequency.

B. LOAD TORQUE RESPONSE
For this test, the IM is maintained at a constant speed of
1000 rpm, and with the coupled DC motor a step load torque
is given. Fig. 16 shows the torque maneuver of PTC and
CV-PTC, as expected by the dynamics of the drive which
is the same for both presented methods. The torque ripple
for CV-PTC (1Te = 0.45 Nm) is less than that of PTC
(1Te = 0.65 Nm). It is observed that the torque ripple for
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FIGURE 16. Step load torque change of (a) PTC and (b) CV-PTC [X- axis:
50 ms/div].

the proposed CV-PTC method is 29.85% lower than that of
PTC.

C. SPEED REFERENCE STEP RESPONSE
Speed transients were tested by giving step speed change in
the speed reference. The speed reference was changed when
the IM is operating at no load. The rotor speed traces its ref-
erence value in 50 ms in both PTC (Fig. 17(a)) and CV-PTC
(Fig. 17(b)). There are two loops designed: outer (speed)
loop and inner loop; the later loop is faster than the previous.
This gives freedom to increase the bandwidth of speed loop

FIGURE 17. Step speed change of (a) PTC and (b) CV-PTC [X-axis:
50 ms/div].

without interference [4]. It can be observed that the torque
ripple in CV-PTC has reduced as compared to PTC.

FIGURE 18. Experimental results under low speed operation [X-axis: 10 ms/div] (a) PTC with no load (b) CV-PTC with no load (c) CV-PTC with
half load.
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D. LOW SPEED OPERATION
The motor is given step speed reference with both the algo-
rithm. Fig. 18(a) shows waveform of the drooping of flux
during low speed operation of PTC algorithm. In PTC due
to demagnetization effect the flux is deteriorated. Fig. 18(b)
shows the experimental results with CV-PTC algorithm under
low speed condition, the responses are comparatively remit-
ted as compared with Fig. 18(a) and flux is maintained.
Fig. 18(c) shows the low speed response under 1.5 Nm loaded
condition. For CV-PTC algorithm the flux is maintained with
some ripples also under loaded condition.

VI. CONCLUSION
In this paper, a modified cost function is formulated with four
constraints i.e. torque, stator flux, CMV, and switching losses
based on the CV-PTC optimization method, along with good,
steady state as well as dynamic responses. In this method,
the algorithm calculates the weighting factors online, which
solves the problem of tuning. Also the necessity of giving of
preference for control variables, which is essential in other
online tuning methods, is eliminated in CV-PTC method.
The essential importance of the constraints is considered by
the CV-PTC optimization according to the steady state and
transient behavior of the system. The presented method gives
a good transient response in step speed change and step load
torque change. In steady state operation, there is a 29.85%,
and 33.33% reduction in torque ripple, and CMV respec-
tively. Also the use of synthetic intermediate voltage vectors
improves the low speed operation of the drive by main-
taining flux. Furthermore, constraints like capacitor voltage
balance, power factor etc. can be included in the cost function
simply, with the proposed method. Also proposed method
can be applied to other topologies like flying capacitor and
three-level neutral-point clamped inverter.
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