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ABSTRACT The method of text sentiment analysis based on sentiment dictionary often has the problems
that the sentiment dictionary doesn’t contain enough sentiment words or omits some field sentiment words.
In addition, due to the existence of some polysemic sentiment words with positivity, negativity, and neutrality,
the words’ polarity cannot be accurately expressed, so the accuracy of text sentiment analysis is reduced
to some extent. In this paper, an extended sentiment dictionary is constructed. The extended sentiment
dictionary contains the basic sentiment words, the field sentiment words, and the polysemic sentiment words,
which improves the accuracy of sentiment analysis. The naive Bayesian classifier is used to determine the
field of the text in which the polysemic sentiment word is. Thus, the sentiment value of the polysemic
sentiment word in the field is obtained. By utilizing the extended sentiment dictionary and the designed
sentiment score rules, the sentiment of the text is achieved. The experimental results prove that the proposed
sentiment analysis method based on extended sentiment dictionary has certain feasibility and accuracy. The
research is meaningful for the sentiment recognition of the comment texts.

INDEX TERMS Chinese text sentiment analysis, text classification, naive Bayesian, sentiment dictionary.

I. INTRODUCTION

In recent years, with the continuous development of the Inter-
net, more and more users have expressed their views on the
Internet. Therefore, a lot of user comments are generated on
the Internet. For example, product comments are generated
on E-commerce websites such as Jingdong and Taobao, and
hotel comments are generated on travel websites such as Ctrip
and ELong. These comments convey the views of Internet
users about products, hot events, etc. Merchants can master
the user satisfaction with the relevant product comments.
Potential users can evaluate products by viewing these prod-
uct comments. With the rapid growth of the comments num-
ber, it is difficult to analyze the comments manually. Thus
information technology is utilized to mine the sentiment ten-
dency contained in the texts, and text sentiment analysis tech-
nology comes into being. Text sentiment analysis refers to the
tendency mining of text sentiment by information technology.
According to the granularity of the text, text sentiment anal-
ysis can be divided into three levels of analysis: word level,
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sentence level and chapter level. The word level sentiment
analysis is to analyze the sentiment of the words [1]. The
sentiment analysis of word is the prerequisite of sentiment
analysis of sentence and chapter. At present, the researches on
the analysis of sentiment word mainly include the extraction
of sentiment word, the class of sentiment word and the con-
struction of sentiment dictionary [2]-[4]. With the generation
of a large number of texts on the Internet, the researchers
have gradually focused on the sentence-level and chapter-
level sentiment analysis. Sentence-level sentiment analysis is
the core of text sentiment analysis. On the one hand, sentence
sentiment analysis results are determined by the sentiment
words in the sentences. On the other hand, the text consists
of sentences with the relationship of juxtaposition, transition,
composition. The results of sentence-level analysis determine
the chapter-level sentiment tendency. Chapter-level sentiment
analysis is a relatively complex task. It is a comprehen-
sive consideration of the sentence sentiment analysis results.
Meanwhile, the chapter-level sentiment tendency is based on
the semantic relation of the context. In terms of the research
of text sentiment analysis, the key to determine sentiment
tendency is sentiment words. Therefore, it is very meaningful
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to construct a complete and effective sentiment dictionary for
the task of sentiment analysis.

At present, Hownet sentiment dictionary, National Taiwan
University Sentiment Dictionary (NTUSD) are most com-
monly used in Chinese text sentiment analysis. However,
the above-mentioned sentiment dictionaries have problems
such as lacking of the field sentiment words and the pol-
ysemic sentiment words. In this paper, the field sentiment
words and the polysemic sentiment words in the fields of
hotel, digital, fruit, clothing and shampoo are manually col-
lected. Extended sentiment dictionary containing a wider
range of sentiment words are constructed, which improves
the effect of sentiment analysis in the above fields.

In this paper, taking the sentiment words and the polysemic
sentiment words in specific fields into account, Chinese text
sentiment analysis method based on the extended sentiment
dictionary is proposed. The remainder of this article consists
of four parts. Firstly, the research background and current sit-
uation of text sentiment analysis method are expounded. Sec-
ondly, the detail of Chinese text sentiment analysis method
based on the extended sentiment dictionary is described.
Thirdly, the experiments are carried out and the experimental
results are analyzed and discussed. Finally, the proposed
method is summarized and the next research direction is
introduced.

Il. RELATED WORK

At present, there are mainly two research ideas on text sen-
timent analysis: (1) The research method based on machine
learning. It regards text sentiment analysis as text classi-
fication. (2) The research method based on the sentiment
dictionary. It determines the sentiment tendency of the text
by calculating text sentiment score with rules.

A. SENTIMENT ANALYSIS BASED ON MACHINE LEARNING
The sentiment analysis based on machine learning is essen-
tially the task of text categorization. A large number of anno-
tated corpus are used for training to get a sentiment classifier.
The sentiment classifier can judge text sentiment tendency.
Pang et al. [5] were the earlier researchers engaged in text
sentiment analysis based on machine learning. They applied
naive Bayes algorithm, maximum entropy algorithm and
SVM algorithm to analyze the sentiments of the film reviews.
The experimental results showed that SVM algorithm had
the better performance in the sentiment analysis of movie
reviews. Kiritchenko ef al. [6] used a variety of semantic and
sentiment features to conduct supervised statistical text sen-
timent classification. The sentiment features were extracted
from the high-coverage sentiment dictionary which was auto-
matically generated from sentiment tweets. Considering the
characteristics of short texts which were sparse, nonstandard
and ambiguous in subject, Wang et al. [7] proposed a high-
dimensional feature model based on SVM. The proposed
model was used to compare with Recursive Auto Encoder,
Doc2vec and so on, which showed that it was more effec-
tive for short text emotion classification. Huang et al. [8]
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believed that microblogging sentiment was closely related
to its topic, but most of the current microblogging senti-
ment analysis methods could not achieve cooperative analysis
of topic and sentiment in microblogging. They proposed a
TSMMF model (Topic Sentiment Model based on Multi-
feature Fusion), which integrated emoticons emotions and the
personality of microbloggers into LDA inference framework,
and used Gibbs sampling techniques to estimate parameters
in the model. Finally, synchronized detection of sentiment
and topic in microblogging was achieved. In the sentiment
classification algorithm based on machine learning, each arti-
cle is transformed into a corresponding eigenvector, which
would directly affect the performance of the sentiment anal-
ysis task. Literature research [9]-[11] regarded the sentiment
classification as a feature optimization task.

Sentiment analysis based on machine learning solves the
problem of sparseness of sentiment words and transforms
the text into structured data. However, it treats each feature
as an isolated element and neglects the intrinsic connection
between features. The classification effect extremely depends
on artificial annotation quality of the corpus.

B. SENTIMENT ANALYSIS BASED ON

SENTIMENT DICTIONARY

Text sentiment analysis based on sentiment dictionary is an
unsupervised classification method. Firstly, sentiment words,
negative words, adverbs, conjunctions and so on in the sen-
tence should be find out and the weight of sentiment words
should be assigned. Then the sentiment weights of the words
are further calculated depending on the degree adverbs and
negative words. Considering the influence of the conjunctions
and the weights of sentiment phrases in the sentence, the sen-
timent scores of the sentences are obtained. Finally, combined
with the sentiment results of the sentences, the sentiment
tendency of the text is determined.

Many researchers have studied the sentiment analysis
based on sentiment dictionary. Turney and Littman, [12]
proposed a method for inferring the sentiment orientation
of a word. They used point mutual information (PMI) and
latent semantic analysis (LSA) to calculate the semantic
correlation between a word and the set of positive and
negative paradigm words. Then the word was classified as
positive or negative, based on average semantic association.
Taboada et al. [13] calculated the sentiment scores of words,
phrases, sentences and passages by detailed rules, and used
the method of threshold setting to judge the sentiment ten-
dencies. Saif et al. [14] presented SentiCircles, a lexicon-
based approach for sentiment analysis on Twitter. Different
from typical lexicon-based approaches, SentiCircles offered
a fixed and static prior sentiment polarities of words. It took
into account the co-occurrence patterns of words in different
contexts in tweets to capture their semantics and updated the
pre-assigned strength. Li ef al. [15] proposed a sentiment
analysis method based on bilingual sentiment lexicon for
microblogs. Experiments showed that the proposed method
had a good classification effect on sentiment analysis of
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Chinese and English mixed microblogs. Wu et al. [16] con-
structed a sentiment dictionary suitable for shopping field.
Nouns, adjectives, and some other parts of speech in the
corpus were retained. By sorting the TF-IDF of words and
setting threshold, the field sentiment words were obtained to
construct the domain sentiment dictionary which had been
applied to the sentiment classification of shopping reviews.
Wau et al. [17] extracted features of financial texts based on
Apriori algorithm. They constructed the financial sentiment
dictionary and semantic rules to identify sentiment units and
intensities. Then, the text sentiment tendency and intensity
was obtained.

Sentiment analysis based on sentiment dictionary does not
require manual labeling of samples and is easy to implement.
However, the quality of sentiment analysis results depends on
the sentiment dictionaries. At present, most of the Chinese
sentiment dictionaries have not enough sentiment words and
lack of field sentiment words.

In this paper, a text sentiment analysis method based on
extended sentiment dictionary is proposed. The field senti-
ment words and the polysemic sentiment words in multiple
fields are taken into account. To some extent, it extends the
basic sentiment dictionary.
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Ill. RESEARCH METHODS

The framework of text sentiment analysis method proposed
in this paper is shown in Figure 1. The polysemic sentiment
words which have multiple sentiment polarities are taken into
account. The naive Bayes field classifier is used to distinguish
the field of the text in which the polysemic sentiment word
exists. The calculation process of a sentiment phrase’s score
is shown in Figure 2.

A. CONSTRUCTION OF DICTIONARIES

1) BASIC SENTIMENT DICTIONARY

Hownet sentiment dictionary and National Taiwan University
Sentiment Dictionary (NTUSD) are the most commonly used
dictionaries in Chinese text sentiment analysis. The sentiment
words in the two dictionaries can be used in a wide range
of areas of sentiment analysis. The words collected in these
two dictionaries are relatively common sentiment words, such
as “fF>%(happy)”, “¥i‘{x(sad)” and so on. In this paper,
the initial sentiment dictionary is the union of Hownet senti-
ment dictionary and NTUSD. Meanwhile, 33 Internet popular
sentiment words, such as “I fif(cute)”, “Zh jJ(helpful)”,
“EE Uﬂ](perfect man)” and “M %L 10 j((high pressure)”,
were manually extracted from two Chinese popular social
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TABLE 1. Examples of active words.

Weight Examples of active words Number
i 5t (honorable). #WT(enchanting). ¥ E(sincerely).
1 7192
FRRA A (lifelike). #2&(holy)~ Bt (humble)......
TABLE 2. Examples of passive words.
Weight Examples of passive words Number
ToAE T X (ruthless) %8 (sadly). #IAR{R 4 (precarious)
-1 12079
HJE(anxious). &% (irritated). 8 7i(blamed).....
TABLE 3. Examples of the field sentiment words.
Field hotel digital fruit clothing shampoo
Example
&
+
_AThesize of the clothes s right )
g1/ (Seaside ) +
3k J& (Dandruff) -
22 B# (Black screen)
7K (Moisturizing skin ) + +

Hownet sentiment
dictionary

__ Initial sentiment
dictionary
National Taiwan University

The basic sentiment dictionary

sentiment dictionary

Internet popular
"~ sentiment words

FIGURE 3. The composition of the basic dictionary.

network sites, Sina Weibo (https://www.weibo.com/) and
Douban (https://www.douban.com/). The basic sentiment
dictionary is made up of the initial sentiment dictionary and
Internet popular sentiment words.

The composition of the basic dictionary is shown in
Figure 3.

7191 active sentiment words and 12079 passive sentiment
words were collected. The examples of active and passive
sentiment words are shown in Table 1 and Table 2.
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2) EXTENDED SENTIMENT DICTIONARY

Basic sentiment dictionary contains a large number of senti-
ment words, but omits some special words. Some sentiment
words called the field sentiment words are usually used in
one specific field and the sentiment tendency of the senti-
ment words is unique. For example, ‘4t m((digital products)
stop working)” and “fi Z&((digital products) dropped)” are
mostly used in the text of the digital field. “TE Eg(keep hair
in shape)” and “T* *ﬁ(dry hair)”” are mostly used in the text
of the shampoo field. Examples of the field sentiment words
are shown in Table 3. “+” indicates active word and “—"
indicates passive word. In addition, there are some sentiment
words with different sentiment polarities in different fields.
In this paper, such words are called the polysemic sentiment
words. For example, “4EAC(sense of period)” is often pas-
sive in text of the digital field, but is often active in the text of
the hotel field. Examples of the polysemic sentiment words
are shown in Table 4.

In this paper, the corpus of the sentiment analysis cov-
ers five fields: hotel, digital, fruit, clothing and shampoo.
Based on the experience of the domain experts, 462 field
sentiment words and 413 polysemic sentiment words were
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TABLE 4. Examples of the polysemic sentiment words.

Field
Example hotel digital fruit clothing shampoo
% # (antique ) +
£/ (sense of period) +
T (warm) +
21 i (exquisite and small) _ I
TABLE 5. Distribution of the field sentiment words and the polysemic sentiment words.
. The number of The number of The numl:?er of The number .Of
Field . . field sentiment the polysemic
passive words active words .
words sentiment words
hotel 57 214 128 143
digital 70 182 106 146
fruit 34 146 94 86
clothing 31 255 158 128
shampoo 39 155 113 81
TABLE 6. Examples of degree adverbs.
Level Weight Examples of degree adverbs Number
extreme 4 % % (extreme) JCH(Unparalleled)s #z M (most)...... 69
high 3 i 3k(too). 1T T (too)s 44M extraordinary)...... 71
medium 2 H(more). fR(very). & E(very)...... 37
low 0.5 & f¥i(a little)« & A (a little)s A (a little)...... 40

manually extracted from the comments of Jingdong (https:/
www.jd.com/) in five fields, as is shown in Table 5. Basic
sentiment dictionary, the field sentiment words and the
polysemic sentiment words form the extended sentiment
dictionary.

3) DEGREE ADVERB DICTIONARY

Degree adverbs are a subcategory of adverbs, and they are
often on the left of the sentiment word. They don’t change
the polarity of the sentiment word, but have a strengthening
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or weakening modification effect on the sentiment score. The
degree adverbs are divided into four levels [18]: extreme,
high, medium, and low, with weights of 4, 3, 2 and 0.5 respec-
tively, as is shown in Table 6.

4) NEGATIVE WORD DICTIONARY

Negative words are usually on the left side of sentiment
words. They reverse the sentiment tendency of a sentiment
word. An active sentiment word and a negative word con-
struct a negative sentiment phrase. On the contrary, a passive
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TABLE 7. Examples of negative words.

Weights Examples of negative words Number
-1 HH (not). F(not) A& (not)s To(not)...... 21
TABLE 8. Examples of conjunctions.
Type Weights Examples of conjunctions Number
transitional
1.5 {H7Z(but). {H(but). AT (however). A &(but)...... 10
conjunctions
progressive
2 H 2 (even). i H(moreover). JiH(especially)...... 9
conjunctions

sentiment word and a negative word construct an active senti-
ment phrase. For example, “%%(happy)” and “E(not
happy)”, “H(ugly)” and “/~H(not ugly)”. In addition,
the number of negative words on the left side of a sentiment
word is also an important indicator. If the number is an
even number, the sentiment tendency of the sentiment word
does not change. In this paper, a negative word dictionary is
constructed and the weights of negative words are set to -1,
as is shown in Table 7.

5) CONJUNCTION DICTIONARY

There are many kinds of conjunction, such as progres-
sive conjunctions, transitional conjunctions, causality con-
junctions, and concession conjunctions. In this paper, the
transition conjunctions and progressive conjunctions are
studied. When there are progressive conjunctions such
as “%ﬁ(even)” and “JC ﬁ(especially)” between the
clauses, the sentimental polarity of clause after the pro-
gressive conjunction is the same as that before the pro-
gressive conjunction. Meanwhile, the sentiment score is
obviously enhanced. For example, XS RHABIR LT,
JE A ANPGRS R EH (This time the fruits 1 bought are
very good, especially the watermelon is particularly sweet)”.
When there are transitional conjunctions such as “{H(but)”
and “fH/Z(but)” between the clauses, the sentiment polar-
ity of the clause after the transitional conjunction is oppo-
site to that before the transitional conjunction. The senti-
ment score of the clause after the transitional conjunction
is enhanced. For example,“ﬁ/l\%ﬁﬁgi% %Bﬁ?ﬁﬁ:‘
B2 4 R EHRF AL (The weather this week is superb, but
it’s really bad today)”. In this paper, a conjunctions dictionary
containing transitional conjunctions and progressive conjunc-
tions is constructed, with weights of 1.5 and 2, as is shown
in Table 8.

B. NAIVE BAYESIAN FIELD CLASSIFIER

Due to the existence of the polysemic sentiment words,
the accuracy of text sentiment analysis is reduced to an extent.
In this paper, the polysemic sentiment words in clothing, fruit,
shampoo, digital and hotel fields are collected. The field of
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TABLE 9. Examples of stop words.

Examples of stop words Number
H(of). 7E(in). T (the)s H(its)...... 434

a polysemic sentiment word is identified by naive Bayesian
classification algorithm. Then, through the extended senti-
ment dictionary, the polarity of the polysemic sentiment word
in the field is distinguished.

Naive Bayesian algorithm is a classification method based
on Bayesian theorem. First, based on the independent
assumption of features, the training set is trained, and the joint
probability density of the input/output is learned. Then, based
on this model, for a given input X, the Bayesian theorem is
used to find the output with the maximum posterior proba-
bility Y [19]. The category for the text X = {x1, X2, ..., Xn}
isY = {y;,¥2,--.,Ya}, and y; represents the text category
label. The naive Bayes classifier can be expressed as for-
mula (1).

n -
P{Y = y;} [ P(XY = xj|Y =y}
j=1

ey

— arg max —
y = argmax = — -

> PY =yi} [ PXD = xj|Y = yi}
i=1 j=1

The first step in obtaining the classifier is to preprocess the
dataset and de-duplicate the dataset to improve the reliability
of the experiment. The jieba in Python is used to segment
the Chinese text. After the text segmentation, the stop words
should be removed according to the stop word list. The exam-
ples of the stop words are shown in Table 9.

In terms of the text representation, the vector space model
for the document modeling is adopted. The value of each
feature word adopts the Bool type weight method and the
calculation method is as follows (2).

Bool : {1 freq(x;, dj) > 0

0 freq(x;,dj) =0 @

Among them, freq(x;, d;) represents the frequency that x;
appears in document d;.
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TABLE 10. Methods for calculating sentiment scores of sentiment phrases.

Serial number Combination Formula Example Score
1 S=SW V(SW) BE W (clever) +1
2 S=NA+SW (_ l)N *V(SW) AR ANE W (not not clever) +1
3 S=DA+SW V(DA)*V(SW) % % B B (extremely clever) +4
4 S=DA+NA+SW V(DA)* (—I)N *V(SW) 15 £ AN G B (extremely not clever) -4

S=NA+DA+SW A AR EZIE ]
5 V(DA)*V(SW) +4
(NA is an even number) (not not extremely clever)
6 S=NA+DA+SW 0.5*V(DA)*V(SW) AN E R +2
(NA is an odd number) (not extremely clever)
7 S=SW+! V(SW)*2 IE B (clever!) +2

After the text representation, the classifier is trained by
the naive Bayes algorithm. The trained classifier is used to
identify the text field.

C. CALCULATION OF THE TEXT SENTIMENT SCORE

The calculation process of the text sentiment score can
be decomposed into the calculation of the sentiment
phrase’score, the calculation of the sentence sentiment score,
and the calculation of the text sentiment score.

1) CALCULATION OF THE SENTIMENT SCORE OF A
SENTIMENT PHRASE

In the section of construction of dictionaries, the modifier
words such as negative words and degree adverbs are intro-
duced. Negative words play a key role in reversing the polar-
ity of sentiment words, and degree adverbs play a key role
in strengthening or weakening the score of sentiment word.
At the same time, “‘!”’ is took into account. This article refers
to the combination of sentiment words and these modifiers as
sentiment phrases. The sentiment scores of sentiment phrases
are calculated as shown in Table 10.

In Table 10, DA denotes degree adverbs, NA denotes nega-
tive words, SW denotes sentiment words, and S denotes sen-
timent phrases. V(SW) represents the sentiment score of the
sentiment word, V(DA) represents the weight of the degree
adverb, and NA represents the number of negative word.

The score computing method for sentiment phrases is
shown in Table 11.

2) SCORE CALCULATION OF A SENTENCE AND

TEXT SENTIMENT

The calculation of sentence sentiment score is based on
sentiment phrases. Considering transitional conjunctions and
progressive conjunctions, the sentiment scores of sentences
can be calculated. The calculation method is shown in for-
mula (3).

V(sentence) = V(IW) Z V(sy) 3)

i=1
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Among them, V (s;) is the sentiment value of the i-th senti-
ment phrase in the sentence; V(IW) is the weight value of
the conjunction. If there is a transition conjunction at the
beginning of the sentence, V(IW) is equal to 1.5; if there is
a progressive conjunction at the beginning of the sentence,
V(IW) is equal to 2; if there is no conjunction at the beginning
of the sentence, V(IW) is equal to 1.

The sentence sentiment scores are summed to obtain the
text sentiment score. According to the text sentiment score,
the text sentiment tendency can be drawn. The rules are as
follows:

(1) If the text sentiment score is more than 0, then the text
sentiment tends to be active;

(2) If the text sentiment score is equal to 0, it is determined
that the text sentiment tendency is neutral;

(3) Ifthe text sentiment score is less than 0, it is determined
that the text sentiment tends to be passive.

IV. EXPERIMENT AND ANALYSIS

Text sentiment analysis experiments are divided into three
experiments. Experiment 1 is a study of the classification
effect of the naive Bayesian field classifier. Experiment 2 is
a study of the influence of the field sentiment words and the
polysemic sentiment words on sentiment analysis. To further
study the effect of the sentiment classifier proposed in this
paper, experiment 3 compares it with SVM and the sentiment
classification method in literature [20].

A. DATA SET CONSTRUCTION

In the experiment 1, 25000 reviews are used as the domain
classification corpus (Data set 1) which are crawled from the
websites of Jingdong and eL.ong. The domain classification
corpus include hotel, clothing, fruit, digital and shampoo
fields. There are 5000 reviews in each field.

In the experiment 2, 50000 reviews (Data set 2) are used
as the sentiment classification corpus which are crawled
from the review data on Ctrip and Jingdong websites.
The sentiment classification corpus include hotel, clothes,
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TABLE 11. Score computing method for sentiment phrases.

Input: Sentence
Output: The sentiment score of each sentiment phrase in the sentence
Process:
1: Words in the sentence are stored in the wordList, then traversing the wordList;
2: IF wordList[i] in the extended sentiment dictionary:
3: IF wordList[i] is a polysemic word:
4: Text category cls=NB_classifier.predict {document vector}
S: Sc=I(active word in the field cls) or Sc=-1(passive word in the field cls)
6: Elif wordList[i] is not a polysemic word:
7: Sc=1(active word) or Sc=-1(passive word)
8: End if
Scaning the degree word and negative word before the sentiment word,
9: Recording the position j and the weight dc of the degree adverb;
' Recording the position k of the negative word closest to the sentiment word;
The number of negative word is neg_num.
10: If there is only degree adverb before wordList[i]:
11: Sc=Sc*dc
12: Elif there is only privative before wordList[i]:
13: Sc=Sc* (—1)"*-""
14: Elif there are privative and degree adverbs before wordList[i]:
15: Update Sc according to the formulas of numbers 4, 5 and 6 in Table 10.
16: End if
17: If ! exists behind wordList[i]
18: Sc=Sc*2
19: End if
20: End if

fruit, digital, and shampoo fields. 5000 active texts and
5000 passive texts are selected for sentiment analysis in each
field. The corpus of experiment 1 and experiment 2 have
no intersection.

In the experiment 3, the publicly available corpus is used.
These are 6000 labeled hotel reviews (Data set 3) pro-
vided by Tan Songbo team [21] and used in literature [20].
Data set 3 are divided into three groups with equal
number of active and passive reviews to conduct the
experiment 3 [20].

In the experiment 2 and 3, for the sentiment analysis
method proposed in this paper, 90% of Data set 1 are ran-
domly selected as the training set and used to construct the
naive bayesian field classifier.
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B. EVALUATION CRITERIA
In this paper, precision, recall and F; are used to evaluate the
classification results. Average_precision, average_recall, and
average_F1, which average the precision, recall and F; values
for all fields, are used to evaluate the average classification
performances for all fields.

C. TEXT SENTIMENT ANALYSIS EXPERIMENT

1) EXPERIMENT 1: THE CLASSIFICATION EFFECT OF THE
NAIVE BAYESIAN FIELD CLASSIFIER

The naive Bayesian field classifier is used to determine the
field of the text in which the polysemic sentiment word is,
and then the sentiment polarity of the word could be distin-
guished. Thus the field classification effect has an important

VOLUME 7, 2019



G. Xu et al.: Chinese Text Sentiment Analysis Based on Extended Sentiment Dictionary

IEEE Access

TABLE 12. The result of the text classification experiment.

Criteria Precision Recall F,
Run
1 0.872 0.825 0.848
2 0.856 0.832 0.844
3 0.868 0.855 0.861
4 0.858 0.853 0.855
5 0.865 0.856 0.860
6 0.856 0.857 0.856
7 0.857 0.836 0.846
8 0.853 0.834 0.843
9 0.866 0.835 0.850
10 0.859 0.847 0.852
Average 0.861 0.843 0.853
0.900
=
g
-‘;’E 0.850
QD
S
5 0.800
Q
=
=
> 0.750
0.700
KNN SVM Bayes
e==fe==precision 0.755 0.842 0.861
=== recall 0.740 0.783 0.843
F1 0.747 0.811 0.853

FIGURE 4. Relationship between three evaluation criteria and three field classifiers.

influence on the results of sentiment analysis. The experi-
ment 1 is a study of the classification effect of naive Bayesian
field classifier. Data set 1 is adopted to conduct the experi-
ment 1. The experiment 1 performs 10 times of 10-fold cross-
validation on Data set 1, and the experimental results are
shown in Table 12.

It can be seen from the experiment results that the Bayesian
field classifier works well for identifying the text field. The
precision, recall and F; of each experiment are more than
80%. The average precision is 0.861. The average recall is
0.843. The average F; value is 0.853.

To further prove the feasibility of naive Bayesian field clas-
sifier, it is compared with KNN and SVM machine learning
algorithms. The experimental results are shown in Figure 4.

As can be seen from Figure 4, compared with KNN
and SVM algorithms, the precision, recall and F; of naive
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Bayesian field classifier are higher than those of KNN and
SVM. Therefore, the feasibility of using the Bayesian algo-
rithm to identify the text field is proved.

2) EXPERIMENT 2: COMPARISON OF SENTIMENT ANALYSIS
EFFECTS BASED ON DIFFERENT SENTIMENT DICTIONARIES
HowNet sentiment dictionary and NTUSD are the initial
sentiment dictionary. Meanwhile, some Internet popular sen-
timent words manually extracted from Chinese popular social
network sites are added them as the basic sentiment dictio-
nary. The extended sentiment dictionary contains the basic
sentiment dictionary, the field sentiment words and the poly-
semic sentiment words in the hotel, digital, fruit, clothing and
shampoo fields.

Basic sentiment dictionary is recorded as sentiment dic-
tionary 1. Adding the field sentiment words to the basic
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TABLE 13. Test results of using three sentiment dictionaries.

sentiment dictionary 1

sentiment dictionary 2 sentiment dictionary 3

Field Type
P R F, P R F, P R F,

Active 0.813 0.734 0.771 0.831 0.823 0.827 0.845 0.812 0.828
hotel Passive 0.778 0.697 0.735 0.845 0.735 0.786 0.850 0.776 0.811
Average 0.795 0.716 0.753 0.838 0.779 0.807 0.848 0.794 0.820
Active 0.845 0.847 0.845 0.854 0.908 0.881 0.869 0.916 0.892
clothing Passive 0.904 0.654 0.759 0.924 0.656 0.767 0.935 0.756 0.836
Average 0.874 0.751 0.802 0.889 0.782 0.824 0.902 0.836 0.864
Active 0.815 0.702 0.754 0.824 0.812 0.818 0.846 0.832 0.839
fruit Passive 0.809 0.656 0.725 0.854 0.713 0.777 0.866 0.762 0.811
Average 0.812 0.679 0.739 0.839 0.763 0.798 0.856 0.797 0.825
Active 0.814 0.658 0.728 0.865 0.722 0.787 0.874 0.805 0.838
digital Passive 0.823 0.674 0.741 0.852 0.652 0.739 0.858 0.767 0.810
Average 0.819 0.666 0.734 0.859 0.687 0.763 0.866 0.786 0.824
Active 0.812 0.632 0.711 0.832 0.787 0.809 0.860 0.802 0.830
shampoo Passive 0.821 0.670 0.738 0.872 0.698 0.775 0.878 0.753 0.811
Average 0.817 0.651 0.724 0.852 0.743 0.792 0.869 0.778 0.820
Active 0.820 0.715 0.762 0.841 0.810 0.824 0.859 0.833 0.845
Average Passive 0.827 0.670 0.740 0.870 0.691 0.769 0.877 0.763 0.816
Average 0.823 0.693 0.750 0.855 0.751 0.797 0.868 0.798 0.831

sentiment dictionary is recorded as sentiment dictionary 2.
Adding the field sentiment words and the polysemic sen-
timent words to basic sentiment dictionary is recorded as
sentiment dictionary 3. Sentiment dictionary 3 is namely the
extended sentiment dictionary.

The experiment 2 is conducted based on Data set 2. Under
the proposed sentiment semantic rules in this paper, sentiment
analysis is conducted by using sentiment dictionary 1, senti-
ment dictionary 2 and sentiment dictionary 3, respectively.
When using sentiment dictionary 3, the naive Bayesian field
classifier is firstly used to determine the field of the text in
which the polysemic sentiment word is. The naive Bayesian
field classifier has the precision 0.862, the recall 0.835, and
the F; 0.848. The results of using three sentiment dictionaries
are shown in Table 13.

In Table 13, P, R represent precision, recall respectively.
Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9 are
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the graph analyses of the experimental results coming from
Table 13.

Average_precision, average recall and average_F; refer
to the average of precision, recall and F; of five fields,
respectively. Average_precision, average_recall, average_F
are shown in Figure 5.

As can be seen from Figure 5, the performance of the senti-
ment analysis based on the basic dictionary is not satisfactory,
especially recall, which is only 0.693. After adding the field
sentiment words, the effect of sentiment analysis improves
significantly. The average_precision increases from 0.823 to
0.855, and the average_F increases from 0.750 to 0.797. The
average_recall increases most significantly, from 0.693 to
0.751. This is because the field sentiment words extend the
coverage of sentiment dictionary. After considering the poly-
semic sentiment words with multiple polarities, the sentiment
analysis effect is further improved. The average_precision,
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average_recall, average_F| reaches 0.868, 0.798, and 0.831, the field sentiment words and the polysemic words is uti-
respectively. In this paper, the domain classifier is introduced lized for the sentiment computation. Therefore the ability
into the sentiment analysis method, and an extended senti- of differentiating the text sentiment is stronger. Therefore
ment dictionary containing the basic sentiment dictionary, the proposed sentiment analysis approach is better than the
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traditional sentiment analysis based on other two sentiment
dictionaries.

Figure 6, Figure 7, Figure 8 show the comparison of pre-
cision, recall, and F; by using three sentiment dictionaries
in each field. Compared with the basic sentiment dictionary,
precision, recall, and F; in all fields have been improved after
adding the field sentiment words. Furthermore, after adding
the polysemic sentiment words, the precision, recall, and F;
are further improved. When using an extended dictionary,
precision, recall, and Fy in the clothing field are the highest.
As can be seen from the above, in the above-mentioned field,
sentiment analysis based on extended sentiment dictionary
is most suitable for the clothing field. Using the sentiment
analysis method based on the extended sentiment dictionary
proposed in this paper, the precisions and F; values in all
fields are more than 0.80, and the recalls are all around 0.80.
It can be proved that the sentiment analysis method based on
extended dictionary proposed in this paper is applicable to the
above five fields.

In addition, from the results of sentiment analysis in var-
ious fields, the sentiment classification effects of active and
passive texts in some fields are quite different. This is due
to the imbalance of sentiment words in some fields. For
example, the result of sentiment analysis of the clothing field
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has a large difference between the Fy values on the active texts
and the passive texts, as is shown in the Figure 9. The F; of
the acvitve texts is obviously higher than that of the passive
texts. After analysis, it can be known that the reason for this
phenomenon is that the number of active sentiment words in
the clothing field is more than the passive sentiment words.

3) EXPERIMENT 3: COMPARISON WITH OTHER

SENTIMENT CLASSIFIERS

To further verify the effectiveness of the sentiment analysis
method proposed in this paper, based on Data set 3 coming
from the literature [20], SVM and the method of the liter-
ature [20] are compared with the proposed method in this
paper. Literature [20] is an improved method of the text sen-
timent classification based on semantic comprehension. Here
the sentiment classification performances in literature [20]
are utilized directly for comparison. The sentiment classifi-
cation results in literature [20] are shown in Table 14. SVM
is the classification method based on machine learning and is
widely used in text sentiment analysis. The comment corpus
of hotel field in Data set 2 is adopted as the training set of
SVM method. First, the SVM sentiment classifier is trained.
Then, the sentiment analysis of SVM and the proposed
method is performed on three test sets which are obtained
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TABLE 14. Sentiment classifier comparison experiment.

Method Evaluation criteria First group Second Group ~ Third group ~ Average value
Precision 0.778 0.723 0.768 0.756
SVM Recall 0.764 0.745 0.781 0.763
F, 0.771 0.734 0.775 0.760
Precision 0.794 0.726 0.794 0.771
Method of literature [20] Recall 0.781 0.699 0.770 0.750
F, 0.790 0.702 0.776 0.756
Precision 0.838 0.807 0.816 0.820
Method of this paper Recall 0.792 0.766 0.807 0.788
F, 0.814 0.786 0.811 0.804

by dividing Data set 3 into three parts. In the experiment of
the proposed sentiment analysis method, the naive Bayesian
field classifier has the precision 0.855, the recall 0.843, and
the F; value 0.849. Three group test results of SVM and the
proposed method in this paper are also shown in Table 14.
The average performance of the precision, recall, and F; of
three methods are shown in Figure 10.

As can be seen from Figure 10 and Table 14, the precision
of SVM is lower than that of the literature [20], but the recall
and the F; are higher than those of the literature [20]. Com-
pared with SVM and the method of literature [20], the pro-
posed method significantly improves the precision, recall,
and F; of sentiment analysis. In this paper, an extended sen-
timent dictionary which includes the basic sentiment words
as well as covers some specific sentiment words in some
detailed domains is constructed, which improves the effect
of sentiment analysis.

The results of experiment 2 and experiment 3 show that the
proposed sentiment analysis method in this paper is effective
in the sentiment recognition of the comment texts.

V. CONCLUSION

In this paper, a Chinese sentiment analysis method based
on extended dictionary is proposed. The main task of the
research is to construct an extended sentiment dictionary
covering five fields: hotel, digital, fruit, clothing and sham-
poo. The extended sentiment dictionary contains the basic
sentiment dictionary, some field sentiment words and poly-
semic sentiment words in the fields. The naive Bayesian field
classifier is used to classify the field of the text in which
the polysemic sentiment word is, so the sentiment polarity
of the word could be distinguished. The experimental results
show that the sentiment classification method proposed in this
paper has a good effect in hotel, clothing, fruit, digital and
shampoo fields.

However, there are still many aspects which need to be
considered. First, the weights of active words and passive
words are “1” and “—1”. The weights of sentiment words
need to be further refined. Second, the generalization of
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sentiment classifier is limited because it’s only used for a few
specific fields. In future work, the above issues will be further
researched.
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