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ABSTRACT The biochemical indexes are used to assess the hepatic and renal function of paraquat (PQ)
poisoning patients. However, these indexes correlated with the prognosis of patients are unidentified. This
paper aims to explore useful indexes from biochemical tests and to identify their predictive value. A total
of 101 PQ poisoning patients including 51 dead patients and 50 survived patients is involved in this study.
The biochemical indexes of PQ poisoning patients in different status are collected and analyzed by the
independent-sample test. After that, Fisher scores feature selection is applied to screen prognostic factors
from biochemical indexes. Based on the results of Fisher selection, an effective extreme learning machine
(ELM) is applied to diagnose the prognosis status of PQ poisoning patients. The created ELM method
is rigorously evaluated for accuracy, sensitivity, and specificity. The results show that there is statistical
significance between dead and survived people in biochemical indexes (P< 0.01). Feature selection revealed
that direct bilirubin, alanine aminotransferase (ALT), total bilirubin, aspartate aminotransferase (AST),
the ratio of ALT/AST, and creatinine are the most crucial indexes, which correlated with the prognosis of
PQ poisoning. The maximal classification accuracy is 79.6% when these six indexes are selected as the
dataset. In conclusion, the biochemical test is related to the prognosis of PQ poisoning patients. It provides
a new method for prognosis of PQ poisoning with feature selection and ELM model.

INDEX TERMS Extreme learning machine, biochemical index, paraquat, medical prognosis, patients.

I. INTRODUCTION
Paraquat (1,1′ -dimethyl-4,4′ -bipyridium dichloride, PQ) is
a widely used herbicides with its safety in seedlings, and
good affectivity in weeding. Meanwhile, it saves much time
and money. However, it is an extremely toxic pesticide for
human. The oral lethal doses is only 7-8 mL PQ [1], and
no patient will survive with a plasma PQ concentration
over 5000 ng/mL [2]. To date, PQ has caused death of
numerous people in the world, which is higher than any
other herbicidal agents [3]. For example, PQ leads to an

The associate editor coordinating the review of this manuscript and
approving it for publication was Haruna Chiroma.

estimated 300000 deaths in the Asia-Pacific region every
year [4], [5]. There were 1741 suicides per 100, 000 docu-
mented from 1986 to 2005 in India [6]. Therefore, PQ has
been banned in some countries such as South Korea and
Europe. However, PQ is still widely used in many develop-
ing countries because of its effective quick-acting and non-
selective weeding. Even in the United States, the use of
PQ has increased four-fold in the past 10 years [7].

In order to reduce the mortality of PQ poisoning, the mech-
anism of intoxication has been studied intensively. PQmainly
affects the metabolism of NADPH-mediated cytochrome
P450 reductase and xanthine oxidase. During the process,
it produces a plenty of PQmono-cation radical (PQ+), which
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is rapidly re-oxidized to PQ2+ and produces superoxide
(O2−) [8]. The reactive oxygen will result in toxicity in
human body such as liver, kidney and lung [9]. Based on the
studies of mechanism of intoxication, the current therapeutic
procedures mainly include the hemopurification of PQ, and
the treatment of antioxidants [10], [11]. However, doctors
must recognize the degree of intoxication before initiating
treatments.

It has been confirmed that The PQ concentration (PQC)
is related to the severity of PQ poisoning. Because
PQC should be determined by high performance liquid
chromatography (HPLC) or liquid chromatograph-mass
spectrometer (LC-MS), it requires high precise and accurate
equipment [12], [13]. Indeed, it is rarely used as a routine
test in every hospital. The blood biochemical examination of
hepatic and renal function is the most popular and common
test in clinical practice. So far, the correlation of biochem-
ical indexes of hepatic and renal function with prognosis
of PQ poisoned patients is still unclear, and the signifi-
cance of those biochemical indexes hasn’t been investigated
intensively.

As a new and efficient machine learning method, extreme
learning machine (ELM) has its unique advantage such as
its fast learning speed and excellent generalization. Besides,
it can keep fewer fine-tuning parameters than the tra-
ditional artificial neural networks. Since its introduction,
ELM has been applied in diagnosis of glaucoma and Parkin-
son disease [14], [15], no-reference assessment of image
quality [16], human face recognition [17], and classification
in remote sensing hyperspectral images [18].

In the previous paper [19], ELM has been demonstrated
an effective and efficient prediction method for PQ diag-
nosis by using the blood metabolomics data. In this study,
ELM is applied to explore the diagnostic value of biochemical
indexes in prognosis of PQ poisoned patients.

II. MATERIALS AND METHODS
A. ETHICS STATEMENT
All of the process of experiments approved by the Medi-
cal Ethics Committee of First Affiliated Hospital of Wen-
zhou Medical University (Register number; 2016052), was
carried out in accordance with the Declaration of Helsinki.
The biochemical indexes of PQ poisoned patients hospi-
talized in emergency room of First Affiliated Hospital of
Wenzhou Medical University from October 1st, 2013, to
October 1st, 2017 were involved in this study.

B. DATA PREPARATION
A total of 101 PQ poisoned patients (male 56, female 45)
were analyzed in this study. The average age was 33.74 ±
13.61 years, and the median age was 32 years. The ini-
tial plasma PQC and biochemical test were tested at the
first time when the patients were hospitalized in EICU
before they received any treatments. After the blood samples
were collected, the PQ-poisoned patients had comprehensive

TABLE 1. List of the features used in this study and their definitions.

TABLE 2. Statistical analysis of 101 PQ poisoned patients (dead group
and survival group).

treatment like hemoperfusion treatment with immunosup-
pressant drugs, liver-protective drugs and so on. According
to the therapeutic outcome, they were assigned into survival
group or dead group.

The plasma PQ concentrations were analyzed by the
Agilent 1260 HPLC equipped with Agilent HC-C18 column
(2.1 mm × 150 mm, 5 µm) and diode array Please refer
to published articles for the detailed analytical information
and validation information [20]. The biochemical test was
determined by RA - 2000 automatic biochemical analyzer.

The detailed descriptions of 12 blood indexes were listed
in Table 1. Before ELM modeling, the statistical analysis
of the independent sample test was performed by using the
software SPSS 17 (Table 2).

C. ELM MODEL
The proposed ELM method provides an efficient method to
distinguish the dead PQ poisoning patients from the survived
people. The flowchart of the introduced ELM method was
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FIGURE 1. Flowchart of the proposed method.

shown in Figure 1. First, the important correlated indexes
were screened by feature selection. Subsequently, ELM clas-
sifier was used to develop an optimal model with different
feature sets. Finally, according to the best discriminating
features, the predictive model developed and conducted the
prognostic task in PQ poisoned patients.

1) FEATURE SELECTION
An efficient feature selection process is a crucial part of a
machine learning method. It can eliminate the irrelevant and
redundant variables in the data set. Therefore, feature selec-
tion can not only improve the accuracy of classifier models
but also help better understand the underlying mechanism
of the problem [21]. In this study, Fisher Score [22] feature
selection is used to find the crucial features in biochemical
indexes. Fisher Score employs the fisher criterion to rec-
ognize discriminative features. The score for each feature
can be defined by the formula as follows. For the detailed
information, please refer to published articles [23].

F =

∑2
i=1 ni(µi − µ)

2∑2
i=1 ni(σi)2

. (1)

2) ELM CLASSIFICATION
According to the data sets obtained by Feature selection,
an ELM model was developed for classification tasks. First,
the activation functions and neuron number in hidden layer

of ELM model were evaluated. When the optimal activa-
tion function and neuron in hidden layer were determined,
ELM was used to predict the prognosis of PQ poisoning
patients. A brief introduction of ELMwas below. Please refer
to the published works [24] for more information.

In a N samples training data set < = {xi, ti}Ni=1, xi ∈ Rn

meant the input variable with n features, and ti ∈ Rm

meant the target variable with m dimensions. The output of
ELM model was as follows [25]:

k∑
i=1

βig(wi · xj + bi) = oj, j = 1, 2, . . . ,N (2)

where g(x) was activation function, k and βi were neurons
in hidden layer and the weight variable between the hidden
neuron and the output layer. For more detailed information
refer to published articles [23].

If an ELM model could contain zero error by approximat-
ing these N samples, we could get

k∑
i=1

βig(wi · xj + bi) = tj, j = 1, 2, . . . ,N .

This equation could be reformulated as follows:

Hβ = T (3)

where H [26] meant the hidden layer output matrix of the
neural network:

H=

 g(w1 · x1 + b1) . . . g(wk · x1 + bk )
...

. . .
...

g(w1 · xN + b1) · · · g(wk · xN + bk )


N×k

(4)

β = [β1, · · · , βk ]T was the matrix of output weights, and
T = [t1, · · · , tN ]T indicated target labels’ vectors. Since the
Moor-Penrose (MP) can generalize inverse of matrix H, β can
be listed as follows:

β = H†T (5)

In summary, ELM algorithm included two steps: assigning
randomly the input weights and bias and calculating the
output matrix and weight of hidden layer.

3) EXPERIMENTS
To verify the developed ELM model for prognosis of the
PQ poisoned patients, the support vector machines (SVM),
probabilistic neural network (PNN) and back propagation
neural network (BPNN) were employed for a compari-
son. The SVM model was developed by the LIBSVM
toolbox [27]. The PNN and BPNN were developed by
the algorithms implemented in MATALAB neural network
toolbox. The ELM model was developed by coding at
http://www3.ntu.edu.sg/home/egbhuang.

Before the classification, the biochemical data was nor-
malized into the range [−1, 1]. The experiment was tested
on an AMD FX(tm)−8350 Eight-Core Processor (4.0 GHz)
running Windows 7.
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FIGURE 2. The relationship between ELM with different activation
functions and the different number of hidden neurons.

The 10-fold CV [28] was used to evaluate classification
performance. The final result was computed by averaging the
results of all 10 trials. The proposed models were evaluated
by parameters as follows:

ACC =
TP+ TN

TP+ FP+ FN + TN
× 100% (6)

Sensitivity =
TP

TP+ FN
× 100% (7)

Specificity =
TN

FP+ TN
× 100% (8)

TP and TN was the number of true positives and true
negatives, which stood for the cases correctly predicted in
dead or alive patients. FN and FP was the number of false
negatives and false positives, which stood for the cases incor-
rectly predicted in dead or alive patients.

III. EXPERIMENTAL RESULTS
A. ELM CLASSIFICATION PERFORMANCE
The ELM performance is influenced by the activation func-
tions and hidden neurons [29]. In this study, five activation
functions including Sigmoid (sig), Sine, Hard-limit, Trian-
gular basis and Radial basis function and the different num-
ber of neurons [1, 50] were evaluated in the prognosis of
PQ poisoning patients. The results of classification accu-
racy of ELM were given in Figure 2. The sig function out-
performed the others in the range of the first 10 hidden
neurons, but its performance degraded with the increase of
the neurons. In general, there was no function that domi-
nated the other ones in the whole range of 1 to 50 neurons.
In average, those five functions had the nearly same influence
on the ELM model. It suggested that the ELM model was
not very sensitive to the activation function involved in the
problem we investigated. For convenience, we chose the sig
activation function in the following experiments due to its
better performance with a small amount of hidden neurons
(1 to 10) than others.

As for the optimal neuron number in hidden layer, the clas-
sification performances of the different neurons in hidden
layer were recorded and shown in Figure 3. ELM performed

FIGURE 3. Average ACC, sensitivity and specificity versus different hidden
neuron numbers for ELM via 10 runs of 10-fold CV.

TABLE 3. Average classification performance results of 10-fold CV.

better with the smaller number of neurons than the big-
ger neurons, which was consistent with the phenomenon
observed in the previous experiment. Table 3 listed the results
of average classification performance in different numbers of
hidden neurons (1, 5, 10, 15, 20, 25 and 30). The 10 hidden
neurons achieved the highest validation performance with
the ACC of 74.79%, sensitivity of 68.23% and specificity
of 81.70%. The detailed results of the ELM with the best
hidden neurons were listed in Table 4.

B. COMPARISON WITH OTHER METHODS
The SVM, BPNN and PNN were conducted on the same
dataset. For SVM, the parameter of RBF kernel function was
determined by grid-search technique. The BPNN were tried
in different numbers of nodes (2, 4, 6, 8 and 10) in the hidden
layers with sig function and Levenberg-Marquardt algorithm.
The best result was obtained at the learning epoch of 200 with
2 hidden nodes. These modeling parameter were used for the
subsequent analysis. In order to determine the optimal spread
of PNN, several values of the smoothing spread (0.5, 1, 1.5,
2, 2.5, 3, 3.5, 4, 4.5 and 5) were tried to train PNN. The best
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TABLE 4. The detailed results obtained by the ELM model with the best
neurons.

FIGURE 4. Comparison results of classification performance among ELM,
SVM, PNN and BPNN.

classification accuracy was obtained when the spread value
was set to 5.

The classification performances of ELM, SVM, PNN and
BPNN were showed in Figure 4. The comparison results of
the CPU time of the four methods were displayed in Figure 5.
From the two figures, it was clearly that ELM did not only
perform the best among the four methods in terms of ACC,
sensitivity and specificity, but also required the lowest com-
putational demand among the fourmethods. The performance
obtained by PNNwas almost similar to that of SVM, but PNN
required much less computational effort than that of SVM.
Though BPNN achieved lower ACC and specificity than that
of the other three methods, but its sensitivity was comparable
to that of ELM. Among the four methods, SVM and BPNN
consumed much more CPU resources than ELM and PNN.
These results indicated that ELM had better generalization

FIGURE 5. Computational cost comparison among ELM, SVM, PNN
and BPNN.

FIGURE 6. The importance of each index obtained by the Fisher Score
feature selection.

FIGURE 7. The incremental feature selection curve: the classification
accuracy against the feature subset with different hidden neurons.

capabilities than other models by reducing the computational
cost by 1 order of magnitude compared to other counterparts.

C. CLASSIFICATION WITH FEATURE SELECTION
The importance of each biochemical index was computed
(Figure 6) and used to develop the optimal feature subset.
According to importance, there were 12 different feature
subsets developed from higher to lower rank and performed
by ELM classifier. The incremental feature selection curve
(in Figure 7) showed the models appeared a common trend,
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FIGURE 8. Comparison results of classification performance between
ELM with and without feature selection.

TABLE 5. Paired t-test results of ELM with feature selection and without
feature selection in terms of ACC, sensitivity and specificity.

which indicated that the classification result was not very
sensitive to the neuron number in hidden layer. The best
classification result was an average of 79.6% ACC, 74.6%
sensitivity, and 84.9% specificity for ELM when the dataset
were comprised by top six features and the number of hid-
den neurons was 15. These six features were AST, TBIL,
DBIL, ALT, CR and A/G. The comparison results of ELM
with or without feature selection were shown in Figure 8.
The classification accuracy of the best optimal data set was
obviously superior to those of the whole feature set. These
results indicated that the original data set contained redundant
or irrelevant variable, which could be deleted by the Fisher
Score feature selection.

The differences between the ELM with or without feature
selection were analyzed by a paired t-test. It should be noted
that the differences with P< 0.05 was considered to be sta-
tistically significant in the experiment. The results showed
ELM with feature selection was better than ELM without
feature selection (Table 5). The better performance revealed
that Fisher score could select the most representative factors
to construct the discriminative classifier.

The discriminative ability of the biochemical indexes was
also compared with the ELM on the PQC data. In Figure 9,
the optimal classification accuracy of ELM was in the 8 hid-
den neurons, and after then it performed relatively stable till
the end with the ACC of 85.2%, sensitivity of 73.4% and

FIGURE 9. Average ACC, sensitivity and specificity versus different hidden
neuron numbers for ELM via 10 runs of 10-fold CV on the data with PQC
index.

FIGURE 10. Comparison results of classification performance between
ELM on the data with PQC index and biochemical indexes.

specificity of 97.2%. The comparison results of classifica-
tion accuracy between ELM on the data with PQC index
and biochemical indexes were given in Figure 10. From the
figure, the results obtained by the biochemical indexes were
comparable to that of PQC index.

IV. DISCUSSION AND FUTURE WORK
Biochemistry tests usually measure the chemical substances
in the plasma to indicate the function of liver and kidney.
Besides, it can indicate the levels of fat and glucose cir-
culating in the body. The test of blood lipids in clinical
field commonly include total cholesterol (TC), triglycerides
(TG), low density lipoprotein (LDL), high-density lipopro-
tein (HDL). These indexes are usually used to assess the risk
of atherosclerosis and subsequent risk of heart disease, but
they haven’t been tested in poisoning diseases. The liver and
kidney function different from blood lipids can be destroyed
in poisoning conditions. Therefore, they are tested in clinical
practice routinely. However, there is no further comprehen-
sive investigation to evaluate the relationship of biochemical
indexes and poisoning degree in PQ poisoning patients, espe-
cially to discover which indexes is the most important one.
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The problem of prognosis of PQ poisoning can be regarded
as a problem of predicting the bad or dead status and
well or alive status. It has the characteristics of multivariate
and complex relationships. Therefore, ELM can be a good
candidate as a classification method in this scenario [25].
For comparison purposes, the advanced SVM [30],
PNN and BPNN, were also used to investigate the prog-
nosis of PQ patients. In addition, Fisher Score selection
was employed to identify correlating factors before the
ELM classification models were constructed. The classifi-
cation performance such as accuracy (ACC), sensitivity and
specificity was examined.

According to the results of our proposed ELM machine
learning approach, AST, TBIL, DBIL, ALT, CR and
A/G were identified as the important factors for evalua-
tion of poisoning degree. AST was the most important one
among them. The Independent-Sample Test showed that their
p-values were all below 0.005 which are much smaller than
the other indexes such as BUN and IBIL. In other words,
the results of the proposed ELM approach were consistent
with statistical analysis. When the dataset was consisted with
six indexes, the maximal classification accuracy reached up
to 79.6%, which was nearly similar to the prediction accuracy
of PQ plasma. It indicated that AST, TBIL, DBIL, ALT,
CR and A/G could replace PQC to predict the prognosis of
PQ poisoning. Therefore, doctors could use these biochemi-
cal indexes to directly predict the poisoning degree or progno-
sis of PQ-poisoned patients if they have no PQC data at hand.
In addition, considering the speed of the proposed methodol-
ogy, it is of significant importance to solve the problem of
treatment of PQ poisoned patients. In fact, a timely decision
can help doctors to make appropriate treatment protocols in
time such as identifying the amount of hemoperfusion and the
dosage of drugs.

So far, it is well known that the plasma level of PQ con-
centration is commonly recognized as the most important
and sensitive index to predict the prognosis of PQ poisoning.
Because the mortality rate and prognosis of PQ poisoning
is highly correlated with blood PQ concentrations [31]. Our
study has provided totally new reference to predicting the
prognosis. The AST, TBIL, DBIL, ALT and A/G are vital
hepatic indexes. AST and ALT are important enzymes in the
liver, which play an important role in amino acid metabolism.
AST and ALT are normally found less in the plasma. The
increased level of AST and ALT in the blood often indicates
the damage to the liver. CR is the most commonly used renal
index. The increased level of CR is related to an actual kidney
injury. Therefore, we can not only find out whether or not the
liver and kidney have been destroyed, but also we can predict
the poisoning degree or prognosis of PQ poisoning patients.

The early identification of poisoning degree and recogni-
tion of liver and kidney function of PQ poisoning patients is of
great use in clinical practice. According to the results of our
investigation, we have found out the most relevant indexes
associated with the poisoning degree in blood biochemi-
cal test. The doctors should pay attention to these factors

closely in clinical field, especially when there was no data of
PQ plasma concentration available. And also, the doctors can
make the treatment plan directly based on the level of AST,
TBIL, DBIL, ALT, CR and A/G.

In brief, this study makes the following contributions:
(1) a new method for prognosis of PQ poisoning patients by
using biochemical indexes is proposed; (2) AnELMapproach
for automatically diagnosing the prognosis of PQ poisoning
patients is developed; and (3) The most relevant biochemical
indexes correlated with the dead status is selected by the
Fisher score feature selection.

V. CONCLUSION
An effective data-driven ELM model based on the biochem-
ical indexes has been successfully developed and applied to
the practical PQ poisoning problem. AST, TBIL, DBIL, ALT,
CR and A/G are the most critical indexes for the evaluation
of poisoning degree. The maximal classification accuracy
is 79.6%, when these six indexes are selected as the dataset.
The biochemical test can be a viable alternative to predict the
poisoning degree or prognosis of PQ poisoning, even if there
was no available PQC measure.
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