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ABSTRACT Traffic congestion is expected to be an inescapable problem in the near future, as traffic is
growing exponentially and becoming congested with thousands of millions of vehicles across the world. All
existing approaches to examine this traffic domain are centralized and not feasible in terms of cost, time,
and scalability issue. To investigate the probable reasons for traffic congestion with efficiency, this paper
proposes a novel algorithm to reform any traffic domain into a complex network using the principles of
decentralized Social Internet of Things (SIoT). By integrating social networking concepts into the Internet
of Things (IoT), the concept of SIoT has been proposed. The idea presented below is that every vehicle
acts as a smart Thing, communicate with nearby vehicles within a particular distance in a decentralized
manner and together form a complex network. We have built a generalized mathematical model to measure
the least amount of distance between two vehicles within the complex network. By extracting key network
properties from the complex network of vehicles built from our proposed algorithm, probable reasons for
traffic congestion can be investigated efficiently.

INDEX TERMS Traffic domain, complex network, social IoT, decentralization.

I. INTRODUCTION

Over the past decade, a complex network is being studied
as a theme in diverse research fields [1], [2]. As the Internet
and world wide web (WWW) are growing with time and
especially in the near future by introducing the fifth gen-
eration of cellular networks (5G) [3], [4], social scientists
tend to help users navigate vast information by managing
the complexity of complex networks. In recent times, several
types of research are being conducted to explore the possi-
bilities of incorporating social networking concepts into IoT
and find solutions of many uprising problems [5]-[8]. IoT
aims to transform any object in the real-world into a com-
puting device that has sensing, communication and control
capabilities [9]-[11]. SIoT, a new paradigm that has been
procreated by the integration of social networking concepts
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into IoT, potentially supports novel applications and net-
working services for the IoT in more effective and efficient
ways [12]-[19]. When a large number of individuals are tied
in a social network, it can provide far more accurate answers
to complex problems than a single individual can. The IoT
integrates a large number of technologies and envisions var-
ious smart objects [20]. Smart objects can interact with each
other and cooperate with their neighbors to accomplish com-
mon goals [21], [22]. The underlying notion of SIoT is that
every object will communicate with each other for searching
their desired service by using its relationships, querying its
friends and the friends of its friends in a distributed man-
ner for an efficient and scalable discovery of objects and
services by the characteristic principles of social networks
for humans. From Miligram’s experiment, Kleinberg con-
cluded that there are structural clues that help people to
find a short path efficiently without a global knowledge of
a network [23], [24]. Traffic congestion is a global problem

2169-3536 © 2019 IEEE. Translations and content mining are permitted for academic research only.

VOLUME 7, 2019

Personal use is also permitted, but republication/redistribution requires IEEE permission. 40925

See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0003-3120-0737
https://orcid.org/0000-0003-3229-6785

IEEE Access

S. Mostafi et al.: Algorithm for Mapping a Traffic Domain Into a Complex Network: SloT Approach

and it is increasing tremendously around the world [25].
It could be mitigated by identifying the probable reasons for
congestion. To incorporate the ideology and implications of
decentralized SIoT into the traffic domain, the traffic domain
should be considered as a complex network of vehicles. Based
on this ideology, we have proposed an algorithm that maps
any traffic domain to a complex network of vehicles. All
the vehicles within the complex network are considered as
a social agent and are socially connected based on their dis-
tance and position within the network. Based on our proposed
algorithm, a traffic domain of a particular location could
easily be converted into a complex network in which each
vehicle is considered as a node and the distance between each
two vehicles is considered as an edge. We have conducted
our research on two distinct datasets of a particular traffic
domain and proposed a mathematical model to figure out
the minimum distance between two vehicles to form social
relationship between them. Using our algorithm, we have
formed two complex networks of vehicles from two distinct
datasets and extracted some key network properties from
the complex networks. We have analyzed those extracted
network properties and stated predictions regarding traffic
situation.

Il. RELATED WORKS

Both developed and developing countries are facing disrup-
tion caused by traffic congestion [26], [27]. In recent times,
the number of vehicles has increased tremendously [28]-[30].
Almost all major cities around the world suffer from
inevitable heavy traffic in peak hours. Huge traffic jams
and unfortunate accidents can be caused even by small road
maintenance. Traffic jam forecasts can reduce driver fatigue
and save time on roads.

Alam et al. [31] and Guinard et al. [32] discussed how
Web of Things (WoT) could share their functionality inter-
faces using a human social network infrastructure, such as
Facebook, Linkedin, Twitter etc. In their system, every object
wants to share its functionality on the web either has a built-in
embedded web server or proxy smart gateways, such as radio
frequency identification tag based devices. The mart Things
of an individual person share their web crawlable public
interfaces with the owner’s groups and friends through a
social network. Smart-Its Friends [33] looked into how quali-
tative wireless connections can be established between smart
artifacts. Their system introduces context proximity based
match making and respective connections. Their proposed
system introduces context proximity based match making and
respective connections [34].

Rezende et al. [35] talked about mobile Ad Hoc networks
(MANETSs), where nodes can exchange messages with-
out depending on any previously established infrastructure.
Establishment of a wide ubiquitous network has become pos-
sible with portable network devices capable of wireless com-
munication. With support of these type of networks, users can
facilitate services anywhere anytime. The authors analyzed
the next generation of MANets formed by moving vehicles
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named vehicular Ad Hoc networks (VANETS) from the per-
spective of complex networks [35]-[37]. This is an uprising
technology that enables vehicles to become self-organized
without the need for any permanent infrastructure [38], [39].
It has been utilized in recent applications to increase traffic
fluency over roads [40], [41]. In these types of networks,
vehicles are able to communicate with each other. Real time
position of vehicles assumed as nodes can be assumed by
protocols, algorithms and applications since the global posi-
tioning system (GPS) can be installed easily in vehicles [36].

State-of-the-art vehicles are embellished with advanced
technologies [42], [43] that enable them to communicate
with nearby vehicles by forming VANETs [43]. In a
vehicular social network (VSN) [44]-[46], passengers can
engage in entertainment, utility and emergency related data
exchanges [47]-[50]. This type of social network belongs to
the mobile social network (MSN) category where mobile
users share user-centric information with each other using
mobile devices [43].

According to [22], IoT is a worldwide network of
inter-connected objects uniquely addressable, based on stan-
dard communication protocols. IoT incorporates a large num-
ber of heterogeneous extensive objects which continuously
generate information about the physical world [51]. Social
applications of the IoT have been transforming into a new
novel paradigm of social network of intelligent objects,
known as SIoT [52]. Atzori et al. [20] and [53] have intro-
duced SIoT terminology that focuses on establishing and
exploiting social relation-ships among things rather than their
owners. They have identified different types of things rela-
tionships are based on location, such as co-work, ownerships
etc. These things can crawl in their social network to dis-
cover other Things and services which can be exploited to
build various IoT applications. Based on the idea of social
relationships among objects, the first definition of SIoT has
been provided [53]. SIoT is a network where every node is an
object capable of establishing social relationships with other
objects in an autonomous way with respect to the rules set
by the owner. These relationships can provide useful traffic
information to guide the drivers in less congested routes.

The target of the IoT is to upgrade real-life physical objects
with computing and communication power so that they can
interact among themselves. Social Internet of Vehicles (SIoV)
is a vehicular instance of the SIoT. According to the concept
of SIoV, vehicles are the key entities for the social network.
The rapidly increasing interconnected objects would provide
secure and convenient transportation environment through
increased interconnection and cooperation [34]. Just like the
objectives of 10T, vehicles play an important role for safe and
convenient travel and that is why the idea of the Internet of
Vehicles (IoV) has also been inaugurated [54].

Contemporary research conducted on vehicular socializing
consider humans as a social entity but in our research, we have
analyzed vehicular social network SIoT theory where vehi-
cles are central social entities. Masudul et al. [55] focused on
some rudimentary concepts of the vehicular social network
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from the SIoT perspective. Nitti et al. [52] also explained
some key aspects of SIoV and also talked about the integra-
tion of SIoV middleware in the ITS station architecture.

In our research, we have experimented in the complex
network of the traffic domain where social relationships can
be exploited. The combination of these relationships cre-
ate a social network in traffic domain where vehicles can
gather information in a decentralized manner by navigating
the network from friend to friend like humans do in social
network [56]. The main innovation of this paper is develop-
ing a novel algorithm for converting a traffic domain into a
complex network of vehicles by considering that each vehicle
in the traffic domain will act just like a human acts in social
networking sites. Also we developed a mathematical model
and analyzed how different properties of a complex network
fluctuate with different distance values between vehicles
assumed as nodes in our developed complex network of the
traffic domain according to the algorithm.

Ill. DATA STRUCTURE AND THE PROPOSED ALGORITHM
For the research purposes, we considered a traffic domain
on which we will do our experiments. We have collected
traffic information from a busy junction called “BijoySarani”
in the city of Dhaka, Bangladesh using the satellite view of
Google maps and Bing maps. From these collected traffic
information, we have prepared two different datasets each
representing a complex network of vehicles.

A. DATA COLLECTION RULES

We have converted the traffic domain into a complex network
by collecting data from satellite view of Google and Bing
maps as mentioned before. While collecting traffic informa-
tion from satellite view of the maps, we have assumed some
rules as follows:

1) A vehicle builds relationship with all the vehicles that
exist within one hop distance from that vehicle. The
maximum range for one hop is 100m.

2) Edge is calculated in two ways. Those are:

(1) In the case of two vehicles existing side by side in
parallel position, we did not calculated distance
among those and we have assumed that the con-
necting edge between them, two vehicles is “1”.

(i) Except case (i), in all other cases we have mea-
sured distance between two particular vehicles
from Google maps’ satellite view and considered
the distance between two vehicles as the value of
their connecting edge.

We have developed an algorithm for converting the traffic

domain into a complex network based on the above men-
tioned rules.

B. THE PROPOSED ALGORITHM
The algorithm that converts a traffic domain into a complex
network using some heuristics of SIoT is as follows:

The conversion algorithm iterates over each and every pair
of vehicles v and #» in the traffic domain D, where v and n
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Algorithm 1 Traffic Domain to Complex Network
Mapping Algorithm

Input: The Traffic Domain
Output: A Complex Network
forvv:ve Ddo

1

2 forvn:ne D && né¢vdo

3 if InTheSameRoute(v,n)== true then

4 if WithinOneHop(v,n) == true then

5 if HopDistance(v,n) <= HD then

6 if StaySideBySide(v, n) = = true then

7 | EdgeWeight = 1;

8 else

9 L EdgeWeight = HopDistance(v,
n);

10 CreateFriendship(v, n, EdgeWeight);

11 else

12 if ConnectedRoute(v,n)==true then

13 if WithinOneHop(v,n)==true then

14 if HopDistance(v, n) <= HD then

15 EdgeWeight = HopDistance(v,
n);

16 CreateFriendship(v,n,
EdgeWeight);

BJ|JB
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FIGURE 1. Identifying different routes.

are two distinguished vehicles (n # v) as mentioned in
[line 1] and [line 2] in the algorithm. In [line 3], the function
InTheSameRoute(v, n) checks whether the two distinguished
vehicles v and n, are on the same route or not. For instance,
if both v and n are on the same route F_B (Figure 1), then
the function InTheSameRoute(v, n) will return true. If the
function returns true, then we check another condition which
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is whether there is any other vehicle in between these two
vehicles or not using the WithinOneHop(v, n) function as
shown in [line 4] of the algorithm. If there is no vehicle
between the two distinguished vehicles, v and n, then we say
they are within one hop and move on checking the distance
between v and n which we define as “Hop Distance”. In the
next line [line 5], we calculate the hop distance using the func-
tion HopDistance(v, n) and check whether the hop distance
between v and n is within a certain range of hop distance HD.
The value of HD plays an important role in converting the
traffic domain into a complex network. We cannot create a
relationship between any two vehicles who are within one
hop. We need to calculate the distance in between them
and create a relationship in between them only if they stay
within a certain distance. The HD is that distance which is
the limiting distance to create a relationship in between any
two vehicles who meet all other conditions executed by the
algorithm. In Section IV of this paper, we have discussed
the ways to measure the proper limiting hop distance HD
and proposed a generalized mathematical model to do so.
In [line 6], the function StaySideBySide(v, n) checks whether
the position of the two vehicles are side by side or not.
If their position is side by side, then we assign the value
1 as the edge weight when creating an edge in between them
while preparing a graph of the complex network [line 7].
However, if their position is not side by side, then we assign
the distance in between them which is their hop distance
as their edge weight as we can see in [line 9] of the algo-
rithm. The function CreateFriendship(v, n, EdgeWeight) in
[line 10] actually creates a friendship in between the two
vehicles, v and n, who meets all the conditions executed by the
algorithm. We can see CreateFriendship(v, n, EdgeWeight)
function takes ‘“EdgeWeight” as the last parameter which is
nothing but the distance in between the vehicle v and n, which
has been calculated based on their position, being whether
their position is side by side or not.

From [line 11], the else portion of the condition
InTheSameRoute(v, n) starts. That means obviously in this
portion any pair of the vehicles will not be on the same route.
Apart from creating a friendship in between vehicles who are
on the same route, it is also vital to create a possible friendship
in between vehicles who are not on the same route. There
are routes which are connected with each other meaning a
vehicle can move along one route to another. For instance,
any vehicle in the route F_B can move along any one of
the tree routes B_R, B_J or B_T. We say that these three
distinguished routes B_R, B_J and B_T are connected with
the route F_B. Any two vehicles who are not on the same
route but in any of these connected routes can also form
a friendship based on the conditions discussed earlier. The
function ConnectedRoute(v, n) in [line 12] checks whether
the vehicle v and n are within the connected routes or not.
In the next step, we check the similar conditions and logic
as we have checked when assigning friendships in between
two vehicles in the same route except for the condition
StaySideBySide(v, n). Since it is not possible for any tow
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vehicle to share two separate routes and still stay side by
side.

C. DATASET STRUCTURE

In our research, we assumed each vehicle as a node, and a
node can build relationship with all nodes which are one hop
away from that node. We made two different files for nodes
and edges in comma separated values (CSV) format. In the
Nodes file we have following fields:

o ID: We have assigned a unique ID for each vehicle. The
ID of any two vehicles will never match.

o Category: It represents the type of vehicle. For example,
if the vehicle is a private car then we put “Private Car”
in this column.

o Label: Label will be the same as weight so that we can
visualize the ID numbers of the nodes while simulating
in Gephi [57].

« Route:It detects in which route the vehicle is currently.
For instance, in Figure 1 we have identified a total
of 8 routes connected to the junction. For our research
purposes, we have denoted route names in short forms
as shown in Figure 1.

In the “Edges” file we have the following fields:

1) Source: The vehicle acting as a source in a connection.

2) Target: The vehicle with which the source vehicle
builds the connection.

3) Type: Represents if the connection is directed or undi-
rected. In our research, we have assumed all connec-
tions “Undirected”.

4) Weight: The distance between two connecting vehicles.

5) Calculated by distance: A one-digit binary value which
determines if the edge value is calculated by distance
or if it is measured according to our rules.

6) Label: Label will be the same as weight so that we
can visualize values of the connecting edges while
simulating in Gephi [57].

7) Route: It represents the short form of the route in which
the vehicle is directed.

TABLE 1. Edge dataset structure.

Source | Target Type Weight| Distance | Label | Route
Calcu-
lated
16 25 Undirected 7 1 7 B_J
412 89 Undirected 1 0 1 R_B
109 354 Undirected 15 1 15 F_B
51 18 Undirected 1 0 1 B_T

In Table 1, the dataset structure of the edge file is shown
where the first row indicates the fields which are source,
target, vehicle type, vehicle weight, label and the route. The
following rows are example of relationships between two
vehicles. For instance, if we look at the second row we can see
that two vehicles with the IDs 16 and 25 are moving towards
B_J route and they form relationship between them. Their
distance from each other is 7 meters.
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IV. MEASURING THE HOP DISTANCE

The most important parameter of our algorithm is the hop
distance- the maximum distance between two vehicles who
form a social relation in between them. Depending on the hop
distance considered by our algorithm, the resulting network
might differ in many ways. To see how the difference in hop
distance can affect the overall network we have considered
three key network properties. These are average degree, aver-
age weighted degree and connected components of the net-
work. We have conducted our algorithm with a hop distance
from 1 meter to 100 meter and formed their corresponding
complex networks. From those complex networks we have
extracted the average degree, average weighted degree and
connected components. To avoid any unintentional biasness,
we have conducted the whole procedure two times on two
different datasets of the very same traffic junction to do our
analysis.

A. AVERAGE DEGREE VS. HOP DISTANCE

We have plotted Average Degree vs. Hop Distance for two
datasets, dataset 01 and dataset 02. In Figure 2, the average
degree vs. hop distance for Dataset 01 is indicated by blue
curve and the average degree vs. hop distance for dataset 02 is
indicated by red curve.

35

25

Average Degree

CNMOMN TN OAMN SN AN AN NN SN Q M
HEH AN NN S ST NN OO ONMNOOOR0O O
Hop Distance
==@==Dataset 01 «=@==Dataset 02
FIGURE 2. Average Degree vs. Hop Distance.

In each dataset, there are 100 observations of hop distance
and the corresponding average degree extracted from the
associated complex network of that particular hop distance.
We can see the value of average degree distribution of both the
datasets moves together. The initial response of the average
degree with an increase of hop distance is much higher as we
can see from the graph. When the hop distance is in between
1 to 25 approximately, the marginal average degree is much
higher than the latter portion of the graph. This outcome is
interesting. This implies that the average degree fluctuates a
lot when the hop distance is within a certain low range. After
that certain range no matter how much we increase the hop
distance the average degree will not response much.

VOLUME 7, 2019

However, looking at the graph and identifying the range
is not a mathematical way to find the appropriate hop dis-
tance where the curve differs the most. We need to build a
mathematical model to generalize the approach to identify the
proper range of hop distance within which the curve shows a
different characteristic from the rest of the part.

Lets assume that the set of hop distances H = {h,

x =1, ..., n} and the set of corresponding values of average
degree Y = {y, : x = 1,..., n}. That means for each hop
distance h, we will have an average degree y,. The function,
f : H — Y, shows the one to one relationship between hop
distance and the network property average degree.

Now if di is an observation of hop distance where 1 <
dy < nthenl < k < n — 2. Lets divide the set of hop
distances, H into two parts H; = {h; : i = 1,...,d;}
and H; = {hj : j = di,...,n}. Because of the function
f + H — Y we will have two different sets of the average
degree for the set of hop distances H; and H; which are
Yi={i:i=1....di}and Y; = {y; : j = dk,...,n}.
If we run a regression of the set of average degree Y; on the
set of hop distances H;, then we will have an SLR (Simple
Linear Regression) model as shown in (1). Similarly, if we
run a regression of the set of average degree Y; on the set of
hop distances H; then we will have another SLR model as
shown in (2).

yith)) = ag + a1h; + €,
yi(hj) = Po + Bih; + ¢,

i=1,...,dx, 1)
j:dk7-~'9n7 (2)

where o denotes the constant term. In our model, the average
degree of the network will remain ¢ even if there are no
changes in hope distance. « is the coefficient of A; that says
how explanatory variable /; explains y;. That means for each
unit change in hop distance h;, the average degree y; changes
by o1 units. €; refers to the overall error term. Similarly, in (2),
Bo is the constant term, B is the coefficient of 4; that says how
explanatory variable /; explains y;. That means for each unit
change in hop distance h;, the average degree y; changes by
B1 units. ¢; is the error term of the equation.

We would like to see how the value of oy and B differ
for all possible values of dy(1 < dy < n therefore, 1 <
k < n — 2). To see that, we would like to plot the absolute
difference between regression coefficients, o1 (dy) — B1(dk)|
for different values of hop distance di. Our main objective
is to find the value of d; where the value of regression
coefficients o1 and B differs the most.

Figure 3 shows the absolute difference between regression
coefficients graph, |a1(dy) — B1(dx)| vs. observation of hop
distance, di. As we can see from the graph, when the value
of di is 11, the difference between regression coefficients
o1 and B becomes the highest, 0.1858. That means when
the hop distance is in between 1 and 11, the change of the
average degree relative to the hop distance is higher than
the latter portion of the graph. Although we have estimated
from Figure 2 that when the hop distance is in between
1 to 25 approximately, the marginal average degree is much
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FIGURE 3. The absolute difference between regression coefficients,
loey (dg ) — By (d)| vs. observation of hop distance, dj,.

higher than the latter portion of the graph, the outcome that
we have found using simple linear regression is very robust
and has a mathematical base.

However, we need to consider some important statistical
properties of our regression analysis to see whether our out-
come is acceptable or not. In other words, is there any way we
can reject our outcome based on statistical analysis or how
much explanatory capability our model has to explain about
our outcome. To discuss further, we consider two important
statistical properties, P-value and the R-squared value. In the
next portion of the paper we will go further with these two
constraints and see how we can fit our model to meet these
constraints.

1) P-value Measurement: The P-value measurement is
associated with the probability of rejecting the null
hypothesis. If we can reject our null hypothesis then the
coefficient estimates of our simple linear regressions
will be equal to O at a different significance level.
In (3), the null hypothesis states that hop distance h;
has no effect on the average degree y;. The null hypoth-
esis in (4) states that i; has no effect on the average
degree yj,

HY' oy =0, 3)
HY' g =o0. )

To resolve whether the null hypothesis could be
rejected or not in a certain level of significance and
for that particular coefficient, we need to measure the
P-values associated with the coefficients. If the P-value
of the regression of average degree y; on hop distance
h; is 0, the null hypothesis Hg ' a; = 0 could be
rejected at a different significance level, for instance
at 10%, 5%, and 1% significance levels. That means
the estimate of the model in (1) has 0% probability to
be random choice alone and has meaningful implica-
tion towards the average degree y;. Similarly we want
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the P-value of the regression of average degree y; on
hop distance %; to be 0 so that we can reject the null
hypothesis Hj' B1 = 0 at the lowest possible
significance level. We would like to see how the P-value
of the coefficients oy and B changes for all possible
values of hop distance di. To see that, we would like
to plot the summation of P-values of the coefficients
ay and B, which is py, (di) + pg, (dx) where pg, (di)
is referring to the P-value associating with the null
hypothesis Hg‘ : a1 = 0 and pg, (dy) is referring to
the P-value associating with the null hypothesis H(’f '
B1 = 0. Our main objective is to find the value of
hop distance dy where the summation of P-values of ¢
and B becomes 0. Since the P value of any coefficient
cannot be negative, the only way a summation of two
P-values can become zero is the case where both the
P-values are zero, py, (dy) = 0 and pg, (di) = 0.

0.8
0.6
0.4

0.2

Summation of the P-values of the Coefficients a,; and B;

-0.2
Observation of Hop Distance, d,

FIGURE 4. Summation of the P-values of the coefficients a; and g; vs. dj.

In Figure 4, the graph summation of the P-values of the
coefficients oy and B1, pe, (di) + pg, (di) vs. di have
been shown. We can see that for certain values of dj,
the summation of the P-values are zero. On those values
of di, we can reject both the null hypothesis Hg Viap =
0 and H(’)S ' B1 = 0 at even a 1% significance level.
That means there is 100% probability that both the
coefficients 1 and f; have meaningful implications
towards their associated model. As we can see from the
graph, when the value of dj is in between 6 and 45,
the summation of the P-values of the coefficients «;
and B; remains at zero. That means we can take the
value d; = 11, as at that range, the difference between
coefficients «; and B becomes the highest and the
summation of the P-values of the coefficients «; and
B1 remain zero.

2) R-Squared Value Measurement: The R-squared value is
also known as the coefficient of determination. It deter-
mines how much of the variations in the explained
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FIGURE 5. Summation of R-Squared values vs. hop distance, dj.

variable (in our case it is the average degree of the
network) are being explained by variations of explana-
tory variable (in our case which is the hop distance).
The value of R-squared remains in between 0 to 1 or
in between 0% to 100% while being represented as
a percentage. Low R-squared value means very low
amount of variations in the explained variable are being
explained by the explanatory variable of the model and
vice versa. We have calculated the R-squared values
for equations (1) and (2) for all possible values of
di and plotted the summation of R-squared values,
R (dy) + R}(dk) vs. the hop distance dy, where R?(dj)
means to the R-squared value for (1) and Rjz(dk) means
the R-squared value for (2) for a particular value of dy.
Our main objective is to find the dy for which the
summation of both the R-squared value of equations (1)
and (2) becomes the highest. Therefore, we can claim
that, at that particular value of dy our model fits the
best. In Figure 5, the graph Rl-z(dk) + Rjz(dk) vS. d 18
shown. We can see that there are certain values of dj for
which the summation of R-squared value is very high.
In our previous case, we have considered dy = 11 as
in that range the coefficients o1 and B differ the most,
the summation of their associated P-values are 0, and
finally we can see that when dy = 11, the summation of
R-squared is also high (which is 1.52 and pretty close to
the highest possible value 1.56. Based on our analysis
and outcome now we can build our generalized model
to measure the proper range of the hop distance.
However, before generalizing our mathematical model,
we would like to experiment and see whether other network
properties also show similar characteristics like the average
degree or not.

B. AVERAGE WEIGHTED DEGREE VS. HOP DISTANCE

Similarly, we have plotted Average Weighted Degree vs. Hop
Distance for two datasets, dataset 01 and dataset 02. In the
Figure 6.(a), the average weighted degree vs. hop distance for
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FIGURE 6. Average Weighted Degree vs. Hop Distance.

dataset 01 is indicated by blue curve and the average weighted
degree vs hop distance for dataset 02 is indicated by red curve.
In each dataset, there are 100 observations of hop distance and
corresponding average weighted degree extracted from the
associated complex network of that particular hop distance.
Although the value of average weighted degree distribution of
both the datasets moves together, they are not as close as how
average degree vs hop distance moves together in Figure 1.
However, the initial response of average weighted degree
with an increase of hop distance is still much higher up to a
certain value of hop distance and up to that certain range the
marginal average weighted degree is much higher than the
latter portion of the graph. That means the average weighted
degree vs. hop distance curve behaves like the average degree
vs. hop distance curve and rises fast when the hop distance
is within a certain low range. The graph |o(dy) — B1(dy)|
vS. di, po,(di) + pp,(di) vs. di and R?(dk) + Rf(dk) vs. di
for average weighted degree are shown in Figures 6.b, 6.c,
and 6.d respectively. All these graphs show similar charac-
teristics, like the network property average degree as shown
in Figures 3, 4, and 5, respectively.

C. CONNECTED COMPONENTS VS. HOP DISTANCE

We have found the similar outcome when we have plotted
the amount of connected components vs. hop distance for
two datasets, dataset 01 and dataset 02. In the Figure 7.(a),
the amount of connected components vs. hop distance for
dataset Ol is indicated by the blue curve and the connected
components vs. hop distance for dataset 02 is indicated by
the red curve. In each dataset there are 100 observations of
the hop distance and corresponding connected components
extracted from the associated complex network of that par-
ticular hop distance. The difference between the number of
connected components of both the dataset is highest when the
hop distance is close to zero. Then the difference becomes
smaller and smaller gradually. After a certain value of hop
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FIGURE 7. Connected Component vs. Hop Distance.

distance, both the curves move together. The initial response
of the number of connected components with an increase of
hop distance is higher as we can see from the graph. This
outcome is similar with the previous two cases where both the
average degree and average weighted degree fluctuate a lot
when the hop distance is within a certain and low range. After
that certain range the average degree and average weighted
degree do not respond much like connected components in
this example. The graph |a1(di) — B1(dk)| Vs. dk, pa, (di) +
pg,; (dx) vs. dy and R,-z(dk) + Rjz(dk) vs. dj for connected com-
ponents are shown in Figures 7.b, 7.c, and 7.d, respectively.
Figure 7.b shows reflects the similar type of characteristics
as Figures 6.b and 3. Likewise Figure 7.c reflects the similar
type of characteristics as Figures 6.c and 4. Figure 7.d shows
similar characteristics as Figures 6.d and 5.

V. MATHEMATICAL MODEL

Lets assume the set of hop distances H = {h, :x = 1,--- , n}
and the set of corresponding values of a network property
Y ={y, : x =1,---, n}. That means for each hop distance
hy we will have a particular value of that network property
which is y,. The function f : H — Y shows the one to one
relationship between hop distance and the network property
average degree.

Now if di is an observation of hop distance where 1 <
dry < nthenl < k < n — 2. Let’s divide the set of hop
distances, H into two parts H; = {h; : i = 1,---,dy}
and H; = {h; : j = d,---,n}. Because of the function
f : H — Y, we will have two different sets of that network
property for the set of hop distances H; and H; which are
Yi={{i:i=1,---,di}and ¥; = {yj : j = d,--- ,n}.
If we run a regression of the set of network property Y; on
the set of hop distances H; then we will have a SLR (Simple
Linear Regression) model as shown (5). Similarly, if we run
a regression of the set of that network property Y; on the set
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of hop distances H; then we will have another SLR model.

yith) =g+ oathi+e€, i=1,....dx
yi(hj) = Bo + Brhj+ ¢, j=di,....n
(%)

We want to find the value of hop distance d; for which we
can maximize the absolute difference of regression coeftfi-
cients |a1(dyx) — B1(dy)|. However, we have two constraints
to satisfy. One of the constraints is that we have to make
sure the summation of the P-values of the coefficients o
and B; are zero. That means the value of py, (dr) + pg, (dk)
must be zero where py, (dy) refers to the P-value of the null

hypothesis Hg 't a1 = 0 and pg, (di) refers to the P-value

of the null hypothesis H(’)S ' B1 = 0. Another constraint

is that the summation of R-Square values of coefficients o
and B; need to be maximized. Therefore, we need to find
a point where the first derivative of the function r(dy) =
Rl.z(dk) + R}(dk) becomes zero. In a nutshell, we need to
maximize the following function,

Jfh) =yh) =

maXidmiZef (dr) = |ai(di) — Bi(di), (6)
subject to:  p(dx) = [pe,(dr) + pp ()] =0,  (7)

o)
i(dy) = Y 0, (8)

where,

Doy (di) = p—value(Hg[1 tap =0), 9
pp,(dy) = p—value(HY' - B = 0), (10)
r(d) = R (di) + R (dy). (11)

We can maximize our objective function by constrain opti-
mization using Lagrange Multipliers A1 and A; as following:

L(dk, M, A2) = f(di) + Mp(di) + AaF(dy).  (12)
Putting the values from (6), (7), and (8) in (12), we can obtain:

L(di, A, 22) = |ai(dy) — B1(dp)
+ Alpe, (di) + pp, (di)]

9 0 2
+ A2 odr [R; (dr) + R;(d)],  (13)

where L(dy, A1, A2) is the Lagrange function where f(dy) is
our objective function that we want to maximize based on two
constraints p(dy) and r(dy). Now we can solve for d,

OL(di, M, A2)
ddi B

This is our desire value of hop distance d; for which
our objective function f(dx) is maximized by optimizing
the constraints. That means in that particular value of hop
distance the difference between coefficients becomes the
highest, satisfying all the constrains. If we decrease the value
of di, we can see that the value of that particular network
property will change more than compared to the change
of network property if we could increase the value of dy.

0. (14)
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Therefore, we say that the hop distance in the observation of
dy is the limiting hop distance because even if we move a little
further to the left network property will change a lot. To create
any complex network we need to fix our hop distance at
a point that is higher than the value of hop distance in the
observation dj. Therefore, the set of hop distance where the
network property will be relatively stable is,

Hy = {hy : di <5< n). (15)

VI. REGRESSION ANALYSIS

Using our mathematical model we have calculated the hop
distance of observation di, which is 15. We have divided
the regression analysis in two parts. The first part consists
of the Simple Linear Regression on the dataset consists of
observations of the hop distance from 1 to di and their corre-
sponding average degree (a total of 30 observations including
dataset 01 and dataset 02). The second part describes the
regression from hop distance of observations dj to n (a total
170 observations including dataset 01 and dataset 02). The
linear relationship between hop distance (HD) and average
degree (AD) of the network for hop distances 1 to di can be
represented as follows:

ADjgpy =ao+a1HD;+¢;, i=1,...,dr, (16)

and the linear relationship between hop distance (HD) and
average degree (AD) of the network for observation of hop

distances dy to n is represented as,
ADjup) = Po + B1HDj +¢€j, j=di,....n. (17)

In Table 2, the mean, standard deviation, and the number of
observations are listed for the average degree for both the
range of 1 to di and dj to n.

TABLE 2. Descriptive statistics.

Analysis of Variation ?:gr;;ge D?lirf(f m
No. of observations 30 170
Mean 1.5536 | 2.9807
Standard Deviation 0.7615 0.1230
TABLE 3. Statistical Properties.
Analysis of Variation Ave]r ?fszegree diton
Coefficient Value a1 = 0.1697 | 1 = 0.0038

F-Value 655.48 257.17
P-Value 0.0000 0.0000
R-squared 0.9590 0.6049
Adjusted R-squared 0.9576 0.6025
Root MSE 0.1568 0.0775

Now let’s first look at the statistical properties of Table 3.
The R-squared value of average degree is 0.9590 for obser-
vations 1 to di. That means approximately 95.90% of the
variations in the overall average degree of the network are
being explained by variations of our only explanatory variable
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hop distance when the observations are from 1 to di. The
R-squared value of average degree is 0.6049 for observations
dy to n that represents 60.49% variations in the overall aver-
age degree are being explained by the hop distance when the
observations are from dj to n. The adjusted R-squared value
for observations of hop distances from 1 to d; and di to n
are 95.76% and 60.25% respectively. We have calculated the
R-Squared value to get off the excessive effect of the degree of
freedom on the R-squared value in the model. The R-squared
values of our model are very near to the adjusted R-squared
values of the model. That means the explanatory variables
of the model are capable to explain the dependent variable.
Moreover, there is no chance that the R-squared value of our
model is over rated. We can measure the mean of squares and
residual components for our model using the sum of squares
and degrees of freedom. The F-value of the model is calcu-
lated using these mean of squares’ values. The F-value for the
average degree are 655.48 and 257.17 for observations 1 to
dy and dj to n, respectively.

From Table 2, we can see that the P-value of the regression
of the average degree on the hop distance for observations of 1
to dy is 0. As a result, the null hypothesis Héo”) :ap = 0could
be rejected at a 10%, 5% and 1% significance level. That
means the estimate of the model in (16) has 0% probability
to be a random choice alone and has meaningful implications
towards the overall average degree of the network. Here,
the null hypothesis Héﬂ D B1 = 0 can also be rejected at
a 1% significance level. As a result, there is a 0% probability
for the average degree of the network not to be effected by the
hop distance for observations of dj to n. In Table 3, the Root
MSE is referring to the standard error of the regression (SER),
which is the root of mean squared error. On average, how
much each observation of explanatory variable is missing
from the prediction of the regression model is denoted by
the Root MSE value. In our case, the value of Root MSE is
0.15% and 0.07% for the regression model in (16) and (17),
respectively.

From the estimates «; and B; represented in Table 3,
we can rewrite (16) and (17) as such in (18) and (19).

ADjiup;) = 0.195 4+ 0.169HD, + ¢;,
ADjup;) = 2.755 + 0.0038HD; + €;,

i=1,....de, (18)
j=dy,...,n. (19)

If we compare (16) and (17) with (18) and (19) respectively,
we can see that g = 0.195, @y = 0.169, g = 2.755
and 81 = 0.0038. The values of the constant terms ¢ and
Bo do not have much implication in our analysis. However,
the values of the coefficients oy and S1,which are associated
with the explanatory variable HD for different observations
of hop distances take us to meaningful outcome.

Looking at the estimates we can see that the hop distance
HD is strongly related with the average degree AD for the
observations from 1 to dj, but not for the observations from
dj to n.

For a I-meter increment in the hop distance, the amount
of the average degree will increase by 0.1697 when the
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TABLE 4. Ranges of coefficient with 95% confidence interval.

Range 95% Confidence Interval
Lower Bound | Upper Bound

1 to dy, 0.1561 0.1832

diton 0.00341 0.00436

observations are from 1 to dj keep all other variables con-
stant. However, for a 1-meter increment in the hop distance,
the amount of the average degree will increase by a negligible
amount of 0.0038 when the observations are from 1 to dy,
keeping all other variables constant. The lower bounds and
upper bounds for estimates are mentioned for a 95% confi-
dence interval in Table 4. For instance, 95% of the time the
value of oy will be in between 0.1561 and 0.1832.That means,
95% of the time every 1-meter increment in the hop distance
will be associated with an increment in the average degree in
between 0.1561 and 0.1832 units when the observations of
the hop distance are in between 1 to dj. The lower bound and
upper bound of estimate 8 is also mentioned.

VII. SIMULATION AND ANALYSIS

In this part we are going to create a complex network with a
hop distance of 100 meters as this hop distance agrees with
the suggestions of our mathematical model because 100 is
higher than the value d; = 15 and also does not exceed the
value of the total observations of the hop distances in our
dataset 01 and 02. However, we can take any value of hop
distance that is higher or equal than the hop distance dy = 15
and within the total of no observation of hop distance, which
is 100. The reason for taking the hop distance as 100 is that
we want to cover as much distance as possible as a hop
distance. Because when the hop distance is large, any two
vehicles within one hop can be connected and can create a
social relationship between each other. But if we do not take
a hop distance that satisfies our mathematical model and also
covers a really large distance then our network will surely
miss some edges between numerous vehicles. To make the
complex network from dataset, we have used the Forced Atlas
2.0 algorithm where the scaling amount was 500, and strong
gravity was imposed on the network view in order to keep the
network view centered and round shaped. Now that we can
have a deeper look into the network and do necessary analysis
in order to extract valuable information from the network
like amounts of a particular node, giant component, amount
of a particular type of vehicle in the giant component, their
combination in the whole network, clustering coefficient, etc.

A. NETWORK ANALYSIS BASED ON VEHICLE CATEGORIES
In the Figure 8, the network shows different vehicle cate-
gories. Each node in the network denotes a vehicle. Each
color in the network refers to a particular vehicle category.

There are 489 vehicles in the network, and there are
751 social connections in the network. From Table 5, we can
see the participation of each category of vehicle that forms
the network together.
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FIGURE 8. Network showing vehicle categories built from Dataset 01.

TABLE 5. Percentage of vehicles form different categories in the network
built from dataset 01.

Vehicle Category | Color | Percentage
Private Car 54.4%
CNG 29.65%
Pickup Car 7.98%
Bus 7.77%
Ambulance 0.2%

In Figure 8, any node refereeing to a private car is repre-
sented by the color purple, any node refereeing to a CNG auto
rickshaw 1is represented by the color light green, any node
referring to a pickup car is represented by the color orange,
any node referring to a bus is represented by the color sky blue
and any node referring to an ambulance is represented by the
color cyan. In the total network built from the information
of dataset 01, there are 54.4% private cars, 29.65% CNGs,
7.98% pickup cars, 7.77% buses and 0.2% ambulances. From
the achieved ratio of vehicles, we can come to the conclusion
that among all types of vehicles in that network, most of the
vehicles are private cars followed by the CNG auto rickshaws.
That means mostly private cars and CNG auto rickshaws are
responsible for network congestion.

B. NETWORK ANALYSIS BASED ON DIFFERENT ROUTES
From Figure 9, we can see vehicles in different routes in the
network. Each color in the network represents a particular
route in the network.

For instance, the highest number of vehicles are in the 7_B
route wich is 22.09% as mentioned in Table 6. Also smallest
number of vehicles are in the B_F route which is 3.07%.

C. NETWORK ANALYSIS BASED ON

CLUSTERING COEFFICIENTS

From our previous analysis we have observed that the highest
number of vehicles category that form the network is private
cars. Now we want to see how these private cars tend to cluster
together and create congestion in the network. To see that we
want a new measurement of the network that is clustering
coefficient.
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FIGURE 9. Network showing different vehicle routes built from
Dataset 01.

TABLE 6. Amount of vehicles in a particular route of the network built
from dataset 01.

b
S

Color | Percentage
22.09%
21.47%
18.4%
16.56%
10.43%
4.7%
3.27%
3.07%
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FIGURE 10. Network of private cars with lowest clustering coefficient
built from Dataset 01.

Figure 10 shows the network of private cars that have
lowest clustering coefficients. There are only 123 private
cars have lowest number of clustering coefficient and these
private cars form total of 67 relationships in between them.
In percentage, these private cars with the lowest clustering
coefficients covers only 25.15% of the total network and the
number of relationship they form among them is only 8.92%
of the total number of relationships in the network. As these
numbers suggest, very small amount of private cars do not
tend to cluster. That means most of the private cars in the
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network tend to create clusters among them. Among all the
vehicles within the network a total of 123 (25.15% of the total
vehicles) private cars have lowest clustering coefficient in the
network built from dataset 01.

D. NETWORK ANALYSIS BASED ON GIANT COMPONENT
In this portion we are going to extract the giant component of
the network, which is how many vehicles within this network
are connected together and can contact with each other, either
directly or via other vehicles. Figure 11 shows the giant
component of the network.

FIGURE 11. Giant component showing vehicles of differnet categories
built from Dataset 01.

Among all the vehicles, about 88 vehicles (18% of the total
vehicles) are responsible for forming the giant component in
the network. That means all these vehicles within this giant
component are connected together and are responsible for
creating traffic congestion. Now lets have a look at how many
private cars are there in the giant component of the network.

FIGURE 12. Only private cars within the Giant Component of the network
built from Dataset 01.

From Figure 12, we can see that among all the vehicles,
about 55 private cars (11.25% of the total vehicles) are
responsible for forming the giant component in the network.
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They form about 70 social connections among them which is
10.52% of the total no of relationships in the network. Even
in this analysis we can see that private cars are responsible for
forming the giant component of the network.

TABLE 7. Statistics of nodes and edges for different datasets.

. . Dataset 01 Dataset 02
Different filtering Nodes Edges Nodes Edges
Network 489 751 649 977
Private cars 266 245 502 612
(54.4%) (32.62%) | (77.35%) | (62.64%)
Giant component | 88 169 103 126
(18%) (22.5%) (15.87%) | (12.9%)
Private cars in 55 79 73 66
giant component (11.25%) | (10.52%) | (11.25%) | (6.76%)
Lowest clustering | 219 186 302 258
coefficient (44.9%) 24.77%) | (46.53%) | (26.41%)
Private cars with 123 67 226 158
the lowest (25.15%) | (8.92%) (34.82%) | (16.17%)
clustering
coefficient

Table 7 shows a comparison among statistics of nodes and
edges in different filtering of the networks built from dataset
01 and dataset 02.

In the complex network built from dataset 01, there are a
total of 489 nodes and 751 edges. A total of 266 nodes are
private cars, and they form about 245 edges among them.
That means almost 54.4% of all the nodes and 32.62% of
all the edges are due to the presence of a private car. About
88 nodes together form the giant component of the complex
network which is 18% nodes among all the nodes in the
complex network. The nodes within the giant component
have 169 edges in between them, which is about 22.5% of the
total edges of the network. Within these 88 vehicles that form
the giant component, about 55 of the vehicles are private cars.
That means 11.25% of the private car nodes of the whole net-
work are responsible for forming the giant component. These
private cars within the giant component form 79 edges that is
about 10.52% of all the edges of the network. Among all the
nodes, 219 nodes that have the lowest clustering coefficients,
which is about 44.9% of all the nodes. These nodes with
lowest clustering coefficient form 186 edges, which is about
24.77% of all edges of the network. Among these 219 nodes
with lowest clustering coefficients, 123 nodes are private cars
which is about 25.15% of all the nodes. These private cars
with the lowest clustering coefficients form 67 edges or about
8.92% edges in the complex network.

In the complex network built from dataset 02, there are
a total of 649 nodes and 977 edges. A total of 502 nodes
are private cars and they form about 612 edges among them.
That means almost 77.35% of all the nodes and 62.64%
of all the edges are due to the presence of a private car.
About 103 nodes or 15.87% nodes, together form the giant
component of the complex network. The nodes within the
giant component have 126 edges in between them which is
about 12.9% of the total edges of the network. Within these
103 vehicles that form the giant component, about 79 of the
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vehicles are private cars. That means 11.25% of the private
car nodes of the whole network are responsible for forming
the giant component. These private cars within the giant
component form 66 edges, which is about 6.76% of all the
edges of the network. Among all the nodes, 302 nodes have
the lowest clustering coefficients which is about 46.53% of all
the nodes. These nodes with the lowest clustering coefficient
form 258 edges which is about 26.41% of all edges of the
network. Among these 302 nodes with the lowest clustering
coefficients, 226 nodes are private cars which is about 34.82%
of all the nodes. These private cars with the lowest clustering
coefficients form 158 edges or about 16.17% of the edges in
the complex network.

VIil. GENERALITY OF THE MATHEMATICAL MODEL

FOR DIFFERENT ROAD CONNECTIONS

In this study we have conducted our research on datasets that
have been collected from cross road traffic sections and built
a mathematical model to measure the proper hop distance
that has led us to create a complex traffic network. However,
there are different types of typical road connections such as a
three-way T, a three-way fork, etc. To establish the generality
of our mathematical model, it is really vital to see whether
some other road connection types, if not all, lead us to our
mathematical model.

The cross-road connection as shown in Figure 1, has a
total of 8 routes. A road connection is a combination of
different routes with different directions. Let us represent
our cross-road connection as C, which is a set of vectors
where each vector represents a different route along with their
direction as following:

C = (BJ, BR, BF, BT, JB, RB, TB, FB). (20)

If we can define C as a finite set of n elements, the number
of subsets of the set C will be as follows:

IP(C)] =2". 2D

The number of elements in the set C is 8 as shown in (20).
Therefore, the value of n in (21) is 8. The number of ele-
ments in power set of C,|P(C)| is 256. That means the set
C in (20) has a total of 256 subsets. In other words, a total
of 256 types of different road connections can be derived from
our cross-road connection. Two of these road connections
are three-way T road connection and three-way Fork road
connection. In the next subsection, we will make an insight on
these two different road sections and verify whether these typ-
ical road connections, other than the cross-road connection,
can also be explained by our mathematical model or not.

A. THREE-WAY T ROAD CONNECTION

There are four pairs of adjacent routes in our cross-road
connection set C. The set of these pairs of adjacent routes
are shown as a set P as follows.

P = {{BJ, JB}, {BR, RB}, (BF, FB), (BT, TB}}  (22)
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FIGURE 13. Routes in a three-way T road connection.

To form a three-way T road connection set, we have to
exclude any pair of two adjacent routes from the cross-road
connectlon C. Therefore we have excluded two ac]Jacent
routes BJ and JB from the set C because the pair {BJ, JB}
is an element of the set P as shown in (23) and formed a
three-way T road connection set T as shown in (24).

{(BJ,JB) € P, (23)
= (BR, BF, BT, RB, TB, FB}, (24)

where the set T is a subset of the powerset of the cross-road
connection set C.

T < PO), (25)

where the routes of the set T together forms a three-way
road connection as shown in Figure 13. We have prepared
two datasets, dataset 01 and dataset 02 for the three-way T
road connection and extracted the network property average
degree up to a certain range of the hop distance like before.

.
|
/ ==
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FIGURE 14. Average Degree vs. Hop Distance for three-way T road
connection.

In Figure 14.(a), the average degree vs. hop distance for
dataset O1 is indicated by the blue curve, and the average
weighted degree vs hop distance for dataset 02 is indicated
by the red curve. In each dataset, there are 100 observations
of hop distance and corresponding average degree extracted
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from the associated complex network of that particular hop
distance. The value of average degree distribution of both the
datasets moves very closely and together. Like our previous
experiments in cross-road connection, the initial response of
the average degree with an increase in hop distance is much
higher up to a certain value of hop distance, and up to that cer-
tain range, the marginal average degree is much higher than
the latter portion of the graph. That means the average degree
vs. hop distance curve in the three-way T road connection
behaves like the average degree vs. hop distance curve in the
cross-road connection and rises fast when the hop distance is
within a certain and low range. The graph |o1(dy) — B1(dy)|
vs. di, pa (di) +pp, (di) vs. dy and RF(dy)+R? (dy) vs. dy for
the average degree are shown in Figure 14.(b), 14c and 14.(d)
respectively. All these graphs for the network property aver-
age degree show similar characteristics like the cross-road
connection as shown in Figure 3, 4 and 5, respectively.

B. THREE-WAY FORK ROAD CONNECTION

As stated before, if we want to form a set F that contains all the
routes of a three-way fork road connection, then F will be a
subset of the set C that contains all the routes for a cross-road
connection as shown in (26).

F C P(C). (26)

However, there is a particular rule to follow. First of all,
the set F' containing routes of the three-way fork road con-
nection must contain one route directed towards the junction.
All other routes of the set F' need to start from the junction
and directed towards different destinations. We can see that
there are only four routes in the cross-road connection set C
that are directed towards the junction. All these four routes
are sorted together in a set J as follows.

J = {JB, RB, TB, FB). 27)

As we can see from the (27), all the routes in the set J directed
towards the junction. We can include any one of the four
elements from set J in the set F' containing all the routes for
a three-way fork road connection. We have included FB as
such a route in the set F'. Along with the route I;B, we have
included another three routes in the set F' to form a three-way
fork road connection as stated in (28).

F = {(BR, BJ, BT, FB). (28)

Figure 15 represents the three-way fork road connection
that is built from the routes contained in set F.

We have prepared two datasets, dataset 01 and dataset
02 for the three-way fork road connection and extracted the
network property average degree up to a certain range of hop
distance like before. We have found a similar outcome for
the three-way fork road connection as well as when we have
plotted the average degree vs. hop distance for two datasets,
dataset 01 and dataset 02.

In Figure 16.(a), the average degree vs. hop distance for
Dataset 01 is indicated by the blue curve, and the average
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FIGURE 15. Routes in a three-way Fork road connection.
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FIGURE 16. Average Degree vs. Hop Distance for three-way Fork road
connection.

degree vs hop distance for dataset 02 are indicated by the
red curve. In each dataset, there are 100 observations of hop
distance and corresponding average degree extracted from
the associated complex network of that particular hop dis-
tance. After a certain value of hop distance, both the curves
move together. The initial response of average degree with
an increase in hop distance is higher as we can see from the
graph. This outcome is similar here for the three-way fork
road connection with the previous two cases where we have
experimented with a cross-road connection and a three-way T
road connection. In every case, the average degree fluctuates
a lot when the hop distance is within a certain and low range.
After that certain range, the average degree does not respond
much like the previous cases. The graph |« (dy) — B1(dk)| vs.
di, pa (di) + ppy (di) vs. di and R} (dx) + R¥ (dy) vs. dy for
the network property average degree for the three -way fork
road connection are shown in Figure 16.(b), 16.(c) and 16.(d)
respectively. Figure 16.(b) shows similar characteristics as
Figure 14.(b) and Figure 3. Figure 16.(c) shows very sim-
ilar kinds of characteristics as shown in Figure 14.(c) and
Figure 4. Likewise, Figure 16.(d) reflects the similar type of
characteristics as shown in Figure 14.(d) and Figure 5.

We have derived two different types of road connections
from our cross-road connection which are a three-way T road
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connection and a three-way fork road connection. In this
research work, we have conducted our experiments initially
on a cross-road section and built a mathematical model to
authenticate our analysis. Later on, we have conducted the
very same experiment in a three-way T road connection and
in the three-way fork road connection. From our experiments
in a three-way T road connection and in the three-way fork
road connection, we have found very similar outcomes as
we have found in the case of the cross-road connection.
From our experiment, we can say that the algorithm and
the mathematical model built to map a traffic domain into a
complex network has generality of applications and has the
authenticity to work for any traffic domain.

IX. CONCLUSION

The paramount contribution of this research is launching a
new innovative algorithm to transform the traffic domain
into a complex network, developing a mathematical model
and analysis of that mathematical model to see different
aspects and change of behavior of different properties of a
complex network with different edge values. Our innovative
algorithm can be implemented to transform a traffic domain
into a complex network of vehicles where each vehicle of
the traffic domain is considered a human being and acts
just like a human acts on social networking sites. In the
converted complex network of the traffic domain, each node
represents a particular vehicle in the traffic domain. We also
developed a mathematical model and analyzed the model
with different distance values to see how different properties
of complex network fluctuate with different distance values
between vehicles. We have manually collected datasets from
two different satellite views of the area of Bijay Sarani. Only
two datasets are not enough for our further analysis. For that
reason, in the future, we are thinking of using live traffic
updates from Google maps. Using particular congestion indi-
cation from their maps, live information could be extracted.
Then using our algorithm that has been developed upon
characteristics and heuristics of Social Internet of Things,
we will generate a pretty good amount of synthesized datasets
that will reflect the traffic condition of “Bijay Sarani” at
different times of day. Once we get the synthesized dataset
we can find out the relationship between network properties
using Multiple Regression Analysis. From that analysis we
hope that we will be able to provide a generalized model that
will describe the pattern and probability of traffic congestion
in any traffic domain. Moreover, in order to visualize and
analyze dynamic traffic data in real time, space and time
complexity of our proposed algorithm need to be optimized
since in any moment of time the whole traffic domain needs
to be converted in a complex network.
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