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ABSTRACT Achieving accurate and reliable remaining useful life (RUL) prediction of lithium-ion batteries
is very vital for the normal operation of the battery system. The direct RUL prediction based on capacity
largely depends on the laboratory condition. A novel method that combines indirect health indicator
(HI) and multiple Gaussian process regression (GPR) model is presented for the RUL forecast to solve
the capacity unmeasurable problem of operating battery in this paper. First, three measurable HIs are
extracted in the constant-current and constant-voltage charge process. Both the Pearson and Spearman rank
correlation analytical approaches show that the correlations between HIs and the capacity are good. Then, the
GPR model is optimized with combined kernel functions to improve the ability to predict capacity regen-
eration. Next, based on the measurable HI versus cycle number data, three GPR models are built, and HIs
prognosis results are achieved at a single point. The HIs prediction results are added in the multidimensional
GPRmodel, which is accomplished by usingHIs and capacity as input and output, respectively. The predicted
capacity is used to compare with the threshold to acquire the RUL prediction result. The approach is validated
by the two different life-cycle test datasets. The results indicate that an accurate and reliable RUL forecast
of lithium-ion batteries can be realized by using the proposed approach.

INDEX TERMS Remaining useful life, lithium-ion battery, health indicator, Gaussian process regression.

I. INTRODUCTION
Owing to many advantages including high energy density,
low self-discharge and long lifetime, lithium-ion batteries
have been used and developed in a lot of fields, such as
automobiles, ships, and satellites [1], [2]. However, during
the continuous charge and discharge process of lithium-ion
batteries, the performance of lithium-ion batteries will dete-
riorate with capacity decreasing and impedance increasing,
which will cause equipment and system failures or even
catastrophic loss [3]. It is vital to achieve accurate and
reliable remaining useful life (RUL) prediction of lithium-
ion batteries in scientific research and practical application.
Through predicting the future variation trend of lithium-
ion batteries’ state and parameter, the accurate RUL pre-
diction can be accomplished, which is essential for battery
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management system design, battery prognostics and health
management [4], [5]. It is necessary to solve the problems
in accuracy and reliability improvement of the prediction
methods and on-line recognition of battery degradation state.

Both model-based methods and data-driven methods have
been used in RUL forecast of lithium-ion batteries [6]–[8].
Bole et al. [9] built a Li-ion battery model by using the
electrochemistry theory and used an unscented Kalman filter-
ing algorithm to track parameters under randomized usage.
Hu et al. [10] comparatively analyzed characteristics of
twelve kinds of equivalent circuit models including com-
plexity, accuracy and robustness. Owing to complexity and
practical inconvenience of the electrochemical model and the
equivalent circuit model, other model-based methods also
adopt the empirical model to fit capacity degradation curve
and extrapolate the model to forecast RUL with Kalman fil-
ter [11], particle filter (PF) [12], unscented particle filter [13]
and interacting multiple model particle filter [14]. To develop
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a semi-empirical life model depending on aging mecha-
nism, Wang et al. [15] studied performance degradation of
the LiFePO4 battery and established a generalized battery
life model based on ampere-hour (Ah) throughput, charge-
discharge rate, and temperature. Wang et al. [16] developed
a conditional three-parameter capacity degradation model
which is more suitable for estimating RUL than the sum of
two exponential functions. Based on the exponential growth
model, Saha et al. [1] examined several different PFs to com-
plete the RUL prognosis task. To solve the sample degeneracy
and impoverishment problem, Wang et al. [17] proposed the
spherical cubature particle filter (SCPF) which could provide
more accurate RUL predictions than the standard PF-based
method. But one shortage of filter methods is that they are
based on a system state equation, which may be imprac-
tical for battery RUL prediction during its lifetime due to
the complexity of electrochemical reactions and degradation
mechanism inside the battery [18]. Zhang et al. [19] estab-
lished a linear model with the transformed capacities and
cycles by using the Box-Cox transformation and the Monte
Carlo simulation to achieve on-board prediction independent
of offline training data.

The data-driven methods can mine deterioration informa-
tion and the evolution law of lithium-ion battery’s health state
directly. To reduce hardware cost and overcome difficulty
in getting an explicit quantitative formula, Wu et al. [20]
used feed forward neural network (FFNN), a machine learn-
ing method in statistical model, to definite RUL reflected
by voltage curves. Considering the capacity regeneration,
Zhou and Huang [21] combined empirical mode decompo-
sition (EMD) and autoregressive integrated moving average
(ARIMA) model to predict the global attenuation of capacity
accompanied by fluctuation. Li et al. [22] employed the sup-
port vector machine (SVM) algorithm to build a regression
model by training the terminal voltage and the voltage deriva-
tive during the charging process to estimate battery RUL indi-
rectly. These data-driven methods can give a satisfying and
accurate prediction result. However, the estimation results
of the above methods can only give the point prediction
results without the capability to express indeterminacy. The
Gaussian process regression (GPR) model can be used in
solving regression problems with large dimensions, a few
data, and nonlinearity [23]–[25]. Liu et al. [26] optimized
GPRmodel with combined kernel functions to prognose state
of health (SOH), which can realize the capacity regeneration
phenomenon prediction. Richardson et al. [27] examined the
ability of Gaussian processes for RUL prediction at different
periods based on capacity vs. cycle data. He et al. [28]
utilized wavelet analysis and multiscale GPR method to
decouple complex SOH decline curve and accomplish precise
SOH estimation. To reduce influence of local regeneration
phenomenon, Yu [29] developed a novel approach combining
multiscale logic regression model and GPR model, in which
the local regenerations and fluctuations of capacity can be
forecasted by using the GPR model with the lag vector.

Predicting battery RUL directly with capacity or impen-
dence suffers from accumulated error and difficulty in mea-
surement online [30]. Besides, the capacity measurement
is influenced by the time-varying discharge rate and tem-
perature. How to evaluate and describe the current SOH
and RUL of battery is challenging. To address those prob-
lems, in addition to proposing a proper modeling algorithm,
another potential approach is that we can estimate SOH
and predict RUL by using the proper degradation features
extracted from the measurable parameters [31]. Therefore,
indirect approaches are applied gradually based on param-
eters which can be measured in real-time and online, includ-
ing current, voltage, temperature, etc. Many scholars have
built health indicator (HI) from discharge process such as
discharging voltage difference of equal time interval [30],
mean voltage falloff [32], sampling entropy of discharge
voltage [33], and permutation entropy [34], etc. However,
the methods based on the discharge process adopt the con-
stant current discharge mode, which is limited in practical
applications because of the varied working conditions and
external environment. Williard et al. [35] measured four fea-
tures and compared their effectiveness to estimate the SOH.
The four features are capacity, resistance, length of the
constant current (CC) charge time, and length of the con-
stant voltage (CV) charge time. Compared with discharge
period, the charge process is a relatively static state and the
data is more stable, which is more convenient for analysis.
Therefore, in this paper, we will combine measurable degra-
dation features extracted from the CC and CV charge pro-
cess and GPR model to solve the capacity unmeasurable
problem and achieve reliable RUL prediction of lithium-ion
batteries.

The main contribution in this study is that we propose
a novel framework which combines indirect HI and multi-
ple GPR model to achieve RUL prediction of lithium-ion
batteries based on measurable degradation features. At first,
the three measurable features are extracted as HIs during
the CC and CV charge process. Then, with the ability of
uncertainty expression, the GPR model is optimized with
combined kernel functions to achieve more accurate and
reliable prediction after considering the capacity regeneration
phenomenon. The multidimensional GPR model can map
the relationship between the HIs and the capacity which is
established by using the HIs and capacity as the inputs and
output. The HIs prediction results can be attained online
through training the HIs vs. cycle datasets using single-input
and single-output GPR model. Finally, RUL prediction of
lithium-ion batteries can be realized by using HIs forecast
results and multidimensional GPR model.

The rest of this paper is structured as follows. Firstly,
Section 2 presents the datasets and the extraction pro-
cess of HIs. The GPR model is established in Section 3.
Then, the RUL prediction results is displayed and discussed
in Section 4. Finally, the last part of this paper draws
conclusions.
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TABLE 1. The detailed parameters of batteries aging test.

II. CONSTRUCTION OF HEALTH INDICATOR
A. DATASETS OF LITHIUM-ION BATTERIES AGING TEST
Two different kinds of datasets of lithium-ion batteries aging
test are used in this paper. The first datasets of battery life-
cycle test are attained from the Ames Prognostics Center
of Excellence in National Aeronautics and Space Adminis-
tration (NASA) [1], [3]. The 18650 sized lithium-ion bat-
teries with rated capacity of 2 Ah were carried through
charge, discharge, and impedance experiments at room
temperature (24◦C) in NASA. Firstly, the batteries were in
CC charge mode at 1.5 A until voltage reached 4.2 V. Then,
the batteries were in CV charge mode until current dropped
to 20 mA. Discharge process was carried out with constant
current until voltage fell to cut off value. The impedance was
measured between the charge and discharge process by using
electrochemical impedance spectroscopy. The sample time
interval varies from 2 seconds to 22 seconds during charge
and discharge process. The second datasets are collected
form the Center for Advanced Life Cycle Engineering in
the University of Maryland [36]. By using the Arbin Battery
Tester, the LiCOO2 cathode based cells with rated capacity
of 1.35 Ah went through full charge and discharge test at
about 25◦C, which is similar to NASA. The sample time
interval is 30 seconds. The end of life (EOL) criterion is
defined at 20% or 30% fade in rated capacity. The capacity
used in this paper is the full discharged electricity of the
filled battery under a certain discharge condition. In this
paper, four batteries are selected from datasets of NASA and
two batteries are selected from datasets of Maryland, whose
detailed test parameters are presented in Table 1.

Figure 1 presents the capacity attenuation curves and the
threshold of EOL of the six selected batteries. With the side
reaction going on between the electrode and the electrolyte,
the lithium-ion is constantly consumed and the capacity
presents a degradation trend. However, in the gap between
battery charge and discharge process, the side reaction prod-
uct is likely to dissipate. Therefore, the performance of bat-
tery in the next cycle will become better and the capacity
will increase compared with the previous cycle. This phe-
nomenon is known as capacity regeneration which results
in a capacity declining tendency with the local dynamic
fluctuation [37], [38].

FIGURE 1. The capacity attenuation curves of batteries. (a) B5, B6, B18,
and B33; (b) CX36 and CX37.

B. EXTRACTION OF HEALTH INDICATOR
As mentioned in Section 1, the CC and CV charge process
are relatively stable and convenient for analysis. Therefore,
the health indicator can be extracted from this process. In the
operation process, the battery undergoes internal side reac-
tions with lithium consumption and byproducts production.
These reactions are accelerated by different usage modes
and environmental conditions. Eventually, the charge storage
capability of battery is lower than its required performance
level and the battery can no longer achieve its intended
functions. Although the capacity may be the direct indicator
of battery performance, some features can also be extracted
from the current, voltage, and temperature parameters to act
as the HIs of battery performance.

As illustrated in Figure 2, the voltage and current vari-
ation curves of B5 during the CC and CV charge process
are obtained at different cycles. As the cyclic charge and
discharge process going on, the consuming electrolyte and the
decreasing electrode will cause the impedance increasement
and the capacity decline. Therefore, the battery will quickly
reach the cut off voltage and the time of CC charge process
will be reduced.With the cycle number increasing, the time of
CV charge process will increase and the slope of the current
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FIGURE 2. The voltage and current variation curves of B5 during CC and
CV charge process at different cycles.

variation curves will decrease. There is a certain relation-
ship between CC and CV charge period and the capacity
of a battery. In practical applications, the battery will stop
to use and start to charge before reaching discharge cut off
voltage. Actually, the lithium-ion batteries are seldom fully
discharged from the fully charged state. Three features are
selected as HIs during the CC and CV charge process to
characterize the variation of battery’s health state and perfor-
mance. HI1 is the charge time interval of voltage varying from
3.9 V to 4.2 V; the charge voltage varying from 3.9 V to the
voltage after 500 seconds is used as HI2; HI3 is the CV charge
current drop between 1.5 A (the CC charge current) and the
current after 1000 s. Due to the difference in two datasets, it
is worth noting that the HI2 and HI3 in Maryland is different
from that in NASA. The HI2 is the charge voltage varying
from 3.9 V to the voltage after 600 seconds and the HI3 is the
CV charge current drop between the CC charge current and
the current after 900 seconds in Maryland. The normalized
HIs variation of six lithium-ion batteries are demonstrated
in Figures 3-4.

The relationships between capacity and three normalized
HIs are quantitatively analyzed by the Pearson and Spearman
rank correlation coefficients, as shown in (1)-(2).

Pearson =
E(aβ)− E(α)E(β)√

E(α2)− E2(α)
√
E(β2)− E2(β)

(1)

Spearman =

∑
i (αi − α)

(
βi − β

)√∑
i (αi − α)

2
√∑

i
(
βi − β

)2 (2)

where α and β represents the capacity and the HI,
respectively.

The absolute value of correlation coefficient is close to 1,
which presents a good linear correlation. The correlation
coefficient is equal to 0, which means no linear correlation.
Seen from Table 2, most correlation coefficients are upper
than 0.9 except for some values of HI3. Both the absolute

FIGURE 3. The normalized HIs of NASA batteries. (a) HI1; (b) HI2; (c) HI3.

TABLE 2. The correlation coefficient results.

values of Pearson and Spearman correlation coefficients are
close to 1, which shows that there is a good correlation
between the capacity and three HIs. Therefore, the HIs can
be used to represent the capacity to predict the battery RUL.

III. OPTIMIZED GAUSSIAN PROCESS REGRESSION
MODEL
A. GAUSSIAN PROCESS REGRESSION MODEL
Gaussian process regression model can achieve state pre-
diction through prior knowledge in Bayesian framework
and output prediction mean, variance, and confidence inter-
val with the ability of uncertainty expression [24]–[26].
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FIGURE 4. The normalized HIs of CX36 and CX37. (a) HI1; (b) HI2; (c) HI3.

The GPR model has been widely used in stock forecasting,
fluid level of oil well prediction, time series analysis and
prediction, etc.

Consider the following regression function,

y = f (x)+ ε, ε ∼ N (0, σ 2
n ) (3)

where x is the input vectors, n is the total number of input
vectors, f (x) is the function value, y is the measured value,
ε is the white noise whose mean is 0 and variance is σ 2

n .
Then, the prior distribution can be obtained,

Y ∼ N (0,K(X,X)+ σ 2
n I) (4)

The joint prior distribution of measured and predicted val-
ues is[

Y
f∗

]
∼ N

(
0,
[
K(X,X)+ σ 2

n I K(X,X∗)
K(X∗,X) K(X∗,X∗)

])
(5)

where X = [x1, x2, · · · , xn] is the training set; X∗ is
testing data; Y = [y1, y2, · · · , yn] is measured value
set; f∗ = [f (x∗1), f (x∗2), . . . , f (x∗n)] is predictive value
set; K(X,X) = (Kij) is the symmetric positive definite
covariance matrix of n dimensions, matrix elements Kij =

k(xi, xj) is used to describe correlation between xi and xj;
K(X,X∗) = K(X∗,X)T is the covariance matrix

between X and X∗,K(X∗,X∗) is covariance matrix
about X∗; I is the identity matrix of n dimensions.
The posteriori distribution of the predicted value f∗ is

f∗
∣∣∣X,Y,X∗ ∼ N (f∗, cov(f∗) ) (6)

It is the GPR model of the set of predicted value f∗.
Its mean matrix is

f∗ = E[f∗ |X,Y,X∗ ]

= K(X∗,X)[K(X,X)+ σ 2
n I]
−1Y (7)

Its covariance matrix is

cov(f∗)

= K(X∗,X∗)−K(X∗,X)[K(X,X)+ σ 2
n I]
−1K(X,X∗)

(8)

The 95% confidence interval of the model prediction
results is

[f∗ − 1.96
√
cov(f∗), f∗ + 1.96×

√
cov(f∗)] (9)

After determining the mean matrix and covariance
matrix, the GPR model can be obtained by optimizing the
hyper-parameters during the training process. The
GPR model generally adopts the zero mean function and
the square exponential covariance function which are show
in (10)-(11),

m(x) = 0 (10)

k(xi, xj) = σ 2
f1 exp(−

1

2l21
(xi − xj)2) (11)

where σ 2
f 1 is the signal variance, l1 is the length-scale,

θ1 = [l1, σ 2
f 1] are the hyper-parameters.

The hyper-parameter optimization is generally achieved
by using the maximum likelihood method. At first, the neg-
ative log-likelihood function of the training data under the
conditional probability is obtained, as shown in (12); then,
the partial derivative of (12) is shown in (13); finally, the par-
tial derivative minimization is achieved through the conju-
gate gradient method and the optimum hyper-parameters can
be obtained. Gaussian process regression algorithm involves
inversion operation. In order to speed up the calculation pro-
cess, the improved square root method (Cholesky decomposi-
tion method) is used to calculate [K(X,X)+σ 2

n I]
−1
= LDLT

to decompose covariance matrix. By introducing the diagonal
matrix instead of the square root operation, the problem of
calculation instability can also be avoided.

L(θ ) =
1
2
YT [K(X,X)+σ 2

n I]
−1Y

+
1
2
log

∣∣∣K(X,X)+σ 2
n I
∣∣∣+ n

2
log 2π (12)

∂L(θ )
∂θ i

=
1
2
tr((ωωT − [K(X,X)+σ 2

n I]
−1)

−
∂[K(X,X)+σ 2

n I]
∂θ i

) (13)

where ω = [K(X,X)+ σ 2
n I]
−1Y.
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FIGURE 5. The procedure of battery RUL prediction.

B. COMBINED KERNEL FUNCTIONS
Affected by capacity regeneration phenomenon, the capac-
ity degradation of batteries in two datasets shows declin-
ing tendency with the local dynamic fluctuation. In order
to achieve more accurate capacity prediction, two different
capacity variation of lithium-ion batteries should be consid-
ered. Therefore, the GPRmodel only with a single covariance
function is incapable of meeting the prediction requirement.
The covariance functions can be added to construct the
complex covariance function to describe the complex
problem [24], [26]. The linear function is selected as themean
function, as shown in (14). The linear mean function is used
to improve the ability of multi-steps ahead prediction when
the test data is distant from the training data. The local vari-
ation of regeneration phenomenon is approximately consid-
ered as periodic change in the degradation trend. Therefore,
the square exponential covariance function can be used to
describe the capacity degradation and the periodic covariance
function can be used to reduce the impact of regeneration
phenomenon. The square exponential covariance function
and periodic covariance function are added as the combina-
tion of covariance function with local learning ability and
generalization ability, as shown in (15), where p is a periodic
parameter.

The hyper-parameters are θ2 = [a, b, l1, σ 2
f 1, l2, σ

2
f 2, p].

m(x) = ax + b (14)

k(xi, xj) = σ 2
f1 exp(−

1

2l21
(xi − xj)2)

+σ 2
f 2 exp(−

2

l22
sin2(

2π
p
(xi − xj))) (15)

C. RUL PREDICTION FRAMEWORK
After measurable HIs series data of previous k cycles is
obtained, three one-dimensional GPR models, three HI-GPR
models, can be established by training the cycle number and
the HI as input and output, respectively. Based on the HIs
prediction results of three HI-GPRmodels, the corresponding
prediction results of capacity can be obtained by capacity
prediction model which is also called C-GPR model. The
C-GPR model, a multi-inputs and single-output GPR model,
is trained offline by setting three normalized HIs and the
capacity as inputs and output, respectively. Every time to next
cycle, three HI-GPR models can be updated by adding the
new acquired data into training process. The procedure of
battery RUL prediction based on multiple GPR model and
indirect HIs is presented as Figure 5.

IV. RESULTS AND DISCUSSION
A. THE EVALUATION CRITERIA
To analyze the prediction accuracy of the proposed method,
the absolute error (AE), relative error (RE), mean absolute
error (MAE), mean absolute percent error (MAPE) and root
mean square error (RMSE) are used in this paper, which are
explained in (16)-(20).

AE =
∣∣∣φi − φ̂i∣∣∣ (16)

RE =

∣∣∣φi − φ̂i∣∣∣
φi

× 100% (17)

MAE =
1
n

n∑
i=1

∣∣∣φi − φ̂i∣∣∣ (18)
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TABLE 3. The RMSE results of cross-validation.

MAPE =
1
n

n∑
i=1

∣∣∣∣∣φi − φ̂iφi

∣∣∣∣∣ (19)

RMSE =

√√√√√ n∑
i=1

(φi − φ̂i)2

n
(20)

where φ is the actual or true value and φ̂ is the predicted or
tested value.

B. TEN-FOLD CROSS-VALIDATION
In the establishment process of C-GPR model, the ten-fold
cross-validation is used to evaluate the RMSE of the regres-
sion model. Taking the B5 battery as an example, the train-
ing data, three HIs vs. capacity series, are divided into ten
subsets or folds. In each cross-validation trial, one subset is
served as the test sample while the other nine folds are used
as a training set. The cross-validation process is executed ten
times until each of the ten folds is taken as the test set exactly
once. Therefore, all the data points in the raw dataset are used
in both training and testing process. When finishing the ten-
fold cross-validation, the RMSE of cross-validation is calcu-
lated as the root square of the average error of all ten cross
validation tests. The RMSE results are illustrated in Table 3.
The RMSE values of six batteries in cross-validation process
are lower than 0.1, which shows that the GPR model is well
established.

C. RUL PREDICTION AT SINGLE POINT
The B5 battery is selected as the example to show the
three HIs and capacity prediction results at single point.
At kth cycle, three HIs prediction can be achieved by each
HI-GPR model which is trained by measurable data. Based
on the C-GPRmodel and three HIs prediction results, the cor-
responding capacity prediction is also accomplished. Then,
compared with the threshold of EOL, we can get the RUL
prediction result at kth cycle. At cycle 100, three HIs and
capacity prognosis results are illustrated in Figure 6. As is
shown in Fig. 6, we can see that the closer data point is to
cycle 100, more accurate the prediction result is. With the
cycle number increasement, the prediction results will
increasingly deviate from the actual values. In addition to
predicting the mean value, the GPR model is also able to
provide the confidence interval, which can provide more
reliable information for battery RUL forecast and equipment
maintenance.

The zero mean function and the square exponential covari-
ance function are taken as the kernel functions of basic GPR
model. Compared with basic GPR model, the prediction
curves of the combined GPR model using the combined

FIGURE 6. The prediction results of B5 at cycle 100. (a) HI1; (b) HI2;
(c) HI3; (d) capacity.

kernel functions present degradation trendwith local dynamic
fluctuations. Using the same length of training data, the
combined GPR model works batter in tracking the variation
curve of actual value than the basic GPR model. The pre-
diction error results of GPR model with two different ker-
nel functions are presented in Table 4. Seen from Table 4,
the RMSE and the MAPE of the combined GPR model
are smaller, which suggests that this regression model can
achieve more accurate and reliable forecast than the basic
GPR model.

To evaluate the RUL prediction accuracy of the proposed
method at single point, we compare it with the quadratic
function, optimized relevance vector machine (RVM) [32],

39480 VOLUME 7, 2019



J. Liu, Z. Chen: RUL Prediction of Lithium-Ion Batteries Based on HI and GPR Model

FIGURE 7. The RUL prediction results at different cycles. (a) B5; (b) B6; (c) B18; (d) B33; (e) CX36; (f) CX37.

TABLE 4. The prediction errors of B5 at cycle 100 with different GPR
models.

and monotonic echo state network (MONSEN) [39]. The B5,
B6, and B18 batteries are used to compare the RUL prediction
results at two different staring points in Table 5. It is worth
noting that the predicted results of MONSEN method are in
the 90% confidence interval and the predicted results of the
other two approaches are in the 95% confidence interval. The
minimum and maximum AEs of RUL prediction with the
proposed approach are 1 and 6 cycles, respectively. Except
for the results at a few starting points, the AEs with the other

methods are bigger than that with the proposed method. For
B5 battery, the average RE of the proposed method is 8.9%
and the average RE of the optimized RVM is 10.8%. At four
different points, the average RE of the proposed method is
16.3% and the average RE of the optimized RVM is 22.2%,
which indicates that the presented approach can achieve more
accurate RUL prediction. Besides, the HI extracted from
CC and CV charge process is more convenient and feasible
than the HI extracted from CC discharge process and the
capacity.

D. RUL PREDICTION AT DIFFERENT CYCLES
Based on the battery RUL prediction at the single point,
we can achieve the long-term RUL prediction at different
cycles. Figure 7 illustrates the RUL prediction results vs.
cycle number of six batteries. For the B5, B6, B18, and
B33 batteries, the 40 data points before EOL are selected as
the analysis data. For the CX36 and CX37 batteries, the RUL
prediction starts form cycle 500 to EOL. It can be found
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TABLE 5. The comparison of RUL prediction results with different methods.

TABLE 6. The RUL prediction errors at different cycles.

from Fig. 7 that the predicted RUL results fluctuate around
the real RUL values. Except for some predictive values with
large deviation, most of the prognostic results are near to
the real trajectory. With the training data increasement, the
deviation between the predicted RUL and the true RUL
becomes smaller. The RMSE and the MAE are used to evalu-
ate the RUL forecasting results at different cycles in Table 6.
For the B5, B6, B18, and B33 batteries, the RMSE is lower
than 10 cycles and the MAE is no more than 6 cycles. For
the CX36 and CX37 batteries, both the RMSE and MAE
are below 15cycles. The prediction errors in Table 6 show
that the presented approach can provide satisfactory RUL
prediction performance for lithium-ion batteries at different
cycles. In reference [29], for B5 battery, theMAEof RUL pre-
diction results is 11.0 cycles at cycle 80, 90 100, and 110. For
B6 battery, the MAE of RUL prediction results is 13.5 cycles
at cycle 70, 80, 90, and 100. For B18 battery, theMAEof RUL
prediction results is 6.0 cycles at cycle 60, 70, 80, and 90.
At the same four cycles, theMAE of B5, B6 and B18 by using
the proposed method are 3.8, 4.0 and 6.5 cycles, respectively,
which indicates that the RUL prediction in this paper is more
precise.

Through the results discussion and analysis, both the
RUL prediction at single point and different cycles show

satisfactory performances. And the two different kinds of
batteries can also validate the adaptability and online appli-
cation potential of the proposed approach based on the]
measurable HIs.

V. CONCLUSIONS
In this paper, a novel RUL prediction framework of lithium-
ion battery using indirect HIs and multiple GPR model is
presented to achieve the RUL prediction at single point and
different cycles. On the one hand, three HIs extracted from
CC and CV charge process are convenient and reliable for
analysis. The correlation analysis shows that the HIs can be
able to characterize the battery health state. On the other hand,
the GPR model is optimized by combined kernel functions
and multidimensional inputs. The prediction results at single
point illustrate that the optimized GPR model has better
ability to track the real value change curve. For the long-
term RUL prediction, the RMSE and the MAE of batteries
in NANA are lower than 10 cycles and 6 cycles, respec-
tively. The results show that the approach proposed in this
paper is accurate and effective in RUL prediction. In the
future, we will focus on optimizing the health indicators to
improve the adaptability to different conditions and practical
application. What’s more, the further work is to optimize the
GPR model for making the prediction of battery RUL more
accurate and efficient.

REFERENCES

[1] B. Saha, K. Goebel, S. Poll, and J. Christophersen, ‘‘Prognostics
methods for battery health monitoring using a Bayesian framework,’’
IEEE Trans. Instrum. Meas., vol. 58, no. 2, pp. 291–296, Feb. 2009.
doi: 10.1109/TIM.2008.2005965.

39482 VOLUME 7, 2019



J. Liu, Z. Chen: RUL Prediction of Lithium-Ion Batteries Based on HI and GPR Model

[2] I. S. Kim, ‘‘A technique for estimating the state of health of
lithium batteries through a dual-sliding-mode observer,’’ IEEE
Trans. Power Electron., vol. 25, no. 4, pp. 1013–1022, Apr. 2010.
doi: 10.1109/TPEL.2009.2034966.

[3] B. Saha, K. Goebel, and J. Christophersen, ‘‘Comparison of prog-
nostic algorithms for estimating remaining useful life of batteries,’’
Trans. Inst. Meas. Control, vol. 31, nos. 3–4, pp. 293–308, Jun. 2009.
doi: 10.1177/0142331208092030.

[4] R. Xiong, Y. Zhang, J. Wang, H. He, S. Peng, and M. Pecht, ‘‘Lithium-
ion battery health prognosis based on a real battery management system
used in electric vehicles,’’ IEEE Trans. Veh. Technol, to be published.
doi: 10.1109/TVT.2018.2864688.

[5] K. Goebel, B. Saha, A. Saxena, J. Celaya, and J. Christophersen,
‘‘Prognostics in battery health management,’’ IEEE Instrum. Meas
Mag., vol. 11, no. 4, pp. 33–40, Aug. 2008. doi: 10.1109/MIM.2008.
4579269.

[6] J. Zhang and J. Lee, ‘‘A review on prognostics and health moni-
toring of Li-ion battery,’’ J. Power Sour., vol. 196, pp. 6007–6014,
Aug. 2011. doi: 10.1016/j.jpowsour.2011.03.101.

[7] S. M. Rezvanizaniani, Z. Liu, Y. Chen, and J. Lee, ‘‘Review and
recent advances in battery health monitoring and prognostics tech-
nologies for electric vehicle (EV) safety and mobility,’’ J. Power
Sour., vol. 256, pp. 110–124, Jun. 2014. doi: 10.1016/j.jpowsour.2011.
03.101.

[8] R. Xiong, L. Li, and J. Tian, ‘‘Towards a smarter battery manage-
ment system: A critical review on battery state of health monitoring
methods,’’ J. Power Sources, vol. 405, no. 5, pp. 18–29, Nov. 2018.
doi: 10.1016/j.jpowsour.2018.10.019.

[9] B. Bole, C. S. Kulkarni, and M. Daigle, ‘‘Adaptation of an
electrochemistry-based li-ion battery model to account for deterioration
observed under randomized use,’’ in Proc. Annu. Conf. Prognostics Health
Manage. Soc., 2014, pp. 1–9.

[10] X. Hu, S. Li, and H. Peng, ‘‘A comparative study of equivalent circuit mod-
els for Li-ion batteries,’’ J. Power Sour., vol. 198, pp. 359–367, Jan. 2015.
doi: 10.1016/j.jpowsour.2011.10.013.

[11] C. Huang, Z. Wang, Z. Zhao, L. Wang, C. S. Lai, and D. Wang, ‘‘Robust-
ness evaluation of extended and unscented Kalman filter for battery state
of charge estimation,’’ IEEE Access, vol. 6, pp. 27617–27628, 2018.
doi: 10.1109/ACCESS.2018.2833858.

[12] L. Zhang, Z. Mu, and C. Sun, ‘‘Remaining useful life predic-
tion for lithium-ion batteries based on exponential model and par-
ticle filter,’’ IEEE Access, vol. 6, pp. 17729–17740, Mar. 2018.
doi: 10.1109/ACCESS.2018.2816684.

[13] D. Liu, X. Yin, Y. Song, W. Liu, and Y. Peng, ‘‘An on-line
state of health estimation of lithium-ion battery using unscented
particle filter,’’ IEEE Access, vol. 6, pp. 40990–41001, Jul. 2018.
doi: 10.1109/ACCESS.2018.2854224.

[14] X. H. Su, S. Wang, M. Pecht, L. L. Zhao, and Z. Ye, ‘‘Interacting
multiple model particle filter for prognostics of lithium-ion
batteries,’’ Microelectron. Rel., vol. 70, pp. 59–69, Mar. 2017.
doi: 10.1016/j.microrel.2017.02.003.

[15] J. Wang et al., ‘‘Cycle-life model for graphite-LiFePO4cells,’’
J. Power Sour., vol. 196, no. 8, pp. 3942–3948, Apr. 2011.
doi: 10.1016/j.jpowsour.2010.11.134.

[16] D. Wang, Q. Miao, and M. Pecht, ‘‘Prognostics of lithium-ion batteries
based on relevance vectors and a conditional three-parameter capacity
degradation model,’’ J. Power Sour., vol. 239, pp. 253–264, Oct. 2013.
doi: 10.1016/j.jpowsour.2013.03.129.

[17] D. Wang, F. Yang, K.-L. Tsui, Q. Zhou, and S. J. Bae, ‘‘Remaining
useful life prediction of lithium-ion batteries based on spherical
cubature particle filter,’’ IEEE Trans. Instrum. Meas., vol. 65,
no. 6, pp. 1282–1291, Jun. 2016. doi: 10.1109/TIM.2016.
2534258.

[18] D. Yang, X. Zhang, R. Pan, Y. Wang, and Z. Chen, ‘‘A novel Gaussian pro-
cess regression model for state-of-health estimation of lithium-ion battery
using charging curve,’’ J. Power Sour., vol. 384, pp. 387–395, Apr. 2018.
doi: 10.1016/j.jpowsour.2018.03.015.

[19] Y. Zhang, R. Xiong, H. He, and M. Pecht, ‘‘Lithium-ion battery remaining
useful life prediction with Box–Cox transformation and Monte Carlo
simulation,’’ IEEE Trans. Ind. Electron, vol. 66, no. 2, pp. 1585–1597,
Feb. 2019. doi: 10.1109/TIE.2018.2808918.

[20] J. Wu, C. Zhang, and Z. Chen, ‘‘An online method for lithium-ion
battery remaining useful life estimation using importance sampling
and neural networks,’’ Appl. Energy, vol. 173, pp. 134–140, Jul. 2016.
doi: 10.1016/j.apenergy.2016.04.057.

[21] Y. Zhou and M. Huang, ‘‘Lithium-ion batteries remaining useful life
prediction based on a mixture of empirical mode decomposition and
ARIMA model,’’ Microelectron. Rel., vol. 65, pp. 265–273, Oct. 2016.
doi: 10.1016/j.microrel.2016.07.151.

[22] X. Li, X. Shu, J. Shen, R. Xiao, W. Yan, and Z. Chen, ‘‘An on-
board remaining useful life estimation algorithm for lithium-ion batter-
ies of electric vehicles,’’ Energies, vol. 10, no. 5, p. 691, May 2017.
doi: 10.3390/en10050691.

[23] G. O. Sahinoglu, M. Pajovic, Z. Sahinoglu, Y. Wang, P. V. Orlik, and
T. Wada, ‘‘Battery state-of-charge estimation based on regular/recurrent
gaussian process regression,’’ IEEE Trans. Ind. Electron, vol. 65, no. 5,
pp. 4311–4321, May 2018. doi: 10.1109/TIE.2017.2764869.

[24] M. Seeger, ‘‘Gaussian processes for machine learning,’’ Int. J. Neural Syst.,
vol. 14, no. 2, pp. 69–106, 2004. doi: 10.1142/S0129065704001899.

[25] J. Hu and J. Wang, ‘‘Short-term wind speed prediction using empirical
wavelet transform and Gaussian process regression,’’ Energy, vol. 93,
pp. 1456–1466, Dec. 2015. doi: 10.1016/j.energy.2015.10.041.

[26] D. Liu, J. Pang, J. Zhou, Y. Peng, and M. Pecht, ‘‘Prognostics for state
of health estimation of lithium-ion batteries based on combination Gaus-
sian process functional regression,’’ Microelectron. Rel., vol. 53, no. 6,
pp. 832–839, Jun. 2013. doi: 10.1016/j.microrel.2013.03.010.

[27] R. R. Richardson, M. A. Osborne, and D. A. Howey, ‘‘Gaussian process
regression for forecasting battery state of health,’’ J. Power Sour., vol. 357,
pp. 209–219, Jul. 2017. doi: 10.1016/j.jpowsour.2017.05.004.

[28] Y. He, J. Shen, J. Shen, and Z. Ma, ‘‘State of health estimation of
lithium-ion batteries: A multiscale Gaussian process regression modeling
approach,’’ AIChE J., vol. 61, no. 5, pp. 1589–1600, May 2015. doi:
10.1002/aic.14760.

[29] J. Yu, ‘‘State of health prediction of lithium-ion batteries: Multiscale logic
regression andGaussian process regression ensemble,’’Rel. Eng. Syst. Saf.,
vol. 174, pp. 82–95, Jun. 2018. doi: 10.1016/j.ress.2018.02.022.

[30] D. Liu, J. Zhou, H. Liao, Y. Peng, and X. Peng, ‘‘A health indicator
extraction and optimization framework for lithium-ion battery degradation
modeling and prognostics,’’ IEEE Trans. Syst., Man, Cybern. Syst, vol. 45,
no. 6, pp. 915–928, Jun. 2015. doi: 10.1109/TSMC.2015.2389757.

[31] D. Liu, Y. Song, L. Li, H. Liao, and Y. Peng, ‘‘On-line life cycle health
assessment for lithium-ion battery in electric vehicles,’’ J. Cleaner Prod.,
vol. 199, pp. 1050–1065, Oct. 2018. doi: 10.1016/j.jclepro.2018.06.182.

[32] Y. Zhou, M. Huang, Y. Chen, and Y. Tao, ‘‘A novel health indicator for on-
line lithium-ion batteries remaining useful life prediction,’’ J. Power Sour.,
vol. 321, pp. 1–10, Jul. 2016. doi: 10.1016/j.jpowsour.2016.04.119.

[33] A. Widodo, M.-C. Shim, W. Caesarendra, and B.-S. Yang, ‘‘Intel-
ligent prognostics for battery health monitoring based on sample
entropy,’’ Expert Syst. Appl., vol. 38, no. 9, pp. 11763–11769, Sep. 2011.
doi: 10.1016/j.eswa.2011.03.063.

[34] L. Chen, L. Xu, and Y. Zhou, ‘‘Novel approach for lithium-ion battery
on-line remaining useful life prediction based on permutation entropy,’’
Energies, vol. 11, no. 4, p. 820, Apr. 2018. doi: 10.3390/en11040820.

[35] N. Williard, W. He, M. Osterman, and M. Pecht, ‘‘Comparative analysis
of features for determining state of health in lithium-ion batteries,’’ Int. J.
Prognostics Health Manage., vol. 4, no. 1, pp. 1–7, Jun. 2013.

[36] Y. Xing, E. W. M. Ma, K. L. Tsui, and M. Pecht, ‘‘An ensemble
model for predicting the remaining useful performance of lithium-ion
batteries,’’ Microelectron. Rel., vol. 53, no. 6, pp. 811–820, Jun. 2013.
doi: 10.1016/j.microrel.2012.12.003.

[37] M. E. Orchard, L. Tang, B. Saha, K. Goebel, and G. Vachtsevanos, ‘‘Risk-
sensitive particle-filtering-based prognosis framework for estimation of
remaining useful life in energy storage devices,’’ Stud. Inform. Control,
vol. 19, no. 3, pp. 209–218, Sep. 2010.

[38] T. Qin, S. Zeng, J. Guo, and Z. Skaf, ‘‘A rest time-based prognostic
framework for state of health estimation of lithium-ion batteries with
regeneration phenomena,’’ Energies, vol. 9, no. 11, p. 896, Nov. 2016.
doi: 10.3390/en9110896.

[39] D. Liu, W. Xie, H. Liao, and Y. Peng, ‘‘An integrated probabilis-
tic approach to lithium-ion battery remaining useful life estimation,’’
IEEE Trans. Instrum. Meas., vol. 64, no. 3, pp. 660–670, Mar. 2015.
doi: 10.1109/TIM.2014.2348613.

VOLUME 7, 2019 39483



J. Liu, Z. Chen: RUL Prediction of Lithium-Ion Batteries Based on HI and GPR Model

JIAN LIU received the B.S. degree from the
Department of Naval Architecture, Ocean and
Civil Engineering, Shanghai Jiao Tong University,
China, in 2016, where he is currently pursuing the
M.S. degree in marine engineering with the State
Key Laboratory of Ocean Engineering.

His main research interests include the areas of
the battery health state estimation and remaining
useful life prediction.

ZIQIANG CHEN (SM’18) received the Ph.D.
degree in mechanical engineering from Xi’an
Jiaotong University, Xi’an, China, in 1999.

He was a Visiting Scholar with the Department
of Electrical and Computer Engineering, Wayne
State University, Detroit, MI, USA, from 2011 to
2012. Since 2007, he has been with Shanghai
Jiao Tong University, Shanghai, China, where he
is currently a Professor with the Department of
Naval Architecture, Ocean and Civil Engineering.

His research interests include the areas of system identification and state
estimation, fault diagnosis, discrete-event systems, automotive and electric
vehicle control, battery management systems, composite energy storage
system, intelligent industrial detection, robot applications, and intelligent
manufacturing.

Dr. Chen received the National Scientific Conference Award, the Minis-
terial Second Prize Award, and the Excellence Award of Chinese Invention
Patent.

39484 VOLUME 7, 2019


	INTRODUCTION
	CONSTRUCTION OF HEALTH INDICATOR
	DATASETS OF LITHIUM-ION BATTERIES AGING TEST
	EXTRACTION OF HEALTH INDICATOR

	OPTIMIZED GAUSSIAN PROCESS REGRESSION MODEL
	GAUSSIAN PROCESS REGRESSION MODEL
	COMBINED KERNEL FUNCTIONS
	RUL PREDICTION FRAMEWORK

	RESULTS AND DISCUSSION
	THE EVALUATION CRITERIA
	TEN-FOLD CROSS-VALIDATION
	RUL PREDICTION AT SINGLE POINT
	RUL PREDICTION AT DIFFERENT CYCLES

	CONCLUSIONS
	REFERENCES
	Biographies
	JIAN LIU
	ZIQIANG CHEN


