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ABSTRACT The recent appreciation of deep reinforcement learning (DRL) arises from its successes in
many domains, but the applications of DRL in practical engineering are still unsatisfactory, including
optimizing control strategies in cognitive electronic warfare (CEW). CEW is a massive and challenging
project, and due to the sensitivity of the data sources, there are few open studies that have investigated CEW.
Moreover, the spatial sparsity, continuous action, and partially observable environment that exist in CEW
have greatly limited the abilities of DRL algorithms, which strongly depend on state-value and action-value
functions. In this paper, we use Python to build a 3-D space game named Explorer to simulate various CEW
environments in which the electronic attacker is an unmanned combat air vehicle (UCAV) and the defender
is an observation station, both of which are equipped with radar as the observation sensor. In our game,
the UCAV needs to accomplish the task of detecting the target as early as possible to perform follow-up
tracking and guidance tasks. To allow an "infant" UCAV to understand what "target searching" is, we train
the UCAV’s maneuvering strategies by means of a well-designed reward shaping, a simplified constant
accelerated motion control, and a deep deterministic policy gradient (DDPG) algorithm based on a generative
model and variational Bayesian estimation. The experimental results show that when the operating cycle is
0.2 s, the search success rate of the trained UCAV in 10 000 episodes is improved by 33.36% compared with
the benchmark, and the target destruction rate is similarly improved by 57.84%.

INDEX TERMS Deep reinforcement learning, cognitive electronic warfare, motion planning, deep deter-

ministic policy gradient, variational Bayesian estimation, target searching.

I. INTRODUCTION

From the current achievements of deep reinforcement
learning (DRL), visual observations and simple action
instructions can motivate an intelligent agent to create
value in many occasions and even gain the potential to
surpass human beings. However, in general test environ-
ments, such as Atari 2600 games, state, action and reward
require clear representations, which limits the universal-
ity of traditional DRL algorithms. DRL algorithms have
different designs for different scenarios to achieve excel-
lent performance. To produce a more promising applica-
tion platform, we look in a novel direction — approximate
end-to-end cognitive electronic warfare (CEW) simulation
environments.

The associate editor coordinating the review of this manuscript and
approving it for publication was Bora Onat.

CEW, which is a very comprehensive concept, primarily
includes advanced technologies such as automatic vehicle
control, electronic countermeasures, multisource sensor
fusion and so on. Members of CEW include one or more
intelligent agents that are responsible for electronic attacks
and electronic defenses. The operating strategies between
each agent reflect the situation of the battlefield in real time.
An unmanned combat air vehicle (UCAV) is the most ideal
operational carrier in CEW due to its high maneuverabil-
ity, multiweapon mounting capacity, excellent synergy, and
low cost. A radar sensor system is primarily responsible
for sensing the CEW environment; thus, partially observ-
able tasks are the basic form of electronic warfare missions.
CEW missions include four parts: target searching/detection,
acquisition, tracking, and guidance. Since the battlefield situ-
ation is rapidly changing and all parts are continuous-time
tasks, the shorter the operating cycle is, the better is the
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decision-making effect. Dynamic programming is considered
to be one approach to optimize the operating strategy at differ-
ent stages, but a mission generally lasts tens to thousands or
even tens of thousands of execution cycles. Clearly, the scale
of CEW engineering or the model is the key factor that
has restricted its development in recent years. Additionally,
when performing tasks, the UCAV needs to perform motion
planning for different scenarios. However, unlike path plan-
ning based on arrival point generation, motion planning is a
more bottom-level task and needs to respect certain physi-
cal constraints of the body, including overload coefficients
(radial overload and normal overload, which are related to the
acceleration that an aircraft can sustain during acceleration
and turning). In short, we do not need to design a single
mathematical model that describes the entire CEW process
because such a task would be impossible.

As the most basic task in CEW, target searching is also a
necessary process to obtain prior knowledge for subsequent
tasks. Unfortunately, in existing solutions for either CEW
or traditional EW, there is no detailed consideration of how
an electronic attacker or defender can make target searching
decisions, or it is even assumed that the state information
of the target is available a priori. Such a CEW model is
meaningless.

According to the above factors, we built a simple but
full-featured CEW test platform with Python, and we created
a game named Explorer according to a real target search-
ing task. Explorer is a flying-driving game. By control-
ling a UCAYV, players can navigate in a limited perspective,
as long as they find the target defense station within a given
three-dimensional (3D) map and time limit. At the beginning
of the experiments about CEW, our team found an interesting
phenomenon: for a learning agent in their infancy, “target”
itself is a very vague concept; in fact, the process of the UCAV
constantly searching for a target in a 3D space can be the
result of understanding the meaning of ‘“‘target searching”
and needs to be trained as knowledge.

An instance of Explorer can be parameterized by two
key quantities. The first is the maneuvering characteris-
tics of the UCAYV, including maximum flight speed and
overload. These characteristics determine the motion modes
of the UCAV in all missions. The second quantity is the
sampling/operating cycle. Additionally, these two quantities
directly determine the density of motion planning, i.e., the
sparsity of win/loss signals as rewards. The Explorer environ-
ment therefore allows us to evaluate and test the long-term
behaviors of attackers and defenders with DRL algorithms
and to develop insights about the robustness of solutions to
changes in the environment. Analyses of CEW problems have
generally been approached by much more abstract methods
given the complexity in finding the step-by-step optimal rep-
resentation.

Il. RELATED WORK
Our work is related to both CEW and DRL; hence, briefly
presenting the related works in these two areas is essential.
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A. COGNITIVE ELECTRONIC WARFARE

The development of EW has been focused on the three aspects
of electronic support measure, electronic countermeasure,
and electronic counter-countermeasure systems [1]. Notably,
in recent years, research on the cognitive system model of
the EW environment has achieved great progress [2]-[5].
Noh and Jeong [6] introduced a threat model to realize an
autonomous decision-making process for threat detection,
classification, and the selection of alternative countermea-
sures against threats in EW settings, and they also presented a
methodology that compiles the threat into a set of rules using
soft computing methods. Based on artificial brain theory,
the autonomous control system proposed by Meng et al. [7]
is divided into three layers: perception fusion layer, cognition
and decision layer, and behavior control layer. By controlling
the speed and direction of the motion, the required track
of the UCAV is realized, and the integrity of the system
function is verified. Chen et al. [8] used Bayesian estimation
to improve the ability of distinguishing underwater terrain
and navigation ability of an autonomous underwater vehicle.
Ogren et al. [9] aimed to solve the system conflict problem
of a UCAV when performing different tasks. The main idea
is to calculate the priority of each task according to the current
level of satisfaction and then report it to the kernel controller.
In addition, the electronic attack mode with a jammer as the
main body has also received widespread attention [10], [11].
Osner and Plessis [12] designed a threat evaluation and
jamming allocation system and implemented an exhaustive
method to achieve the optimal cooperative jamming strategy
of the UCAV to counter the target radar network, but it only
lasted for 15 sampling cycles. Furthermore, considering that
combat vehicles such as UCAVs are the agents that execute
the decision results of all CEW systems, it is desirable that
they have excellent maneuverability and situational aware-
ness. Many methods have been proposed to overcome the
various problems encountered by UCAVs during combat,
such as target searching, collision avoidance, and motion
planning [13]-[16], however, from the perspective of target
searching, these works has failed to involve an end-to-end
motion planning framework.

When a combat vehicle possesses a limited detection range
in an unknown environment, the traditional target search
policy is to first grid the mission map and then use carpet
reconnaissance or Bayesian inference to calculate the possi-
ble position of the target [17], [18]. Of course, evolutionary
computation methods can also be used to find an optimal
search strategy by optimizing the fitness function to reduce
the environmental uncertainty [19]. Unfortunately, both the
continuous mission space and the approach to motion plan-
ning are simplified in the works mentioned above, which
results in a large gap between the experimental results and
the engineering requirements for end-to-end CEW (environ-
ment reconnaissance to action decision-making). Moreover,
these methods are not sufficiently intelligent, resulting in
unpromising application scenarios. Based on reasonable
hypotheses and logical analysis approaches for proceeding
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from the collection and analysis of sensor data to the oper-
ation of combat vehicles, our achievement is an approximate
end-to-end CEW test platform that maintains a perfect bal-
ance between the preservation of operating forms and the
simplification of mathematical models.

B. DEEP REINFORCEMENT LEARNING

Deep learning is enabling reinforcement learning (RL) to
scale to decision-making problems that were previously
intractable. The intelligent agent with Deep Q-learning net-
work (DQN) created by DeepMind’s team displays a level
that surpasses human beings in Atari 2600 games, which
was undoubtedly a landmark step for artificial intelligence in
industrial applications. Historically, DRL has enabled many
amazing achievements [20]-[23] in game playing, simultane-
ous localization and mapping (SLAM), path planning, and so
forth.

Many teams have also contributed to improving DRL
algorithms for different application scenarios. Double DQN
(DDQN) [24] solves the problem of overestimation caused by
the greedy algorithm used in DQN. Deep deterministic policy
gradient (DDPG) [25] based on an actor-critic framework
enables the learning network to select a unique action in a
continuous action space end-to-end. Sung et al. [26] proposed
aframework of a DQN hybrid generative network and estima-
tion network to guide robots with haptic sensors to complete
click tasks in partially observable environments.

Because the agent of DRL is too difficult to train,
researchers have performed substantial work [27]-[30] to
further improve the performance of the DRL algorithm,
including hierarchical parallel computing, modification of
the loss function, memory and predictive modeling, and so
on. Unfortunately, although these studies have made DRL
powerful, there are still very few examples in conjunction
with practical projects [4], [23], [31], [32], primarily because
many engineering issues cannot be described by simple mod-
els or sensors and the DRL algorithms are model dependent.
Thus, compared with improving the performance of DRL
algorithms, our focus in this work is on how to make DRL
effective in CEW environments.

The main contributions of this work are as follows:

o« We develop a versatile CEW (vVCEW) framework,
in which the type of combat members is selectively
created, the modules of detection sensors and coun-
termeasure weapons can be expanded freely, and the
interaction between each part and the environment has
a clear mathematical model.

o We present a state-of-the-art approach for constructing
a DRL framework to accomplish some partially observ-
able tasks, such as Explorer (based on vCEW) in a con-
tinuous high-dimensional action space, and we provide
some empirical tricks for designing algorithms.

« Persuasive simulation results are obtained by designing
tasks with different difficulties. Based on the defined
behavior angle, we analyze the potential behavior poli-
cies learned by the UCAV in optimizing navigation
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FIGURE 1. The display interface of the Explorer game, with a total pixel
size of 600 x 1050; the 600 x 600 panel on the left side displays the map
from the global perspective, and the 600 x 450 panel on the right side
displays the status information of the UCAV and the observation station.

control, and we further explore how the learning unit
of DRL understands the action generated during target
searching.

Ill. EXPLORER: TARGET SEARCHING IN vCEW
Considering the model dependence of the DRL algo-
rithm, we first introduce the vVCEW-based game — Explorer.
As shown in Figure 1, a player needs to control the maneuver-
ing of a UCAV (such as tumbling and diving) until it finds the
target in a given 3D map. During the manipulation process,
the behavior and trends of exploration are considered as much
as the outcome of the game. There are two key factors that
restrict the UCAV’s completion of the game (which are also
the major problems to be addressed in CEW):

o The UCAV can only maneuver at high speed in space
under the condition of satisfying the physical constraints
of its airframe; thus, it is difficult to find the optimal
or even feasible solution in real time for long-term
(>100 sampling cycles) operation planning.

o The members in the game can only perceive the sur-
rounding situation through radar (only a radar sen-
sor is equipped in Explorer; more model details will
be discussed in Section III-C). Since the received
signal strength has a minimum threshold and is always
accompanied by an error, only partial regions of observa-
tion can be provided for players. Consequently, the tar-
get searching task has to be modeled as a partially
observable Markov decision process (POMDP).

A. MAP

In Explorer, the task region for the UCAV is a tiled space
of 15 km in length (from —7.5 km to 7.5 km), 15 km in width
(from —7.5 km to 7.5 km) and 7.5 km in height (from 0.5 km
to 8 km). The geocentric coordinate system, OXYZ, is adopted
as the base reference frame, and the coordinates of any point
in the space are marked as p = [x,y,z]" orp = [x,y, h]T.
The formula for transforming between the Z-axis coordinate
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FIGURE 2. Relationship between the Explorer game space and the
projected map.

FIGURE 3. (a) Player’s global perspective and (b) maximum detection
range of the UCAV (reconnaissance perspective).

of any point in space and the height from the ground is

t= R+ H? 22— & ()

h=\/x>+y2+22 —R,,

where R, is the Earth’s radius (6371 km) and £ is the radial
height of the object from the Earth.

The original map of Explorer can be obtained by project-
ing the game space in the opposite direction of the Z-axis,
as shown in Figure 2. Figures 3 (a) and (b) demonstrate our
observation perspective (i.e., the global perspective) and the
UCAV’s reconnaissance perspective, respectively. The center
of the map corresponds to the northernmost point of the Earth.
The map size in the vertical view is 600 x 600 pixels, and the
ratio with respect to the real environmentis 1 : 25, i.e., 1 pixel
corresponds to 25 m.

From Sections III-B to III-E, we present an overview of
the necessary mathematical models in VCEW, which can be
skipped by uninterested readers.

B. MANEUVERING CHARACTERISTICS OF THE UCAV
Referring to [16], the local coordinate system and airborne
coordinate system of the UCAV can be defined as O;X;Y;Z;
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FIGURE 4. Descriptions of the reference frames and constraint
boundaries.

and O.X.Y.Z., respectively. The local coordinate system
of the UCAV is used to describe the relationship between
the fuselage’s posture and the inertial frame. Specifically,
the direction of gravity is always towards the center of the
Earth when the UCAV is flying in the mission space. By con-
trast, the airborne coordinate system is based on the position
and velocity of the UCAV. Note that the axis O.Y, points
in the direction of the UCAV’s velocity at sampling time 7,
the axis O X, points towards the right wing of the aircraft
(O X, is perpendicular to O.Y,), and O.X,, O.Y., and O.Z.
satisfy the right-hand rule. Now, let the transformation matrix
used to map vectors from OXYZ to 0;X;Y;Z; be

sin ¢y —CcoS ¢y 0
Ci;=|—cos¢sind, —singsindy cosv; |, (2)
coS @y cos By sin ¢, cos B sin ¢y

where the angles ¢, and D, refer to the azimuth and ele-
vation, respectively, of the UCAV’s projected location from
the Earth. Similarly, the transformation matrix used to map
vectors from 0;X;Y;Z; to O.X.Y.Z. is given by

sin ¢y — COS ¢y 0
C.:=| cosg;cost; sin ¢; cos ¥ sing; |, (3)
—cosg;sin®;  —sing;sind;  cos v

where ¢; and ¥, represent the pitch and rotation angles,
respectively, of the UCAV.

At any time, the maneuver performed by the UCAV in
different directions is subject to normal overload and radial
overload, as shown in Figure 4. According to the formula
in [16] and [33], the boundary constraints received by the
UCAV when performing motion planning are decoupled as
follows:

dmax,i = (gy/nf — 1, g(ng — sin ), glny — cos ¥y),  (4)

where ny and n, are the maximum normal overload and
maximum radial overload of the UCAV, respectively. g is
the gravitational acceleration. Based on ayy s, any type of
control strategy of planned acceleration is upper bounded.
We concentrate on ¢, and ¢; as the UCAV’s action input,
i.e., A; = [¢r, U], so the acceleration applied to the UCAV is
given by

by, = C; CplAamax.s), )
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A is defined as a function of the maximum magnitude
acceleration that the UCAV can generate for motion in the
direction A;.

Furthermore, with a constant acceleration (CA) control
strategy, the path planning problem for the UCAV to solve
in one sampling interval is

pu,t+1 Pu,t
Ui =PcaU;: & | vurv1 | = Pca | Vur | (6)
Ay r+1 ay

where U, represents the motion state of the UCAV at time ¢
and p,, and v, are the position and velocity, respectively,
of the UCAV during the time interval. Additionally, @ ¢4 is
the CA model:

1 3I
Pca=|0 I |, (N
0 0 I

where 7 is the length of the sampling cycle, I is the third-order
unit matrix, and O is the third-order zero matrix.

Finally, because the speed of the UCAV has an upper
bound V., at time ¢, the following replanning process is
essential [16]:

l A _ o
Gy = {T((Vu,t +ay,7)/e —vig) if £ > 1 ®
a,; else
where ¢ = ||v,” +a,,t || /Vmax- Equation 8 is used to adjust

the impracticable speed generated by the control strategy
back to the constraint boundaries.

C. RADAR DETECTION
In Explorer, the UCAV perceives the surrounding area
through radar, i.e., the radar is the “eye” of the UCAV. In the
vCEW platform, we assume that the UCAV is equipped with
an active phase-controlled radar with an electric scanning
cycle of an infinitesimal length (generally on the order of s);
thus, when the maximum detection range iS ppqx and the
conditions given in Appendix A are satisfied, the visibility
range for the UCAV can be considered a 360-degree sphere
in 3D space. It is well known that radar determines whether
a target exists according to the signal strength of the feed-
back echo. Under the assumption that the radar has been not
jammed, the existence of an observable target is determined
if the echo signal intensity exceeds its sensitivity. Note that
there is no need to consider the terrain or other obstacles
because the combat environment in Explorer is very sparse;
because there are only two entities, namely, the UCAV and
the observation station; and because the height specified by
the UCAV’s planned motion must be greater than 0.5 km.
After inputting the observation data of the radar into the
end-to-end electronic warfare system, the action command
of the UCAV will be directly output. However, for Explorer,
since the subsystem for simulating the transmit/receive wave-
form is too complicated, to simplify the radar signal process-
ing for locating the target and finding the direction, the target
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information with noise, e.g., the captured target’s position and
velocity with echo analysis, can be directly used as input.

We primarily focus on the relative distance between the
radar and target, which is the core factor that affects radar
detection. Let the radar’s sensitivity and maximum detection
range be denoted by k and p,qy, respectively. The relation-
ship between k and p, satisfies pj} . o «. For instance,
if the detection range of a radar needs to be doubled, then its
sensitivity must be increased by a factor of 15.

1) RADAR CROSS SECTION (RCS)

For an advanced UCAV, a layer of stealth coating is often
applied to reduce its radar cross section (RCS) to improve its
survival probability. Since the stealth effect is related to the
observation angle, to simplify the analysis, the RCS of the
UCAV, &, can be parameterized according to the following
formula:

é _ 1 +Emin_2<vu,tant>/77 if(‘)u,[a nl‘) S 7'[/2
- 1 else

)

where &, is the minimum RCS of the UCAV, n, is a unit
vector along the line of sight (LOS) from the UCAV to the
object, and (Vu,r, n,) is the angle between the direction of the
UCAV’s velocity and the LOS direction. Equation 9 models
the UCAV as a cone-sphere chimera, as shown in Figure 5 (a).
The RCS linearly decreases to &,,;, in the forward direction
with respect to the UCAV and remains constant at 1 in the tail
hemisphere. To simplify the calculation, we directly define
k = pt . as an initial condition. Then, the visibility distance
of the UCAV can be computed as p = (k& 925 = &0

FIGURE 5. (a) Parametric model of the UCAV’s RCS and (b) physical
collision model of an object in Explorer.

2) LINE-OF-SIGHT (LOS) HIDING
Due to the curvature of the Earth’s surface and the linear prop-
agation of electromagnetic waves in space, the low altitude of
the target will have a hiding effect on the high-altitude detec-
tor; the schematic diagram is shown in Figure 2. As shown
in Figure 2, « is the angle between the UCAV’s center line and
the horizon, and B is the angle between the UCAV’s center
line and the LOS. Clearly, when « is larger than 8, the target
is invisible to radar, and vice versa.

Therefore, the following criteria are used as the basis for
determining whether the target is detectable:

@ <BE& |Pus—Pasl < PmaxE®?, (10)
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FIGURE 6. Workflow of an event-triggered radar sensor.

where p,, is the target’s position in space at time ¢ and
||pu’, —pa’t” represents the two-norm displacement value
from the target to the UCAV.

D. COLLISION DETECTION
When simulating the behavior of objects in a real environ-
ment, a physics engine with high efficiency and granularity
can offer increased immersion for the interaction between
an object and the environment, and collision detection is
definitely a crucial part of developing such a physics engine.
In vCEW, we do not ignore the physical volume of objects in
the environment, such as the UCAV and observation stations.
Sacrifice self-destruction by colliding with the target is still
considered to be an effective means of attack when the UCAV
is not equipped with missiles; thus, collision detection is also
necessary for shaping the reward of the attacker.

As shown in Figure 5 (b), the shape of a physical object is
modeled as a cylinder. The condition for determining whether
there is a collision relationship between two objects should be

Pui = Pasl < Lu(my) + La(—ny), (11)

where the L, function is used to calculate the length from the
geometric center of the UCAYV to the contour edge, pointing
toward the direction n;. Similarly, L, can be used to calculate
the value of the target with the same meaning as L.

E. PROGRESSION OF RADAR STAGES
Although the events encountered by the radar will change
in real time in the face of various combat situations, these
events must be continuous time and interdependent. There-
fore, when the UCAV performs target searching, its radar
will work in the search stage/mode, and the system will not
switch to another stage/mode until a new event is triggered.
Moreover, even in the same stage, the radar performance will
be affected by the subevents separated from the main event.
The UCAV stores the state information of the detected
target and associates it with the data in its memory bank.
Targets without successful associations may be discarded.

VOLUME 7, 2019

TABLE 1. Explorer configuration.

Notation Description Value

ny Maximum normal overload 8

ng Maximum radial overload 8

g Gravitational acceleration 9.8 m/s?

Vimaz Maximum flight speed
Vol. Volume of the UCAYV, regarded as a

300 m/s
bottom radius=60 m

cylinder height=120 m
Volg Volume of the station, regarded asa  bottom radius=60 m
cylinder height=120 m
Emin Minimum RCS of the UCAV 0.004
Tr Electric scanning cycle of the radar 1 us
Pmaz Maximum detection range of the 3 km
radar in search mode
Cmax Maximum quality factor of the 0.2
PDPS
Cmin Minimum quality factor of the 0.05
PDPS
F Prediction scale of the PDPS 0.8

To simulate the program of capturing observations, we design
a stable data processing system. Kalman filtering (KF) is a
classical filtering algorithm that has been proven to converge
to the optimal solution, and it can be used to smooth, predict
and estimate continuous observations. The simulation for KF
needs to be combined with real-world data to generate process
noise and measurement noise for objects. However, such
data from field trials are confidential. Using the idea of the
KF algorithm, we build a parametric data processing system
(PDPS), which is as functional as KF. The convergence ability
of the system can be adjusted manually, and the form of
environmental noise can also be selected.

The procedure of vVCEW processing continuous radar data
is illustrated in Figure 6, and the function design and mathe-
matical model derivation of PDPS are detailed in Appendix B.

F. EXTENSION OF EXPLORER CONTENT

In addition to the functional modules already described
above, the Explorer supports the extension of the motion
model of any object, such as adding a missile model to the
properties of the UCAV. However, since this work solves
a pure target searching problem, Other attachments can be
ignored.

All model-related notations and the corresponding settings
used in our configuration are summarized in Table 1. More-
over, there are some additional parameter settings related to
the radar’s PDPS; however, the description of this system is
quite cumbersome, and its configuration remains unchanged
during environmental testing (at least in Explorer). Therefore,
in this paper, no space is devoted to such a description, and
little introduction to these parameters is provided. Interested
researchers can refer directly to our open source code to
obtain functional information on the PDPS.

IV. DEEP REINFORCEMENT LEARNING IN THE

EXPLORER GAME

This section aims to establish an RL framework that allows
the UCAV to express and reason for the maneuvering
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strategies generated by its interactions with the environ-
ment. RL frameworks can typically be divided into three
categories: action-value-based frameworks [34], [35], policy
gradient frameworks [28], [36], [37], and actor-critic (AC)
frameworks [25], [38]-[40].

A. ALGORITHM SELECTION

Because the UCAV in Explorer needs to realize continuous
long-term action planning, the selected DRL algorithms
must be based on continuous control models, such as
normalized advantage functions (NAF) [34], trust region pol-
icy optimization (TRPO) [37], proximal policy optimiza-
tion (PPO) [28], the asynchronous advantage AC (A3C)
algorithm [40], and the deep deterministic policy gradi-
ent (DPPG) algorithm [25]. NAF is based on a single
action-value function network, which is exquisitely designed
but complex to implement; TRPO, PPO, A3C, and DPPG are
all based on AC frameworks (although policy gradient opti-
mization lies at the core of the TRPO and PPO algorithms).
Considering the real-time requirements of CEW, we adopt
the currently popular DDPG algorithm. DDPG is considered
to be the fastest converging algorithm for continuous control
based on an AC framework [41]. More importantly, DDPG
adopts a deterministic policy when updating the actor net-
work, which is a very suitable approach for a system with
a high-dimensional action space such as a UCAV.

In an AC framework, an actor is used to select actions,
and a critic is used to estimate the quality of the cur-
rent actions. At time step ¢, the agent obtains the observed
state S;. The action set is denoted by A of size K = | A|.
The DDPG algorithm continuously improves the policy as
it explores the environment. The agent first chooses the
optimal action A; € A from the deterministic policy
function A, = u(S;) + N;, where N is the exploration
noise introduced by humans. Then, the environment will
feed back a timely reward signal R, in accordance with a
reward function R; = f(S;), which will be discussed in
Section V-B. The new state S;;1 is updated in an unknown
but certain state transition mode at the next moment ¢ + 1
it clearly receives the impact of the environment. For a con-
tinuous task, the observed trace of the agent can be repre-
sented as a combination of multiple state transition pairs,
ie, ¢ = {...(5, A, Ry, Sta1), (St1, Arvt, Rer, Sea2) - )
Meanwhile, we define the action-value function Q(S;, A;) for
each state-action pair in terms of the expected accumulated
reward in the future when action A; is taken in the given
state ;.

In particular, when the dimensions of the agent’s
state/action space are discrete or even continuous, the recog-
nition ability in the state/action space is enhanced by the
powerful generalization ability of a neural network (NN),
such as a deep convolutional neural network (ConvNet).
Hence, an NN model is embedded into the policy function
and the action-value function, and then they are rewritten as
w(S:| 6*) and Q(Sy, As| 09), respectively. We apply gradient
descent to train #* and A< over the minibatch data randomly
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FIGURE 7. The DDPG network framework.

sampled from the trace ¢, and this operation is called memory
replay.

Q-learning is a common learning method for the critic,
which is subject to the action-value function. However,
since the Q(S;,A,|09) update is prone to divergence,
the direct implementation of Q-learning with NN proved to
be unstable in many environments. To solve this problem,
Lillicrap et al. [25] use a dual network structure similar to
that proposed in [35], i.e., a target network combined with an
evaluation network. First, the target networks /(S| 6“/) and
Q'(S,A| GQ/) are copied for the actor and critic, respectively,
and then the weights in these networks are updated via a soft
update as follows:

OF «— gk + (1 — o)o™

02 « 502 + (1 - O')@Q/ okl 12)

As shown in Figure 7, in DDPG, the closer to supervised
learning design allows the actor and critic to learn according
to their respective objective functions, resulting in a more
convergent learning process.

o For the actor network, the gradient is computed as
follows:

Vou pls,

1
~ = 3" Va0(5.A169) Vou (510" ,
t

S=5.A=p(S;)
(13)

where B is the batch size.

o For the critic network, the loss function that should be
backpropagated through the deep action-value network
is

] !’ /
2 2R+ v Q' Ser, 1 (Spyal 0)1169)
t

— O(Si+1Ar41169)*  (14)

where y is the discount factor, which takes values in the
range [0, 1].

When DDPG is applied in actual engineering, there are
other tricks to make the performance of the algorithm more
stable, such as state/action clipping. Details will be intro-
duced in Section V.
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B. PARTIALLY OBSERVABLE MARKOV DECISION

PROCESS (POMDP)

The UCAV in Explorer takes sensor feedback from a partially
observable environment and stores this feedback within a
memory bank. For environmental observation, the feedback
signal received by the UCAV at time ¢ can be resolved into a
nine-dimensional vector:

O; = CON(ﬁu,t’ﬁZ,t _ﬁu,t’ VZ,t = Vu,r) (15)
= CON ([Xu,t, Yu,i> ], [dx), dy?, dhi],

[dv;”l, dv;f,,, dv?,,]),

where CON represents a function used to concatenate vec-

o 0 o — o 0 [
tors, [d-x[ ) dyt ) dht] - [-xa,[ — Xu,t» ya,t — Yu,t> ha,t - hu,t]a
0 0 0 _ o _ o _ o _
and [dV{ ,, dvy’t, avy,l = oy, — Vuxr Vay.t = Vuy,t> Vaz s

vuz,t]. Equation 15 indicates that O; is composed of three

3D vectors: the spatial position of the UCAV, [xy.1, Yu.r» hut];

the relative displacement between the target and the UCAY,

[dx;, dy:, dh;]; and the relative velocity between the target

and the UCAV, [dvy ;, dV) ;. dv7 ,].

Three important points to note are as follows:

o The target’s status information, including the position
and velocity accompanied by noise (at least in Explorer),
is only valid if the UCAV’s observability conditions are
satisfied, as expressed in Equation 10.

« In practice, for DRL algorithms, we find that it is eas-
ier to converge when high-order difference variables
are used to describe the environment state than when
pure absolute variables are used. For example, the gen-
eralization ability of an NN for the relative displace-
ment between two objects (expressed as a 3D vector)
is stronger than that for the concatenated vector of two
objects’ positions (expressed as a six-dimensional vec-
tor).

o We can effectively reduce the sparse representation of
state by rewriting the space coordinates of the object,
ie., [x,y, z] to [x,y, h], where the conversion between
z and h refers to Equation 1. State sparsity can be
well explained by an example: in Explorer (the spe-
cific environment design of Explorer is presented in
Section III-A), if the UCAV wants to learn a pull-up
motion of 0.5 km, the change that the network needs to
learn may have a magnitude of only 0.5/6371 (6371 km
is the Earth’s radius) when expressed in terms of the
coordinate value on the Z-axis but at least 0.5/8 when
expressed in terms of the off-ground height. Clearly,
the latter is more advantageous for the training of the
NN. Interestingly, compared with using batch normal-
ization at the output of the NN, manual operations such
as this can often make DRL converge faster.

1) GENERATIVE MODEL

Although we can set up the feedback mechanism man-
ually, our goal is to build a framework that allows the
UCAV (player) to infer global information from interactions
with its environment. For example, when the UCAV flies to a
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location and does not find a target, it will review the path that
it has traveled before, and then it will use this information to
guess the possible location of the target and the confidence
level in the action that the UCAV will take. However, simply
extracting information from the observation itself is not suf-
ficient to guide the UCAV’s actions, particularly in the early
stages of the mission when the UCAV has explored less of the
environment. If other factors such as the noise influences of
the environment are added, then it will become more difficult
for the UCAV to understand the probability distribution of the
global/original state from the existing state information.
Thus, in this work, we model the task using a partially
observable Markov decision process (POMDP), and we use
Equation 15 as the continuous state of POMDP. Given a
sequence of radar signals 0 = (01,03, ...,0;) up to the
current time step ¢ along with a sequence of actions taken
A = (A1,A2,...,A;), our goal is to ob}ain an approximate
estimate of the original state sequence S = (51, S2, ..., S7)
such that we can generate a new state transition through the
execution of action A;11, i.e., Sy4+1 [26]. Simply rewriting
the transition pair (S;, As, R;, Sy+1) in the observed trace ¢
to (S, A, Ry, Ty, Oy, S;41) can yield a correct definition of
the POMDP model. T; € 7T is a state transition function,
and O; € O represents a probability function about the
observation. Figure 8 (a) depicts a graphical model of the state
transition when the UCAV interacts with its environment.

FIGURE 8. The target searching task can be considered as a POMDP

(a) generated by the interaction between the UCAV and the environment.
We parameterize the transfer function and emission function with an

NN (b). To find the representation of the real states in the POMDP,

we approximate the posterior distribution by means of a recurrent
recognition network, which consists of two LSTM layers (c).

It is important that the state S; is unknown such that the
functions of R;, Ty, and O, determined by S; cannot be output
as a priori information.

Referring to the approach in [26], we employ a generative
model to estimate the state transition probability. Although
the probability distribution can be any form of distribution,
we consider using a Gauss distribution to simplify the analy-
sis of the model. The parameters of the generative network
are defined as 0% = {S,, SZ’ Oy, OZ’RMvRZ}’ which
correspond to the means and variances of the states and
observations:

Sy ~N(@©O,D

St~ N(fs, (Si=1, A0, [ (St—1. ADD)

Or ~ N(fo, (8. o (S

R ~ N(fi, (S0 fy. (SOD). (16)
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Figure 8 (b) shows a network with two fully con-
nected (FC) layers for parameterized transfer functions; emis-
sion networks possess a similar structure.

2) VARIATIONAL BAYESIAN ESTIMATION

Directly calculating the posterior distribution p(3’|5, R, A) by
relying on the NN is difficult. We therefore use the vari-
ational Bayesian method combined with a recurrent neural
network (RNN) to maximize the evidence lower bound (ELB)
of the training data and obtain the approximation solution
for the posterior distribution of p with an encoder network
q04(S|0, R, A), where 67 represents the network parameters
of the RNN. The network with parameters 68 can be regarded
as serving the function of a decoder.

Concurrently, because the environmental model is globally
achievable, timely rewards R = (R1, Ra, ..., R;) are clearly
obtained during training. There are many forms ~of encoder
structures that can be selected. Since gga (S|0 R A) based on
09 needs to process long-term trajectory data, and because
the ability of long short-term memory (LSTM) to generate
vector-navigation cells has been confirmed in [21], we first
employ two LSTM layers as the basic framework for the
deep RNN, as shown in Figure 8 (c). Additionally, to jointly
learn the parameters of the generative network (6%) and the
recognition network (69), we need to maximize the objective
function, a lower bound, which is derived through variational
Bayes inference on a conditional log-likelihood [26], [42]:

= KL(qe4(S|0, R, A)||pez(5|0))
+ L£01,0%) > L©1,0%), A7)

log pes(O, R|A)

where KL denotes Kullback-Leibler divergence. Since the
value of the Kullback-Leibler divergence is greater than or
equal to 0, when log pgs (6, klﬁ) is to be maximized, the ELB
L(64, 68) can be maximized instead. £(69, 68) can be further
simplified as follows:

—KL(gga(S0, R, A)||pgs(S|A))
+E,[logpes(O, RIS, A)], (18)

L£(69,0%) =

where E denotes the expectation function. The purpose of
maximizing L is to accurately estimate the posterior prob-
ability.

According to the reparameterization
Equation 18 can be further rewritten as

trick of [42],

L£(69,6%)
~ —KL(qpe(S1] O, R, A)||p(S1))
1 T N
— 2D _IKL(qoa(Si] S, O, R, Allp(SiI M. Ac))]
t=2n=1
1 N
+ﬁzl[logpeg(0|5(”)) + logpes(RIS™)], (19)
n=
where S = qoa.. + w(")qaq’ ,3;1)1 = qoii—1u +

w(n)qeq,rfl,z’ and @™ ~ p(w). Here, " depends only
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on Monte Carlo samples drawn from p(z). Given multiple
data points from the dataset, we finally used AdaDelta to
jointly backpropagate the two sets of encoder and decoder
parameters on the NNs 69 and 64 by using a minibatch to
maximize the ELB. Based on the experimental results of [42],
if the batch size is sufficiently large (> 100), the number N
of samples per data point can be set to 1.

More details about the derivations of Equations 18 and 19
can be found in [26], [42], and [43]. Except for the change of
definition symbols, the other contents are the same.

V. SYSTEM DETAILS

To encapsulate a complete target searching system, it is nec-
essary to adapt the learning of the UCAV to the Explorer
environment to create an optimal control policy for the UCAV.
Meanwhile, the manual work of reward shaping and state
representation will play a significant role in the convergence
of the DRL algorithms.

A. STATE DEFINITION

One of the greatest benefits of VCEW is that the training
samples can be tailored to meet certain demands, which was
unimaginable in the past because the costs of field experi-
ments were too high and because unpredictable states could
cause irreversible damage to the vehicle’s body.

Because of the complex transformations in 3D space,
the forward direction of the UCAV can change within
a very short time, and the UCAV’s motion planning
is sparse compared with the spatial radar observations
(Pmax/ Hpu’, +1 —Pus H > 100). This situation suggests that
the UCAV cannot use visual observations as the input states
for RL; thus, it is necessary to handle the effective state
of the UCAV manually. Based on the conclusions from
Section IV-B, Equation 15 can be used to represent an effec-
tive state of the UCAV.

As a supplement, the following two tricks that are com-
monly used in practice are introduced.

1) BOUNDARY CLIPPING

The actions of the agent are generally constrained, and the
results fitted by the NN are likely to exceed the actions’
boundary; thus, it is necessary to clip the portion beyond the
boundary. This boundary clipping is called action clipping.
However, state clipping is often overlooked, and this phe-
nomenon is described below in conjunction with Figure 9.
In this figure, when the UCAV takes action A,_; under the
state S;_1, it will clearly leave the boundary of the map.
At this time, two approaches are generally adopted: 1) envi-
ronment reset and 2) state clipping.

In the actual project, we found that in the early phase of
training, the actions output by the NN cannot significantly
change the path of the UCAYV; it will only be the simplest
constant velocity maneuver, so it is easy to cause the UCAV
to fly out of the mission area. Frequent restarting of the game
environment will lead to a serious problem, i.e., the charac-
teristics of the state transition tuples in the memory pool are
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FIGURE 9. Schematic diagram of the boundary clipping method.

too few or the content that can be learned is not rich enough,
the result of which is, of course, that the algorithm does not
converge. In high-dimensional space, each state component
needs to be clipped. As shown in Figure 9, the state clipping
method is similar to action clipping — let the state component
that is beyond the boundary correct to the original boundary.

2) STATE NORMALIZATION

State normalization is an effective means to accelerate the
convergence of the DRL algorithm. In the environment of
a sparse state space with different scales of state values,
the importance of state normalization is self-evident. In this
work, based on Equation 15, we present the following state
normalization approach:

@0, = CON(@ﬁW, ®@Z,t _ﬁu,t)9 ®(VZ,, —Vu,t))
= CON ([(xy,r+7.5)/15, (yu,i+7.5)/15, (hy,,—0.5)/7.5],
[dx/ /15, dy] /15, dh{ /7.5],
[dV;),p d";za dVZ;]/Vmax)a (20)

where @ indicates the normalization operator.

Equation 20 shows that by scaling the original state
component by the upper bound of the set interval, an ideal
normalized state with a value of less than 1 can be generated.
In fact, a recent technology called batch normalization [44] in
deep learning can also achieve similar results. This technique
normalizes each dimension across the samples in a minibatch
to have unit mean and variance. We separately used these two
methods to test the Explorer game. The results show that the
effect of manually ensuring that the state units are within the
set range is less time consuming in training than the batch
normalization, i.e., the former’s convergence rate is faster.
This phenomenon may be related to the simplification of the
learning process.

B. REWARD SHAPING
Reward shaping can be used to modify the behavioral purpose
of the agent in RL and to highlight the signal most desired by
the designer. In Explorer, we are able to access the internal
states of interest and develop the desired reward function in
an intuitive way:
o If the UCAV is reluctant to execute its mission or simply
wishes to desert, then it should be punished when it
comes close to the map boundary or when it shows a
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tendency to escape the map boundary. For such a case,
we define the following penalty function:

esRe = —clip((xy; —7.5)/1+1,b)
—clip(Yu, —7.5)/1 +1,b)
—clip((hus — 8)/1+ 1, b)
—clip(1 — (xy; +7.5)/1 +1,D)
—clip(1 — Yy +7.5)/14+1,b)
—clip(1 — (h,; —0.5)/L+1,b), (21)

where clip(a, b) represents a clipping function. This
function outputs the original value when « is within the
interval b; otherwise, it outputs the closest boundary
value of b. In Equation 21, b is set to [0, 1]. [ is the
maximum travel distance of the UCAV in one cycle,
| = VipaxT.

« After estimating the target’s position, the operator wants
the UCAV to tentatively approach this position to ver-
ify the accuracy of the estimate produced by the NN.
In practice, we want the combat vehicle to observe the
potential target for a long time, so target tracking should
be encouraged; thus, we shape the rewards for positions
close to the target as follows:

— 1_||®(ﬁa,t _ﬁu,t)Hif”ﬁa’t _ﬁu’t“ < Pmax
Ry = R .
-llo (pa,l _pu,t) [lelse.

(22)

o Since the UCAV is not equipped with missiles in the
Explorer game, the only way for the UCAV to destroy
an enemy observation station is to sacrifice itself through
a suicide attack. This should be recognized as a special
offensive behavior, and the reward created by this behav-
ior can be defined as follows:

R — 100 if Equation 11 is satisfied 23)
0 else.

The state reward of the UCAV at any time is equal to the
sum of the results of the three reward functions defined above,
ie, Ry = osRi + 4Ry + saRR;.

The overall system details are shown in Figure 10. We have
shared the source code of the streamlined version of Explorer
on our team’s GitHub ' to facilitate communication and
learning among a wider community of scholars.

Thttps://github.com/youshixun/vCEW

Collision Boundary
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FIGURE 10. Our proposed system for learning and simulation
experiments involving target search missions in Explorer.
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VI. EXPERIMENTAL RESULTS

This section first configures the primary parameters of
RL system, and then it introduces our simulation environ-
ment and hardware/software configuration in the experiment.
Finally, according to the required metrics, we use the algo-
rithm to test games of different difficulty and present the
corresponding results and analysis.

A. NETWORK ARCHITECTURE

We train a network as our searcher. The basic network struc-
tures are shown in Figures 6 and 7. The detailed hyperparam-
eters inside the network are listed in Table 2.

TABLE 2. Detailed network configurations.

Network Layers Hyperparameters
Learning rate for actor: 3e-5
Learning rate for critic: 3e-5
. Discount factor ~y: 0.9
DDPG Actor: 2 X 2FC-(9, 300, 2) Soft replacement factor o: 5e-3

(actor-critic) Critic: 2 x 2FC-(11, 300, 1) Memory capacity: 3e5
Batch size: 128
Optimizer: Adam
Learning rate: 5e-5

Generative 2FC-(11, 300, 18/18/2) Batch size: 128
network Optimizer: AdaDelta
Learning rate: 5e-5
Recognition 2LSTM-(256, 256, 256) Batch size: 128
network Optimizer: AdaDelta

In Table 2, 2 x 2FC-(9, 300, 2) means that there are two
networks, and each network consists of two FC layers, which
have 9 input units, 300 connection units, and 2 output units.
Note that the generative network is related to S;, O; and
R;, which respectively represent three independent output
networks. Moreover, the output action only includes rotation
angle and pitching angle; thus, its dimension is 2.

B. SIMULATION PLATFORM OF SOFTWARE AND
HARDWARE

For DRL, the computational burden of the algorithm is a
very important issue; thus, when comparing the performance
of various algorithms horizontally, the consistency of the
software and hardware versions in the testing environment
must be guaranteed. Table 3 presents the testing environment
that we utilized.

C. SIMULATION DETAILS AND METRICS
We divide the game difficulty into four levels, denoted by
D = 0 to 3, to evaluate our DRL system on the task of learn-
ing autonomous navigation in Explorer based on operating
cycles of different lengths: leftmargin=*
e D = 0: for each episode, the maximum number of
operational steps of the UCAYV is 400, and the length of
an operating cycleist =1 s.
e D = 1: for each episode, the maximum number of
operational steps of the UCAV is 800, and the length of
an operating cycle t = 0.5 s.
e D = 2: for each episode, the maximum number of
operational steps of the UCAV is 2000, and the length
of an operating cycleis T = 0.2 s.
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TABLE 3. Testing environment.

Item Description Model/Version
CPU Central processing unit Xeon E5-1620 v4 3.50 GHz
GPU Graphics processing unit NVIDIA Quadro P2000
Memory Storage 16 GB (DDR4 RDIMM)
Python Programming language v3.5.4
TensorFlow A symbolic mathemati- v1.7.0

cal system based on data

flowprogramming, which

is widely used in the pro-

gramming of various ma-

chine learning algorithms
Pyglet A multimedia framework  v1.3.2

under Python
e D = 3: for each episode, the maximum number of

operational steps of the UCAV is 4000, and the length
of an operating cycleis T = 0.1 s.

The training data for the tasks at each of the four difficulty
levels are randomly generated from a specific random seed.
At each level, 10000 episodes of the game are run; for each
episode, the total navigation time is 400 s, and the condition

3 4pr%mx

T> VLT = 0.07 s is satisfied. Apparently, the difficulty

max

of the game increases as the D value increases. For each
episode, at the beginning, the state information of the UCAV
and the observation station is reinitialized, such as position,
velocity, and so forth. Additionally, if the UCAV tracking of
the target lasts for 50 cycles or there is a collision with the
target, the episode’s task will be completed ahead of time.

Since there are not enough experimenters involved in the
game and Explorer appears to be not very friendly to laymen,
we use a completely random strategy as the baseline in the
comparative experiments. In this baseline, random values are
generated within the possible numerical range of actions at
each moment.

Three metrics are employed for the experiments: the mean
accumulated reward (MAR), game win rate (WR), and per-
centage of mission completion (PMC) of the UCAV. For the
four levels of experiments, the WR and PMC values after
all episodes have been run are reported, where WR refers
to the percentage of episodes in which the UCAV finishes
by destroying the target and PMC refers to the percentage of
episodes in which the target is successfully located. Note that
there may be multiple local optimal solutions that exist in the
continuous state space; even if the algorithm has converged,
the agent of DRL may still possesses a large jitter in the MAR
value of each episode, i.e., an unstable variance’s company in
training duration. Therefore, we adopt the following calcu-
lation for data smoothing according to the completeness of
different tasks:

)
R=— ;
Agl v 2=
N
MAR = — ZMARe, (24)
Ve e=1
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FIGURE 11. Evaluating the performance of the DDPG algorithm in Explorer. The four subfigures from left to right correspond to the

results for D = 0 to 3, respectively.

where Vv and A are the maximum and minimum operators,
respectively. |¢| represents the total step size of a single task
trajectory. vy is the cumulative step size of MAP after com-
pleting a single task, and v, denotes the segmentation size of
averaging all episodes’ MARs. t = —1 means the reciprocal
first step of the trajectory. The reason for this design used for
data smoothing is that we are more concerned with what the
UCAV has learned in one episode than the UCAV behavior
at the beginning of the task. If the UCAV remains in a close-
to-goal trend before each episode ends, then it is considered
to have truly understood what the “target” is and what “‘tar-
get searching” behavior means. In our work, to adaptively
observe the performance of the algorithm, v, is set to 1/250 of
the maximum episodes, and vy is set to 1/40 of the maximum
operational steps (from D = 0 to 3).

Note that because the agent tends to converge before all
episodes have been run during training, we use the same ran-
dom seed to generate the testing data and focus on observing
the convergence of the MAR in the last 50% of the total
episodes. If the UCAV’s MAR value does not converge within
the appropriate number of iterations, this indicates that the
DRL algorithm has failed on this task.

The performance results of our system are shown in
Figure 11. In the tasks with difficulties of 0 to 2, we observed
that the UCAV very quickly learns a policy that can achieve
close to the maximum episode return of 1, which proved
that the DDPG algorithm possesses great convergence for
various Explorer environments. Meanwhile, DDPG shows
noticeable decreases in robustness with harder difficulty set-
tings. Unfortunately, there is no evidence to support that
the UCAV has learned enough knowledge across the most
difficult task (D = 3), so mission failure appears to be
inevitable. Conceivably, increasing the number of episodes
will allow the fourth task to achieve better results, but this
will increase the training time, which is detrimental to our
performance requirements for real-time CEW (i.e., it will lead
to inconsistencies between the time of design tasks and the
time of planning tasks, or increase the gap).

Detailed performance values for the UCAV on four tasks,
such as the WR and PMC values, are reported in Table 4.
Through comparisons, we find that our NN configurations
allow the UCAV to perform at its best on the task with
D = 1. For the task with D = 0, the performance may be
lower because the motion planning cycle is too long, resulting
in a rough maneuvering policy for the UCAV learned from
insufficient exploration samples; by contrast, for the task with
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TABLE 4. Performance of the proposed DRL framework at different game
levels.

Level WR (%) PMC (%) Computation time (h)
Random Training Random Training Random Training

D=0 222 71.45 56.54 90.29 0.6 2.0

D=1 213 83.49 56.96 93.62 1.5 42

D=2 1.94 59.78 56.27 89.63 3.9 11.5

D=3 1.76 6.86 51.48 58.48 9.5 22.3

D = 2, the motion planning cycle may be too dense, causing
the policy that the UCAV needs to learn to be too rich for the
DDPG algorithm to steadily converge within a given episode.
Videos of Explorer experiments are available at the following
website: https://github.com/youshixun/vCEW.

D. BEHAVIOR ANALYSIS
Although the DRL-based approach enables the UCAV to
demonstrate a state-of-the-art target searching capability in
Explorer, we still wish to shed further light on the essence
of the policies learned by the UCAYV; therefore, conducting a
behavior analysis of the UCAV’s actions as generated via the
NN is crucial. Equation 5 shows that the control of the UCAV
is a virtual force, while the direction of the virtual force
needs to be optimized. Using this idea in combination with
vector-based navigation design, we perform a behavior anal-
ysis based on a new metric, i.e., the behavior angle (BHA),
0 = ;\t, n;). The BHA can be calculated to observe the
movement trend of the UCAV. For convenience of analysis,
o is further normalized to @o = o/m. The value of @p is
within the range [0, 1]; when it is less than 0.5, the UCAV is
considered to be approaching the target, and vice versa.

Similarly, for tasks of consecutive difficulty, we reveal the
transformation process of the UCAV’s BHA through data
smoothing. The simulation results are shown in Figure 12.
As shown in Figure 12, the trained UCAV has undergone
significant changes in navigation behavior. Because the
benchmark strategy is completely random, its mean BHA is
maintained at 0.5, while the trained BHA converges to 0.4 or
even less (even in the most difficult game that has failed,
changes in BHA reflect the same trend slightly). Note that
the difference between the behaviors of the UCAV produced
for BHA values of 0.5 and 0.4 is much larger than the intuitive
difference between these values (0.1).

Based on the following two points, we will further discuss
the reasons why the BHA does not continue to converge to
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FIGURE 12. Investigating the potential behavior policies learned by the UCAV in Explorer. The four subfigures from left to right

correspond to the results for D = 0 to 3, respectively.

smaller values, thus producing a more ideal navigation state:
1) The target position inferred from the historical trajectory
of the UCAV and the Bayesian network is inevitably subject
to certain errors. Therefore, the UCAV learns a kernel strat-
egy in which the arc curve is used to quickly search for a
sufficiently large area, a guess is made regarding the location
with the maximum probability of being the target location,
and the approach posture of the UCAV is then constantly
adjusted. 2) The state of the UCAV as designed in vCEW is
high-dimensional and continuous. If the position of the target
cannot be accurately estimated, the value of the output BHA
is prone to large oscillations. However, because the control
matrix of the UCAV is linear and continuous, the short-term
oscillations of the BHA between values greater than and
less than 0.4 do not affect the overall trend (the trajectory
must be differentiable everywhere). In short, the performance
of the DRL algorithm and the prediction performance of
the generative and recognition networks together lead to a
large variance in the BHA of the UCAV; i.e., the effect of
training is such that it is difficult to keep the BHA at a stable
low value. Note that the well-performing policy adopted by
the UCAV for the target searching task is to approach the
estimated position of the target as closely as possible, which
is surprisingly consistent with the theory of vector-based
navigation [21], [45].

VIl. CONCLUSIONS

This paper has developed an innovative framework for test-
ing various CEW tasks, in which the DRL algorithm has
been applied to the target searching task for the first time.
During task execution, the lack of prior information, the par-
tial observability of the environment, and the physical con-
straints faced by the agent in maneuvering undoubtedly
increase the difficulty of continuous action planning, but we
successfully overcome these problems with a novel learn-
ing framework. Specifically, the variational Bayesian method
allows us to approximate the posterior model with a deep
recurrent recognition network that consists of two LSTM lay-
ers. Using hand-designed state representation and exquisite
reward shaping, we also introduce a DDPG method that is
able to learn optimal control in learned potential state space
by utilizing experiences sampled in the memory pool and
learned generative model for transition. Additionally, as the
training time progresses, we find that the agent’s behavior
is constantly evolving in the direction expected in the case
of vector-based navigation, which may provide evidence for
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DRL being anthropomorphic as a popular artificial intelli-
gence technology. Although the work in this paper focuses
on target searching and achieving excellent results, we look
forward to solving more intricate tasks in CEW with better
performing DRL algorithms or frameworks.

The trained artificial intelligence possesses superior con-
trol and transient-response capability beyond that of humans,
thus proving that the development of DRL can be fully
expected to advance the capabilities of military equipment.
In the future, we will work with a more advanced model
engine to extend the contents of the vVCEW framework, such
as the full view of the mission environment and the specific
combat vehicles designed in Unity3D. Additionally, we hope
to further enhance the agent’s ability to learn complex policies
by improving the existing DRL algorithms or even proposing
some new methods. In short, enriching the mission types
that can be addressed with vVCEW and developing advanced
intelligent vehicles that can efficiently handle these missions
will be our main research directions in the future.

APPENDIX A

SPHERICAL SPACE DETECTION ASSUMPTION

Although an active phased array radar can achieve
full-coverage reconnaissance of the surrounding space,
when the length of the radar’s electric scanning cycle 7, is
fixed, the length of the operating cycle t (r > t,) will
determine the maximum number of units that can be scanned
per unit time, i.e., M, = t/t,. Moreover, the total area
of each unit is constrained by the vehicle’s speed and the
detection range of the radar. Therefore, the assumption that
the UCAV has a 360-degree observational perspective during
an operating cycle is based on the following premise:

drp? 4p32
PRI N AT (25)
T (VinaxT) Vmax

The meaning of Equation 25 is that the entire spherical
surface of the detectable space is divided into many small
circles, where the number of divisions is equal to the number
of units that the radar needs to scan in one unit of time. The
area of each small circle can be defined as the operation
resolution of the UCAV. Since the movement of the UCAV
can cause only limited changes in the detection space during
an operating cycle, the minimum resolution must be greater
than 77 (Vyne,: T)? to allow observations from different regional
units to be distinguished.
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FIGURE 13. Our proposed parametric data processing system for learning and simulation experiments involving target search
missions in Explorer. The extent of the entire parametric space is defined such that the values of all quality factors can be mapped
into it; the value at the center of the circle is 0, while the value at infinity is 1.

In a practical situation, when 7 is too large, the sampling of
the environmental data can easily be insufficient, preventing
the UCAV from observing the evolution of the combat sit-
uation in real time. By contrast, if t is too small, the radar
detection model will degenerate from a sphere to a cone,
making the analysis of the search process more difficult. Con-
sequently, T must be set such that a compromise is achieved
between the real-time nature of the system and the difficulty
of model analysis.

APPENDIX B
PARAMETRIC DATA PROCESSING SYSTEM
Let us define a quality factor ¢ € [0, 1] to describe the radar
performance. Let the maximum quality factor be 4, and the
minimum be &;;,; note that the radar performance increases
as the value of the quality factor decreases. Assuming that
the transfer model of the tasks in vCEW is linear and the
inheritance factor is F € [0, 1], the one-step prediction
quality factor E; can be computed as E; = 1 —F (1 —¢;), where
i refers to the i-th step of processing the target data in the same
radar stage. Next, we further illustrate how to generate the
filtering result ;4 through E; in conjunction with Figure 13.
As shown in Figure 13, the radii of all circles (green lines)
in the figure are equal to {pqy; the red lines represent the
current iteration of ¢;, such as 014, O2Az, O3A3, and the
brown lines represent the E; obtained at the previous moment,
such as 0,B1, O3B;. Note that C; only appears in the bottom
semicircle because v; is a random angle generated according
to the Gauss distribution ¥; ~ N0, w/6); this method
enables the probability that i; belongs to [—m/2, w /2] to
be 99.7%; if the generation is still outside this range, then
it can be clipped to the boundary. The recursion method of
producing ¢; from ¢ is as follows: First, determine the
intercept point B; on the vertical axis based on the predicted
value E;_1. Then, randomly generate point C;_; and connect
C;_1 to the predicted point B;_j. Finally, take the circle’s
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center O; as the starting point to draw a line perpendicular to
the line B;_1C;_1, and draw a line parallel to B;_1C;_; from
the left end of the circle that intersects this vertical line at
point D;_1, such that the length of O;D;_ is ¢;. Consequently,
the iterative formula for ¢; is

_ Cmax ifi=1
Cmin + ki_l(é‘max COS Xi—1 — &min) elseifi > 1,
(26)

&i

where x;—1 = arctan(sin w,-/(?—“ + cosyi—1)), and k €
(0, 1] denotes the convergence control factor. The larger value
of k is, the worse the convergence of the quality factor, and
the whole PDPS will oscillate when k = 1. In Explorer, k is
set to 0.99.

Regarding the quality factor as the current filtering value,
it is observable that in PDPS, the old predictive value and the
new filtering value appear alternately. Furthermore, the qual-
ity factor can guarantee two points in each iteration: 1) predic-
tive value and filtering value are interdependent, and a poor
prediction quality will lead to a poor filtering quality; 2) all
parameters are mapped to the range of [0, 1], and the errors
randomly generated by angle i are irrelevant. We simulate
the acquisition of observation data and the processing of
observation data with the quality factor. During target search-
ing, the quality factor can be regarded as a scale factor to
calculate the relative distance error between the UCAV and
target. For example, when the radar’s quality factor is 0.2,
the ranging error of the radar is 20%.
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