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ABSTRACT Optical packet switching is considered as a long-term solution for future data center networks
due to their technological strengths, including high throughput, fine switching granularity, and excellent
flexibility. However, most prior optical designs are either difficult to scale, costly to solve the packet
collision, or inflexible to exploit themultiplewavelengths to increase the end-to-end connectivity. To this end,
we present PETASCALE, a scalable, lossless, and high-performance optical data center network. By embedding
full-mesh into a bipartite graph, PETASCALE is able to scale beyond 60 000 servers while achieving up to
2.5 and 2 times saving in a number of switches and cables, respectively, compared with fat tree topology.
PETASCALE leverages the negative acknowledgment (NACK) and retransmission scheme to solve the packet
collision, thus eliminating the complex and costly buffers. Then by leveraging a state retention mechanism,
the contention can be notified over multiple hops in near real time. To further improve the bandwidth
utilization, a wavelength routing algorithm is proposed to restrict the packet collision domain within the
source pod. Moreover, PETASCALE designs a novel switch structure to support both the multi-hop NACK and
wavelength routing. Our simulation results show that PETASCALE is able to reduce the end-to-end latency by
more than 50% compared with an electrical fat tree network. For throughput, PETASCALE can deliver about
89% bisection bandwidth of a non-blocking network under uniform traffic pattern. While under the local
traffic pattern, it can even achieve higher throughput than fat tree and other optical designs.

INDEX TERMS Data center network, optical packet switching, optical switches, topology.

I. INTRODUCTION
With the rapid development of web service, cloud computing,
and big data applications, data center network faces the great
challenges of connecting tens of thousands of servers with
intensive data interaction. To meet the increasing bandwidth
requirement, new data center networks, such as fat tree [1],
Portland [2], VL2 [3], DCell [4], BCube [5], and Jupiter [6],
have been proposed. Although effectively improving the con-
nectivity, most of above designs adopt multi-layered topol-
ogy, which may lead to complexity in wiring, routing, and
traffic engineering. Moreover, a large amount of switches,
transceivers, NICs, and fibers may increase the capital expen-
ditures (CAPEX) and power consumption significantly.

The associate editor coordinating the review of this manuscript and
approving it for publication was Ting Wang.

To this end, recent efforts have been proposed by
using optical interconnects to flatten the architecture and
deliver high bandwidth and throughput in the network.
Initially, most of the optical designs, such as Helios [7],
c-Through [8], OSA [9], Mordia [10], WaveCube [11],
OPMDC [12], OGDCN [13], Multidimensional Switching
Structure [14], Archon [15], and RotorNet [16], adopt Opti-
cal Circuit Switching (OCS) because this technology matures
earlier than other optical switching technologies and has
been supported by a large number of commodity devices.
However, the slow configuration time (10 ∼ 100 ms) [17]
or control overhead for path setup limit the deployment
potential of above structures in practice: only a large portion
of traffic contains bulky data that lasts enough time to offset
the configuration delay, the bandwidth of optical circuits can
be utilized effectively. Thus most OCS networks still need
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an additional electrical network to deliver the time-sensitive
mice flows.

Compared to OCS, Optical Packet Switching (OPS)
promises a more flexible operation on almost arbitrary
switching granularity [18]–[20] and eliminates the over-
head of traffic grooming and path setup. Thus OPS
actually provides a long-term solution for the flexible,
high bandwidth, and power efficient data center network.
Moreover, with the development of silicon photonic inte-
gration technology, a variety of photonic elements [21],
such as AWGR (Arrayed Waveguide Grating Router),
SOA (Semiconductor Optical Amplifier), MZI (Mach-
Zehnder Interferometer), Microring resonators, and PLZT
(plumb-lanthanum-zirconate-titanate), are able to switch
optical signal at packet-level granularity. Thus pure OPS
or OPS/OCS hybrid networks have been introduced for
data center. The representative designs include DOS [22],
Recirculation Buffer Modules [23], OPSquare [24], [25],
LIONS [26], H-LIONS [27], [28], Lightness [29], [30], and
hybrid broadcast-and-select/wavelength routing architecture
[31]. While revealing the potential and significance of build-
ing all-optical data center networks, above designs may suffer
from the following issues in practice:

A. LOW SCALABILITY OF THE TOPOLOGY
Most prior architectures employ a central OPS switch to
connect all servers or racks. The low port count may directly
limit the scalability of the network. Althoughwe can naturally
expand the number of network ports by interconnecting mul-
tiple OPS switches as a Clos topology. Toomany switches and
fibers are required for this expansion. In addition, it becomes
more complex to determine the contention-free paths in Clos
topology. OPSquare and H-LIONS enable much better scal-
ability by employing hierarchical topologies. However, they
still need the power-consuming OEO (optical-to-electrical-
to-optical) conversions in the relay racks.

B. HIGH COST OF THE COLLISION RESOLUTION
Because of a lack of effective buffering schemes, OPS net-
works face significant challenges in handling the packet
collision. Especially data center are now expected to be
lossless to provide high throughput and support storage
applications [32]. Some buffering structures have been pro-
posed for optical switches. However, the electrical buffer
modules suffer from high power consumption and com-
plex memory structures [33], while the optical ones usually
require a large number of resources including switch-
ing ports, fiber delay lines (FDL), tunable filters, and
optical amplifiers, but only provide very limited storage
capacity [23], [34], [35]. Moreover, how to effectively elimi-
nate the buffer overflow remains a challenge. An end-to-end
scheduling for every packet delivery may be an alterna-
tive way to avoid the collision and loss [36], [37]. However,
the substantial control overhead may hinder the real imple-
mentation of these schedulingmechanisms in large-scale data
center.

C. INFLEXIBLE WAVELENGTH ROUTING OVER
MULTIPLE HOPS
Wavelength divisionmultiplexing (WDM) carves up the huge
bandwidth in a single fiber into non-interfering channels, thus
can alleviate the blocking and improve connectivity. How-
ever, existing OPS switches cannot support a flexible wave-
length routing over multiple hops. The SOA-based switches
are wavelength transparent, while the AWG-based structures
tightly bound each wavelength to every input-output port pair
and thus cannot maintain the wavelength continuity over the
whole lightpath.

To overcome above issues, we propose PETASCALE, a scal-
able, buffer-less, and lossless OPS network for data center.
It develops a two-layer hierarchical topology to provide opti-
cal connections directly to tens of thousands of servers, thus
solving the scalability issue while maintaining a low cost
of devices and cables. Then a multi-hop all-optical negative
acknowledgment scheme is designed to achieve the lossless
delivery of optical packets, without using any electrical or
optical buffers. Moreover, to reduce the blocking ratio and
increase the bandwidth utilization, we propose a new switch
structure and develop the corresponding wavelength routing
algorithm.

Overall, this paper makes the following contributions:
• We propose PETASCALE, a scalable, low latency, and flat
data center network by employing the multi-hop optical
packet switching and two-layer hierarchical topology.
More specifically, by embedding the full-mesh topology
into complete bipartite graph, PETASCALE can easily
provide all-optical connections to hundreds of thou-
sands of servers, while maintaining low equipment cost
and wiring complexity. Moreover, it can deliver high
throughput and low latency by exploiting the wave-
length routing and buffer-less optical packet switching
schemes.

• We develop a contention resolution strategy which elim-
inates the complex buffering structures by the multi-hop
negative acknowledgments (NACK) and retransmission
scheme. By exploiting the bidirectional transparency of
photonic devices, the forwarding channel (from input
to the output port) of an optical switch can also be
used to transmit singles backward (from out to input
port). Further by leveraging a state retention mecha-
nism, the NACK signal can be counter-propagated over
multiple hops. Then to reduce the probability of packet
collision, a wavelength routing algorithm is proposed.
Moreover, a new optical switch is designed to implement
the proposed multi-hop NACK and wavelength routing
schemes.

• We evaluate the performance of PETASCALE through
extensive simulations. The simulation results reveal
that under the uniform traffic pattern, PETASCALE

achieves better end-to-end delay and throughput than
H-LIONS, and can deliver high bisection bandwidth
that is 89% of the non-blocking network. Under
the local traffic pattern, PETASCALE can achieve
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FIGURE 1. The structure of PETASCALE.

salient improvement than prior electrical and optical
networks.

The remainder of this paper is organized as follows.
Section II introduces the topology and addressing rules of
PETASCALE. Section III presents the routing algorithm for
the intra- and inter-cluster packets. Section IV describes the
strategies to enable a reliable and high-throughput delivery
in buffer-less PETASCALE. Section V describes the struc-
ture of the new optical switch which is able to support
the wavelength switching and multi-hop NACK scheme.
Section VI evaluates PETASCALE in terms of end-to-end delay
and throughput. Finally, section VII concludes the paper.

II. ARCHITECTURE
A. OVERVIEW
To diminish the latency and management overhead, new data
center interconnects should be relatively flat by reducing the
network layers and deploying fewer switches. Thus we adopt
a two-layer composite graphwith only intra- and inter- cluster
interconnections to achieve this goal. For the intra-cluster
communication, we choose full-mesh topology to minimize
the hops between local servers. While for the inter-cluster
communication, we employ complete bipartite graph to save
the cost of fibers and switching ports. Although compared to

fat tree, hypercube, BCube, and flattened butterfly, complete
bipartite graph has a smaller bisection width, its bandwidth
and connectivity can be significantly enhanced by optical
switching and WDM technology. Next we will discuss the
detailed structure.

As mentioned above, PETASCALE adopts a cluster-based
two-layer hierarchical topology to optically interconnect all
servers and k-port switches. As shown in Fig. 1, the network
consists of k clusters (called pods) and each cluster contains
k/2 optical switches. At the bottom layer, each optical switch
uses (k/2 − 1) ports to connect the servers. The remaining
(k/2 + 1) ports can be classified into three types based on
their different functions, which include (k/2− 1) local ports,
one global port and one reflective port. The reflective port
is used to solve the packet contention while the other two
types of ports, the local and global ports, are used to connect
other optical switches. Specifically, each optical switch uses
its reflective port to connect an optical circulator. Then it uses
its local ports to connect other (k/2−1) switches in the same
pod, one port for each switch. Thus in an individual pod,
the k/2 optical switches uses their local ports to connect each
other to form a full-mesh topology. The global port of each
switch is used to connect an optical switch in another pod.
All of the switches in one pod collectively provide k/2 global
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TABLE 1. Comparison of different data center network topologies.

ports to connect the switches in other k/2 pods. If the internal
links are ignored, each pod can be viewed as a virtual switch
with k/2 global ports. Then all of the k pods are equally
divided into two groups Gup and Gdown, each containing k/2
pods. Each pod in one group uses every global port to connect
each of the k/2 pods in the other group. On the top level,
any two pods in the two different groups are connected each
other to form a complete bipartite graph. Fig. 1 shows an
example with 8-port optical switches. Here each switch uses
three ports (i.e., port 0, 1, and 2) to connect the servers,
and uses a reflective port (i.e., port 3) to connect an optical
circulator. Then the four switches in the same pod uses their
local ports to form an all-to-all interconnection. Further in
a higher level, pods 0, 1, 2, and 3 form the group Gup and
pods 4, 5, 6, and 7 form the group Gdown. Every pod in Gup
is connected to each pod in Gdown through the global links.

B. ADDRESSING AND CONNECTION RULES
Like BCube [5] and DCell [4], PETASCALE employs the cus-
tomized addressing rules to identify the location of switches
and servers. It is feasible because data centers are mainly built
and operated by a single entity, and these customized com-
munication strategies can effectively improve the network
performance with less control overhead. In PETASCALE each
switch is associated with a 3-tuple (pod_id, switch_id, k/2).
The pod_id, in [0, k − 1], starting from the left to right, top
to bottom, is the pod number in the network. The switch_id,
in [0, k/2 − 1], arranged clockwise, denotes the position of
that switch in the pod. The last element in the 3-tuple, k/2,
is a constant and used as an identity for the switch. Each
server is assigned an address of the form (pod_id, switch_id,
server_id), where the pod_id and switch_id are inherited from
the directly connected switch, and the server_id, in [0, k/2−
2], from the top to bottom, is the label identifying the severs
in same switch. For an optical switch, its ports are numbered
as 0, 1, 2, . . . , k − 1. The ports 0, 1, 2, . . . , (k/2 − 2)
are used to connect the local servers and port (k/2 − 1) is
used to connect an optical circulator. The rest of the ports are
used to connect other switches. The detailed connection rules
between two switches (i, j, k/2) and (u, v, k/2) are described
as follows:

Rule 1: if i = u, then the port (v+k/2) of switch (i, j, k/2)
is connected to the port (j+ k/2) of switch (u, v, k/2);

Rule 2: if i < k/2, u ≥ k/2, and i = v, then the port u of
switch (i, j, k) is connected to the port (i+ k/2) of the switch
(u, v, k/2);

Rule 3: if i ≥ k/2, u < k/2, and i = v, then the port
(u + k/2) of switch (i, j, k/2) is connected to the port i of
switch (u, v, k/2).

In above connection rules, Rule 1 defines the local con-
nection between two switches in the same pod. For example,
in Fig. 1, switches (0, 0, 3) and (0, 2, 4) have the same pod_id,
then these two switches are connected by a local link, from
port 6 of switch (0, 0, 3) to port 4 of switch (0, 2, 4).
Rule 2 and Rule 3 define the global connection between
two switches in the different pods. For example, in Fig. 1,
switches (0, 0, 3) and (4, 4, 0) are in groups Gup and Gdown
respectively. Then based onRule 2, a global link is connected
from the port 4 of switch (0, 0, 3) to the port 4 of switch
(4, 4, 0). In addition, if the relations of two switches are not
adhered to above three rules, there is no direct connection
between these two switches.

C. SCALABILITY ANALYSIS
To implement a more easy control of the optical intercon-
nects, most early designs (i.e., Helios, c-Through, DOS, and
OSA) adopt the simple topologies including hub-to-spoke,
ring, and spine-leaf. The scalability of these topologies is
limited by the port density or wavelength number. Some
new optical interconnects, such as WaveCube, H-LIONS,
and OPSquare, expand the network capacity by employing
more scalable topologies. Meanwhile, pure electrical struc-
tures, such as fat tree, flattened butterfly, BCube, and DCell,
can be scalable to accommodate hundreds of thousands of
servers. Thus we compare PETASCALE with these architec-
tures. Table 1 shows the comparison results. Among these
designs, WaveCube and OPSquare actually employ k-ary n-
dimensional cube (in OPSquare, the dimensional number is
fixed at 2) to scale the network capacity. However, limited
by the node degree, these two structures maintain a mod-
erate scalability with up to thousands of network ports and
thus can only provide the rack-level optical connections. The
recursively defined topologies, such as BCube and DCell, can
be expanded to a massive scale with mini-switches. How-
ever, the sizes of these two structures expand explosively
as the network level increases, and it is hard to control the
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number of increased network ports at every expansion. The
tree-based and hierarchical topologies, such as fat tree, FBfly,
H-LIONS, and PETASCALE, enable a relatively smoother
expansion. FBfly usually requires high values of α and β to
maintain the favorable network features such as low latency
and high throughput, which may result in a strong demand
for no-commercial high port-count switches. H-LIONS has a
higher scalability than fat tree and PETASCALE. At the same
time it uses more switches, transceivers, and fibers to build
the network. Fat tree and PETASCALE make better trade-off
among many factors including the scalability, connectivity
and homogeneity. Further compared to fat tree, PETASCALE
achieves better cost-efficiency by using 60% and 50% fewer
switches and fibers. Although this benefit is achieved at the
expense of relatively lower bisection width, PETASCALE is still
able to gain higher bandwidth by using theWDM technology.

III. ROUTING IN PETASCALE
For OPS network, a simple and efficient routing algorithm
with low time-complexity is crucial to accelerate the switch-
ing speed and reduce the bandwidth waste. Exploiting the
regular structure and well-defined connection rules of PETAS-
CALE, a fast routing algorithm is proposed. Each switch
makes routing decision based on the source and destination
addresses of the incoming packets. The pseudo code of this
routing algorithm is shown in Algorithm 1. Specifically,
the traffic in PETASCALE can be classified as the intra-pod,
intra-group, and inter-group traffic. The packets with the
same source and destination pod_id are defined as the intra-
pod traffic. These packets can be directly forwarded from
the source switch to the destination switch. The output port
at each hop can be calculated by the pseudo codes listed in
lines 1− 4 in Algorithm 1. As mentioned in section II-A, all
pods in PETASCALE are divided into two groups. For a packet,

Algorithm 1 Routing a Packet in PETASCALE

Input: source address of a packet: (xs, ys, zs); destination
address of the packet: (xd , yd , zd ); address of current
switch: (xc, yc, zc);

Output: output port: Pout
1: if xc = xd then F routing packet in the destination pod
2: if yc = yd then Pout = zd
3: else Pout = yd + k/2
4: end if
5: else if xc = xs then F routing packet in the source pod
6: if xc < k/2 and xd ≥ k/2 then Pout = xd
7: else if xc ≥ k/2 and xd < k/2 then Pout = xd + k/2
8: elsePout = yd + k/2
9: end if
10: else F routing pacekt in the intermediate pod
11: if xd < k/2 then Pout = xd + k/2
12: elsePout = xd
13: end if
14: end if

if the source and destination pod_ids are in the same group,
it belongs to the intra-group traffic. Otherwise, if the source
and destination pod_ids are in two different groups, this
packet belongs to the inter-group traffic. It mainly involves
two steps to route an inter-group packet. First, this packet
is routed in the source pod, from the source switch to the
intermediate switch which has a global link connected to the
destination pod. The pseudo codes in lines 08 − 12 describe
this process. Then the inter-group packet is routed in the des-
tination pod and its output is calculated based on the pseudo
codes in lines 01 − 04. For the intra-group packets, there
are actually two disjoint routing paths which can be called
‘‘pod-first-path’’ and ‘‘switch-first-path’’ respectively. For
the pod-first-path, the intra-group packet is firstly routed to
the intermediate pod the source switch directly connected to.
Then it is forwarded to the destination pod and further to the
destination switch. While for the switch-first-path, the intra-
group packet is firstly routed to the switch which is in the
source pod but has the same switch_id as the destination
server. Then it is forwarded to the intermediate pod this
switch directly connected to. Finally through the global link
between the intermediate pod and the destination pod, this
packet directly arrives at the destination switch. An exam-
ple shown in Fig.1 illustrates these two paths from the
source server (0, 0, 0) to the destination server (2, 3, 1). The
pod-first-path is routed through switches (0, 0, 4), (4, 0, 4),
(4, 2, 4), (2, 0, 4), and (2, 3, 4), while the switch-first-path is
routed through switches (0, 0, 4), (0, 3, 4), (7, 0, 4), (7, 2, 4),
and (2, 3, 4). Both of these two paths are the shortest paths
between the source and destination servers. However, if two
servers in the same pod simultaneously send packets to the
same destination server, the collision will occur at the differ-
ent switches based on these two routing paths. For example,
in Fig. 1, when two servers (0, 1, 0) and (0, 2, 1) simultane-
ously send packets to the server (2, 3, 1), these two packets
will collide at switch (2, 3, 4) if traveling along the pod-
first-path. Otherwise, they will collide at switch (0, 3, 4) if
adopting the switch-first-path. Since our contention resolu-
tion strategy which will be discussed in the next section can
solve packet collision with less cost when they are more
closer to the source server, the switch-first-path is adopted by
PETASCALE. Accordingly, the pseudo code in line 08 describes
routing the intra-group packets within the source pod. The
codes in lines 10−13 and in lines 01−02 describe routing the
inter-group packets in the intermediate pod and destination
pod respectively. Note based on this routing algorithm, any
incoming packet can acquire its output port after performing
the logical comparison twice, regardless of the network sizes
and traffic types. This constant time-complexity ensures a fast
routing process.

IV. THE CONTENTION RESOLUTION STRATEGY FOR OPS
Different from the Optical Circuit Switching (OCS) and Opti-
cal Burst Switching (OBS) which use the control packets to
make two-way or one-way path reservation before data trans-
mission, OPS tightly couples the control information with the
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payload and sends them without path reservation. An optical
channel adapter is equipped at each server, taking charge
of the packet format translation and time synchronization.
Through this adapter, the message is converted into a fixed
length optical payload with a label identifying the source and
destination addresses. Then at each hop, the optical label is
separated by the label extractor, sent to the control module,
and then processed in the electrical domain. The payload
is temporarily buffered in the FDL, waiting for the rout-
ing calculation, contention resolution, and switch allocation.
Then the payload is directly forwarded through the crossbar.
At the output port, the optical label is reassembled with
the payload and transmitted to the next hop. Without path
reservation or offset time control, OPS can achieve the similar
switching granularity and traffic additivity as the Electrical
Packet Switching (EPS). However, how to solve the packet
collision is a big challenge for OPS network. Since some
storage applications cannot tolerate the packet loss, cloud
computing data center now tends to guarantee a reliable
end-to-end transmission with no packet dropping. Thus it is
impractical to simply drop the collided packets. Intuitively,
the buffers can provide an effective way to avoid packet loss.
However, there are some limitations in deploying buffers
to optical packet switches. The electrical buffer structures
require fair amount of memory and transceivers [26] while
the optical ones suffer from low storage capacity and inflex-
ible access to the buffered packets. Additionally, the flow
control mechanism is needed to prevent the buffer overflow
and this may further increase the system complexity and con-
trol overhead. The all-optical negative acknowledgment (AO-
NACK) scheme [38] provides a promising approach to solve
the packet collision in all-optical domain. However, currently
this scheme can only be applied to the centralized optical
interconnects with the source and destination nodes directly
connected to an AWGR-based switching fabric. To solve the
packet collision in a more scalable network, the AO-NACK
scheme should be extended from a single-hop to multiple
hops. PETASCALE realizes this extension by combining the
negative notifying technique with a state retention mecha-
nism. Next we detail the design of the multi-hop AO-NACK
scheme.

Since most optical switching elements, such as AWGR,
SOA, and microring resonator, are bidirectionally trans-
parent, a connection from the input to the output poten-
tially allows the feedback signal to be transmitted in the
anti-direction (i.e., from the output to input) [26]. The
AO-NACK scheme essentially utilizes this property to build
a real-time feedback system. If two packets contend for the
same output port, the control module forwards one of these
two packets to the required output port while forwards the
other packet to the reflective port. The one forwarded to
the reflective port now acts as the NACK packet. Through
the optical circulator which is equipped at the output of the
reflective port, this NACK packet is sent back to the original
input port. In a centralized optical network, this NACKpacket
can easily return back because it just takes a very short

period of time (about tens of nanoseconds) to implement the
counter-propagating. During this time, the crossbar inher-
ently keeps the connection between the input and reflective
port. However, in PETASCALE above operation cannot ensure
theNACKpacket returns back since the contentionmay occur
at the switch that is multiple hops away from the source
server. To make this NACK packet travel back over multiple
optical switches, the forwarding path, from the output port of
the source server to the switch the collided packet currently
arriving at, should be kept unchanged. A state retentionmech-
anism is proposed to achieve this goal. Specifically, when a
source server sends a packet, it will estimate the collision
zone of this packet. Here the collision zone is used to describe
the set of switches at which the packet will probably be
blocked by other packets. Based on this estimation, the server
will knowwhen the NACKmay return back.While the packet
is routing in the collision zone, a new sending packet from
the same source server may change the switching state of the
first-hop switch. Thus to hold the forwarding path, the source
server will lock its output port until the prior packet travels out
of the collision zone. Similarly, the optical switches along the
forwarding path also needs to retain their switching state to
ensure the NACK packet can travel back to the source. A state
retention mechanism is deployed to hold this bidirectional
routing path. When the control module of a switch receives
the head of the packet, it calculates the output port and then
checks whether the required port has been locked. If yes,
the corresponding payload is switched to the reflective port
and then transmitted back to the source. Otherwise, the con-
trol module further checks whether there are other packets
requiring for the same output port. If yes, the control module
allocates the output to one of these packets and switches oth-
ers to the reflective port. If there is no competition, the packet
acquires grant for the output port. Finally, the control module
calculates the collision zones for the packets which get the
required output ports. Then it calculates the duration time
to lock the corresponding ports (this time is called locking
delay), marks the state of these output ports, and then sends
packets to the next hop.

In fact, if there is no WDM technique, the packet will
probably collide with other packets at each hop along the path
from current arriving switch to the destination server. Since
the packets do not experience any queuing delay in PETAS-

CALE, it is easy to calculate the locking delay at each hop.
For example, in PETASCALE with k = 8 (shown in Fig. 1),
a packet is sent from (0, 0, 0) to (4, 2, 0). Based on the
routing algorithm, the source server knows there are 4 hops
to reach the destination and the packet may be blocked at
switches (0, 0, 4), (4, 0, 4), and (4, 2, 4). As shown in Fig. 2,
if this packet is sent at time t0 and then blocked at the
first-hop switch (0, 0, 4), this packet will return to the source
server at time t0 + 2tr + ts, where tr is the propagation
delay and ts is the latency required for processing the packet
head and configuring the crossbar. Similarly, if this packet
is blocked at the second-hop switch (4, 0, 4) or the last-hop
switch (4, 2, 4), it will return back at time t0 + 4tr + 2ts or
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FIGURE 2. The locking delay for each node when sending a packet from
(0, 0, 1) to (4, 2, 1). The variable ts is the time taken for the OPS switch to
process the packet head and configure the crossbar, while tr is the time
taken for the head of the optical packet to travel on the fiber.

t0 + 6tr + 3ts. To ensure the NACK packet can always be
received, the locking delay of the source server is set to
6tr +3ts. When this packet arrives at switch (0, 0, 4) and suc-
cessfully acquires the output port, the switch (0, 0, 4) needs to
keep the connection state by locking its output port. As there
are 3 hops to reach the destination, switch (0, 0, 4) sets the
locking delay to 4tr + 3ts. Similarly, the switch (4, 0, 4) sets
the locking delay to 2tr + ts and sends it to the next hop. The
last switch does not lock its output port since it either sends
the packet to the destination or forwards it back to the source
server immediately. Here the locking delay is the longest time
required for the NACK packet traveling back to current node.
Thus the locked port can be released earlier than expected
once the node detects the returned NACK packet.

Although above state retention mechanism enables a reli-
able delivery over the multi-hop buffer-less network, the link
utilization is inefficient because the switches spend more
time on waiting for the counter propagating NACK packet
rather than forwarding the effective data. Thus we need to
shorten the locking delay by reducing the collision probabil-
ity. WDM can be employed to restrict the collision to a few
switches along the routing path. A wavelength assignment
algorithm is proposed to meet the following two require-
ments: first, since the local traffic has been observed as the
dominated workload in cloud computing data center [39],
the collision zone of the intra-pod traffic should be con-
fined to the first-hop switch. Second, for the intra-group and
inter-group traffic, the locking delay should be significantly
reduced by restricting their collision zones within the source
pod. As shown in Algorithm 2, a specific wavelength is
statically assigned to each packet based on its source and
destination addresses. Most packet collisions can be avoided
by using the different wavelengths. However, as the number
of available wavelengths is limited, some packets have to
use the same wavelength and certain collisions still exist in
the network. Fortunately, the collision zones of these packets
have been restricted to the first or second hop from the source
server. We can use an example to illustrate this improve-
ment. Based on Algorithm 2, the wavelength assignment for
PETASCALE with k = 8 is shown in Fig. 3. The allocated
wavelengths can be filled in a k×k compoundmatrixMk with
the source and destination pod_ids as the row and column

indexes respectively. The element in the ith row and jth column
(i 6= j) determines the wavelength used for sending a packet
from pod i to pod j. The element of the main diagonal of Mk
is a k/2×k/2 sub-matrixUk/2, which further uses the source
and destination switch_ids as the row and column indexes.
The element in the pth row and qth column of the sub-matrix
Uk/2 determines the wavelength used for sending an intra-
pod packet from switch p to q. This wavelength assignment
algorithm effectively alleviates the collision probability in the
following aspects:

First, the intra-pod, intra-group, and inter-group traffic
will not block each other. As shown in Fig. 3, the intra-pod
traffic uses the wavelengths {λ0, λ1, λ2, λ3}. The intra-group
and inter-group traffic uses the wavelengths {λ4, λ5, . . . , λ9}
and {λ10, λ11, λ12, λ13} respectively. Three logical networks
are built independently for the intra-pod, intra-group, inter-
group traffic, thus a packet can only be blocked by another
one with the same traffic type.

Then for the intra-pod communication, only two packets
with the same source and destination switch_ids will probably
collide at the first-hop switch. As shown in the sub-matrix
Uk/2 in Fig. 3, the intra-pod packets will always use the
different wavelengths except for the ones having the same
stride length σstr (σstr = 0, 1, . . . , k/2 − 1) from the source
switch_id ys to the destination switch_id yd . Here the stride
length can be calculated by σstr = (yd − ys+ k/2)mod(k/2).
If two packets are sent from the different source switches
and have the same stride length, they will be routed on the
different links. Thus there is no collision between these pack-
ets even they use the same wavelength. Only with the same
source switch_id and stride length, the packets will target for
the same destination switch and then collide at the output port
of the source switch. For example, in Fig. 1, the packet D1
from (0, 0, 0) to (0, 1, 0) will collide with packet D2 from
(0, 0, 1) to (0, 1, 1) at the output port 5 of the source switch
(0, 0, 4).

FIGURE 3. The wavelength assignment for PETASCALE with k = 8 (Ps is
the source pod_id, Pd is the destination pod_id, Ss is the source
switch_id, Sd is the destination switch_id).

Similarly, for the inter-group and intra-group communica-
tion, the collisions are limited to a fraction of specific packets
in the source pod. As shown in the matrix Mk in Fig. 3,
the intra- and inter- group packets use the same wavelength
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Algorithm 2 Wavelength Assignment in PETASCALE

Input: the source address of the packet: (xs, ys, zs); the des-
tination address of the packet: (xd , yd , zd );

Output: the index the wavelength channel: w F packet is
sent using λw

1: if xs = xd then F intra-pod forwarding
2: return w = (k/2− yd + ys)mod(k/2)
3: else if xs < k/2 and xd < k/2 then F intra-group (in
Gup) forwarding

4: return w = (k − xd + xs)mod(k/2)+ k/2− 1
5: else if xs ≥ k/2 and xd ≥ k/2 then F intra-group (in
Gdown) forwarding

6: return w = (k − xd + xs)mod(k/2)+ k − 2
7: else if xs ≥ k/2 and xd < k/2 then F inter-group

forwarding
8: return w = (k − xd + xs)mod(k/2)+ (3k/2− 2)
9: elsereturn w = (k − xs + xd )mod(k/2)+ (3k/2− 2)
10: end if

only when they have the same stride length σstr (σstr =
0, 1, . . . , (k/2− 1)) from the source pod xs to the destination
pod xd , that is σstr = (xd − xs + k)mod(k/2). If two inter-
or intra- group packets are sent from the different source
pods and carried by the same wavelength, these packets are
routed on the different links and there is no collision between
them. For example, in Fig. 1, packet D3 is sent from (0, 0, 0)
to (1, 0, 0). Meanwhile, packet D4 is sent from (3, 0, 0) to
(1, 0, 0). Although they are carried by the same wavelength
λ6 and relayed by the same intermediate pod, these two
packets are routed on the edge-disjoint paths. However, if two
inter-group packets are sent from the same source pod and
carried by the same wavelength, these two packets will firstly
be forwarded to the same relay switch in the source pod and
then collide at the output port. For example, in Fig. 1, packets
D5 and D6, from (2, 1, 0) to (6, 2, 2) and from (2, 3, 2) to
(6, 0, 1), will collide at the switch (2, 2, 4). For the intra-
group communication, two packets, with not only the same
source and destination pod_ids but also the same source and
destination switch_ids, will collide at the relay switch in
the source pod. For example, in Fig. 1 packet D7 is sent
from (1, 0, 0) to (3, 1, 0). Simultaneously, packets D8 and
D9 are sent from (1, 0, 1) to (3, 1, 1) and from (1, 3, 0) to
(3, 1, 2) respectively. Then packets D7 and D8 will collide
at switch (1, 0, 4). If D7 wins the competition, it will further
collide with D9 at switch (1, 1, 4). However, once packet D7
is forwarded out of the source pod, it will never be blocked
by other packets along the remaining path.

In summary, exploiting the wavelength routing algorithm,
a packet will only be blocked by other ones with the specific
source and destination addresses. Since the network does not
buffer any packets, the possibility of a packet encountering its
competitors can further be confined to the special switches.
Specifically, an intra-pod packet can only be blocked by other
ones with the same source and destination switch_ids at the

first-hop switch. An inter-group packet can only be blocked
by other ones with the same source and destination pod_ids
at the first- or second-hop switch. An intra-group packet
can only be blocked by the ones sent from the same pod
and having the same destination pod_id and switch_id. This
collision occurs at the first or second hop from the source
server. Thus exploiting the WDM communication, the source
server and corresponding switches need to lock an specific
output wave channel rather than the output port. Moreover,
this locking state only needs to be maintained for a little while
until the corresponding packet is forwarded out of the first or
second hop. The detailed state retention algorithm is shown
in Algorithm 3.

Algorithm 3 The WDM-Based State Retention Algorithm
Input: the source address of the packet: (xs, ys, zs); the des-

tination address of the packet: (xd , yd , zs); address of
current server or switch: (xc, yc, zc); the wavelength this
packet using: w; sub-function used to distinguish the
type of a packet (intra-pod, intra-group, or inter-group):
T (x, y) (x, y are the source and destination pod_id respec-
tively)

Output: twlock : the time duration to lock the wavelength chan-
nel w at output port after sending a packet

1: if xs = xd then return twlock = 0
2: else if T (xs, xd ) = intra-group and ys 6= yd or
T (xs, xd )=inter-group and ys 6= xdmod(k/2) then

3: if zc = zs then return twlock = 4tr + 2ts F tr is the
propagation delay while ts is the routing delay

4: else if xc = xs and yc = ys then return twlock = 2tr+ts
5: else return twlock = 0
6: end if
7: else return twlock = 0
8: end if

V. THE MULTI-WAVELENGTH SWITCH STRUCTURE
Exploiting the multi-hop NACK and wavelength routing,
PETASCALE enables an efficient delivery which significantly
cuts down the blocking ratio. However, existingOPS switches
cannot well support the wavelength-based multi-hop NACK
scheme. Specifically, the SOA-based switches are transparent
to the wavelengths. While for the AWGR structures, the used
wavelength is determined by the input and output ports [22].
To correctly arrive at the destination, a packet needs to change
its wavelengths hop by hop. Thus it is hard to assign a specific
wavelength to a light path in AWGRbased networks. To solve
above problem, we design a new switch structure to support
the flexible wavelength routing and multi-hop NACK.

The detailed structure of this switch is shown in Fig. 4.
Here (k/2− 1) of the k ports, labeled as P0, P1, . . . , Pk/2−2,
are connected to the servers. One port labeled as Pk/2−1 is
used as the reflective port. The remaining k/2 ports, labeled
as Pk/2, Pk/2+1, . . . , Pk−1, are connected to other switches.
The main switching fabric consists of the bidirectional input
and output ports, optical crossbar and control module.

VOLUME 7, 2019 42603



X. Yu et al.: PETASCALE: Scalable Buffer-Less All-Optical Network for Cloud Computing Data Center

FIGURE 4. The structure of the multi-wavelength optical switch supporting multi-hop AO-NACK.

At the core of the switch are a bidirectional WDM crossbar
which is organized in k 1 : Φ AWGs (Φ = 2k − 2),
then Φ k × k sub-crossbars, and then followed by k Φ : 1
AWGs. At the input each 1 : Φ AWG is connected to Φ
sub-crossbars, used to separate the WDM signal into single
wavelength and then deliver each one to the corresponding
sub-crossbar. Each sub-crossbar is responsible for switching
one wavelength from the input to output. It adopts the SOAs
to form a broadcast-and-select structure. Specifically, at the
input of the sub-crossbar, an optical amplifier is deployed to
compensate the transmission loss. Then the optical signal is
passively split by the 1 : k coupler and gated by SOAs. Each
input is logically connected to each of the output by k SOAs
and then the links targeting for the same output are assembled
by a k : 1 coupler. After switched by the sub-crossbars,
the wavelengths, coming from different inputs but targeting
for the same output, are multiplexed by theΦ : 1 AWG again.

Although all modules in the crossbar are bidirectionally
transparent, some components at the input and output ports
are unidirectional. Thus to enable a bi-directional transmis-
sion along the whole path, the optical circulators are deployed
on the both sides of the unidirectional components, forming
short bridges to transmit the backward signal. For example,
in Fig. 4 a pair of optical circulatorsC2 andC3 create a bridge
over the label extractor (LE) and fiber delay lines (FDL).

The optical circulator pair C4 and C5 form another bridge
over the label re-insertion (LR) module. Here LE and LR
are used to extract the packet head at the input and re-install
it at the output. Besides used for building the bidirectional
links, optical circulators are also used for other purposes: the
optical circulator C6 is used to forward all packets arriving at
the reflective port back to their inputs. Optical circulator C1,
equipped at the output of the server, is used to separate the
counter-propagating NACK signal from the data packets.

The control module is responsible for configuring the for-
warding path between the input and output ports. In each
control loop, the label processor (LP) receives the packet
heads, makes O/E conversions and then stores these heads.
The routing computation (RC) module calculates the output
ports based on the head information. Then the packet heads
requiring for the same output port and using the same wave-
length are sent to the corresponding arbiter for contention
resolution. If the arbiter is unlocked, it gives the grant to
a randomly selected packet head and rejects others. Then
it calculates the locking delay and changes the state based
on the calculation result. If the arbiter is locked, it directly
rejects all packet heads. All decisions will be sent to the
switch controller after finishing switching arbitration. Based
on these information, the switch controller configures the
SOAs of corresponding sub-crossbars. The granted packets
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are forwarded to the required output ports while the rejected
packets are forwarded to the reflective port.

The whole switching fabric is bidirectionally transparent.
Moreover, the SOA will maintain its ON state for a given
time. These two measures enable the NACK packet to be
transmitted over multiple hops. For example, in Fig. 4, server
(0, 0, 0) sends an inter-group packet D1 to server (5, 0, 0).
This packet needs to travel two hops before leaving the
source pod. Thus after sending this packet, the server locks its
corresponding wave channel and holds the locking state for
the duration of 4tr + 2ts. Assume there is no competition at
switch (0, 0, 4). The control module of switch (0, 0, 4) sends
packet D1 to switch (0, 1, 4). At the same time, it sets the
lock time for the corresponding wave channel of the output
port to be 2tr + ts. At the switch (0, 1, 4), three packets D1,
D2 and D3, require the same output port and the same wave
channel. The control module gives its grant to packet D2
and switches the packets D1 and D3 to the reflective port.
As packet D1 and D3 use the same wavelength, these two
data signals are mixed together at the reflective port and some
information is lost. However, since the NACK packet is used
to notify the failure of the transmission. An optical pulse
which can be detected by the edge detector can deliver this
message. Moreover, as the arrival time of the NACK packet
can be exactly estimated in a buffleless network. The source
server has recorded the sending time of every packet which
may conflict with other packets on the path. Based on the
wavelength and the return time, the source can easily find
which packet the NACK packet refers to. So based on this
time-stamp scheme, the merged signal is still able to act as the
NACK notification. As shown in Fig. 4, at switch (0, 1, 4) the
NACK packet is re-injected into the output of the reflective
port and divided into k ways by the optical coupler. Selected
by two ON-state SOA gates, one NACK packet named R1 is
switched to the input port of the packet D1 while the other
NACK packet named R3 is switched to the input port of the
packet D3. As the circulators C2 and C3 form a bridge across
over the LE and FDL, the NACK packet R1 only experiences
a propagation delay tr before it arrives at the switch (0, 0, 4).
At this moment, switch (0, 0, 4) still keeps the switching state
for forwarding data packet D1, thus R1 can directly travels
from the output port to the input port. Finally the detector
equipped at the output port of server detects the NACK packet
and triggers the retransmission.

VI. EVALUATION
To study the network performance of PETASCALE, we develop
an extensive packet-level simulation based on OPNET simu-
lator. In this section, we first introduce the evaluationmethod-
ology, and then present the simulation results.

A. EVALUATION METHODOLOGY
1) TOPOLOGY
Our simulation is mainly based on two network sizes of
PETASCALE. The first one, PS-12P, totally hosts 360 servers

using 12-port optical switches. The second one, PS-16P,
hosts 896 servers using 16-port optical switches. The
non-blocking electrical network fat tree and high scalable
optical network H-LIONS [27] are selected as the compari-
son baselines. For H-LIONS, it exploits passive AWGR all-
to-all interconnection for intra-cluster communication and
then leverages a flat AWGR topology for inter-cluster com-
munication. In the simulation, H-LIONS has 18 clusters. Each
cluster contains 6 AWGR switches, with one acting as a relay
node and each of the other AWGRs connecting 6 servers.
Thus this topology totally hosts 540 servers.

For fat tree, we assume the link bandwidth is 10 Gbps
and optical transceivers are equipped for the links between
aggregation and core layers. Both PETASCALE and H-LIONS

can leverage multiple transceivers to increase the network
capacity. For example, in H-LIONS, each server is equipped
with (N−1) transceivers originally, whereN is the port count
of the passive AWGR switch. However, to make a fair com-
parison, in H-LIONS and PETASCALE, we assume each server is
equipped with a single transceiver with tunable wavelengths
that carries 10G bandwidth.

2) TRAFFIC PATTERNS
In the simulation, the packet generation process follows a
Poisson distribution with varying mean arrival rates λ. Then
the strength of the offered traffic is described by the product
of the arrival rate λ and the average packet transmission time.
For each packet, its destination server is generated based on
two traffic patterns, that is uniform pattern and local pattern.
In uniform pattern, a server will send packets to any other
server in the network with uniform probability. While in local
pattern, a server will send packets to another server in its
cluster or pod with much higher probability (70%), while to
anyone else with lower probability (30%).

3) EVALUATION METRICS
We select the packets average end-to-end delay and network
throughput as the evaluation metrics. Here the average end-
to-end delay refers to the average time taken by a packet to be
delivered from the source to the destination server, while the
network throughput refers to the average data rate at which
packets are successfully received by the destination server.

B. SIMULATION RESULTS
We now discuss the simulation results. Firstly, the end-to-end
delay and throughput of different networks versus the offered
load under uniform traffic pattern is tested and compared
in Fig. 5. It can be observed that the OPS networks, i.e., H-
LIONS and PETASCALE, are able to achieve much lower end-
to-end delay than electrical networks under the light and
moderate traffic load. As shown in Fig. 5 (a), fat tree keeps
the average end-to-end delay of about 2.51us ∼ 2.86us
before it is saturated by the heavy traffic load. While H-LIONS

and PETASCALE keep the average end-to-end delays of about
0.8483us and 1.0664us respectively before their saturation
loads. Compared to fat tree, H-LIONS and PETASCALE can
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FIGURE 5. The average end-to-end delay (a) and throughput (b) under uniform traffic pattern.

reduce over 50% of the unsaturated end-to-end delay. This is
mainly because of the following two reasons. First, packets in
OPS networks will always keep propagating once they leave
the source. They rarely experience the optical-to-electrical-
to-optical (OEO) conversions and store-and-forward opera-
tions at the intermediate switches. Thus the OPS switches can
actually provide a faster cross connection between the input
and output ports. Second, to reduce the cost and eliminate
electronic bottlenecks, OPS networks tend to use in-network
buffers as few as possible. For example, H-LIONS only deploys
electrical buffers in the relay racks. While PETASCALE avoids
using any buffer in the switches. Thus the queuing delay,
which is a significant contributor to in-network latency in
data center, can be minimized by the optical packet switch-
ing. For the two optical networks, H-LIONS maintains lower
unsaturated end-to-end delay than PETASCALE because it has
a shorter network diameter.

For the saturation point, as shown in Fig. 5 (a), H-LIONS
is able to keep a low end-to-end delay when the offered
load is smaller than 0.42. At this stage, the network has
full capacity to deliver the injected traffic. Thus as shown
in Fig. 5 (b), the throughput of H-LIONS increases linearly
with the increasing offered load. However, when the offered
load is larger than 0.42, H-LIONS becomes saturated. The
supernumerary packets are accumulated rapidly in the servers
and relay racks. And this leads to a sharp increasing of the
end-to-end delay of H-LIONS from 0.8483us to dozens of
microseconds. Similarly, PETASCALE networks, including PS-
12P and PS-16P, are saturated at about 0.58. While fat tree
networks, including FT-12P and FT-16P, have the highest
saturation point of about 0.65. This is not surprising as fat tree
is a nonblocking network and its full-bandwidth connectivity
can be fully utilized by the uniform traffic. H-LIONS has the
lowest saturation point. This is mainly because in H-LIONS the
server also participates in forwarding packets to the correct

destination besides acts as the traffic generator and sink. For
one server, if there are multiple transceivers, the local and
relay traffic can be sent simultaneously. However, as in the
simulation each server has only a single transceiver, the local
and relay traffic will collide frequently for the output of the
relay server. PETASCALE performs better than H-LIONS but
not as good as fat tree. This is because PETASCALE adopts
a different way (i.e. multi-hop NACK) to solve the packet
collision, which ensures a more scalable, fast, and transparent
network. As a comprise, PETASCALE needs to consume a
portion of bandwidth to delivery the notification for packet
collision. We also notice that PETASCALE is able to deliver
traffic load that is about 89.23% of an non-blocking net-
work. This result outperforms most prior optical data center
networks. For example, OSA, WaveCube and Mordia are
able to deliver about 58%, 75%, and 87.9% bisection band-
width of the non-blocking electrical network respectively.
This improvement is achieved by the following reasons: first,
compared to the optical circuit switching, which is adopted by
OSA, WaveCube, and Mordia, the optical packet switching
eliminates the overhead of path setup and enables a better
bandwidth utilization at almost arbitrary transmission gran-
ularity. Second, the wavelength routing algorithm effectively
limits the packet collisionwithin the source pod, whichmeans
once a packet travels out of the first two hops, it will never be
blocked by other packets. Third, compared to AWGR based
designs, such as H-LIONS, PETASCALE can exploit more wave-
lengths by using its SOA based switch structure. For example,
when holding 360 servers, H-LIONS, built with 12-port passive
AWGR and 5-port active AWGR switches, can use 12 and 5
wavelengths for the intra- and inter- cluster communication
respectively. While at the same scale, PETASCALE, built with
12-port switches, can use 18 wavelengths for packet delivery.
Thus PETASCALE actually provides better connectivity than H-

LIONS.
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FIGURE 6. The average end-to-end delay (a) and throughput (b) under local traffic pattern.

We then evaluate the network performance under the local
traffic pattern. As shown in Fig. 6, fat tree keeps the aver-
age end-to-end delay of about 1.9541us before it becomes
saturated. While PETASCALE and H-LIONS keep a lower unsat-
urated delays of about 0.9774us and 1.2203us respectively.
This result proves again that OPS networks are able to reduce
the end-to-end delay by using the transparent cross connec-
tions and limited buffers. For the saturation point, PETAS-

CALE,H-LIONS and fat tree are saturated at 0.90, 0.86, and 0.80
respectively. Apparently, PETASCALE achieves the best perfor-
mance under the local traffic pattern. This is expected because
PETASCALE has provided a rich local connectivity by using
full-mesh topology and multi-wavelength switching. More-
over, in PETASCALE, the intra-pod traffic will only collide at
the source switch. This contention can be notified immedi-
ately and do not consume the additional bandwidth resource.
Thus PETASCALEwill becomemore bandwidth-efficient when
more packets are delivered within the local pod.

VII. CONCLUSIONS
In this paper, we present PETASCALE, a scalable, low
latency, and reliable all-optical interconnects for data center.
It exploits the full-mesh and complete bipartite graph for the
intra- and inter- communication respectively, thus supporting
scalability beyond 50, 000 servers with much fewer switches
and cables. To guarantee a reliable and transparent delivery
without the complex and costly buffers, PETASCALE designs
the negative acknowledgment and retransmission scheme.
Combining with a state retention mechanism, the packet col-
lision can be notified promptly over multiple hops. Then a
wavelength-routing algorithm is proposed to restrict the col-
lision domain within two hops from the source server. More-
over, a SOA-based OPS switch is designed to support the
multi-hop NACK scheme and wavelength routing. The simu-
lation shows that compared to the electrical packet switching,
PETASCALE is able to reduce the average end-to-end delay by

more than 50% and deliver about 89% bisection bandwidth of
the non-blocking network under uniform traffic pattern. It can
even outperform fat tree and other optical designs under the
local traffic pattern.
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