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ABSTRACT In this paper, we investigate the resource allocation problem for the symbiotic radio system,
in which the passive backscatter transmission is parasitic in the primary transmission, and the cooperative
receiver simultaneously detects the signals transmitted from the active primary transmitter (PT) and the
backscatter device (BD). In particular, channel fading is considered, and the ergodic weighted sum rate of
the primary and backscatter transmissions is maximized by jointly optimizing the transmit power at the
PT and the reflection coefficient at the BD under either long-term or short-term transmit-power constraint
over the fading states. Two practical transmission setups are considered, where the relationship between the
primary and backscatter transmissions is either commensal or parasitic. For the commensal setup, we fix
the reflection coefficient as the maximum value and derive the optimal power allocation scheme based on
the standard convex optimization procedure. For the parasitic setup, the weighted sum-rate maximization
problem is non-convex, and we resort to the concave–convex procedure to derive a suboptimal solution.
Simulation results demonstrate that in the commensal setup, the BD may realize transmission while causing
no harmful interference to the primary system; in the parasitic setup, a higher backscatter data rate can be
achieved through slightly sacrificing the primary transmission rate.

INDEX TERMS Internet of Things, ambient backscatter communications, symbiotic radio, ergodic rate,
spectrum sharing, fading channel.

I. INTRODUCTION
A. BACKGROUNDS
Symbiotic radio has emerged as a promising technology for
next-generation Internet of Things (IoT), in which passive IoT
transmissions are parasitic in primary communication sys-
tems (e.g., cellular, TV, or WiFi systems) [1]–[3]. In particu-
lar, the IoT device in symbiotic radio system, also referred to
as the backscatter device (BD), transmits information over the
incident primary signal via backscatter modulation without
requiring active radio-frequency (RF) components [4]–[7]. In
contrast to the traditional backscatter communication sys-
tem, such as radio-frequency-identification (RFID) system,
which relies on dedicated radio spectrum resources and RF
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sinusoidal carriers, the BD in symbiotic radio system shares
the same radio spectrum and the same RF source with the
primary system, resulting in higher spectrum efficiency and
more flexible network deployment [8]–[11].

The most famous paradigm for the symbiotic radio is
the ambient backscatter communication (AmBC) system
[12]–[14]. Fig. 1(a) illustrates the conventional AmBC sys-
tem, in which the IoT receiver receives signal from both
the primary transmitter (PT) and the BD. Due to the lack
of coordination, the IoT receiver treats the direct-link signal
(i.e., signal transmitted directly from the PT) as interference,
and energy detector is commonly adopted to extract BD’s
messages [14]–[16]. However, the signal backscattered from
BD, also referred to as the backscatter signal, is much weaker
than the direct-link interference [6]. As a result, the energy
detector suffers from severe error floor problem, and the
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Fig. 1. Two types of symbiotic radio systems: (a) Conventional AmBC
system; (b) AmBC system with cooperative receiver.

transmission rate and coverage for conventional AmBC are
quite limited [16], [17]. Due to that, the conventional AmBC
is mainly considered as a backup communication tech-
nique for the batteryless IoT devices which is applied when
the harvested power cannot support the high-speed active
transmission [18]–[22].

There are several techniques proposed in the literature
to suppress the direct-link interference using, e.g., receive
beamforming with multiple antennas [17], or special BD
waveform design [23]. Another interesting approach is the
cooperative receiver, as shown in Fig. 1(b), which integrates
the IoT receiver with the primary receiver. Then, both the
primary signal and BD’s signal are jointly decoded by the
cooperative receiver, and the direct-link interference prob-
lem is overcome by the joint decoding algorithm [24]. The
cooperative receiver technique enables the existing network
infrastructure to support the passive IoT communications via
software upgrade. One application scenario is the wearable
communication, in which the wearable devices, e.g., the med-
ical sensors and the fitness trackers, send messages to the
smart phone via backscattering the primary signal transmit-
ted from the cellular base-station or WiFi access point to
the smart phone [25]. In this case, the smart phone needs
to decode the messages from both the primary transmitter
and the backscatter device, i.e., the primary receiver and
secondary receiver combined. Another application is smart
home, in which the home sensors send messages to the WiFi
access point via backscattering the WiFi signal transmitted
from smart devices to the WiFi access point. In this case,
the WiFi access points recovers messages from the smart
devices as well as the home sensors.

B. RELATED WORKS, MOTIVATIONS, AND
CONTRIBUTIONS
The idea of the cooperative receiver was first presented
in [24], in which the bit error rates for both primary and
backscatter transmissions were derived. In [26], a constel-
lation learning based detector was designed which jointly
realized semi-blind channel estimation and symbol detection
without requiring pilots from PT. The achievable rates of the
primary and backscatter transmissions were analyzed in [7],
in which BDwas assumed to employ the Gaussian codebook,
and the PT was assumed to employ the Wyner polyphase
coding or the Gaussian codebook. Liu et al. [27] derived the
achievable rates when BD employed binary modulation. The
term of the ‘‘symbiotic radio’’ was firstly presented in [1],

in which a backscatter transmission is parasitic with a pri-
mary transmission, and the achievable rate tradeoff between
the primary and backscatter transmissions was realized by
transmit beamforming. Then, in [2] and [3], the concept of
the symbiotic radio is introduced to the full-duplex com-
munication system and the non-orthogonal multiple access
system, respectively. However, all these works mainly focus
on the additive white Gaussian noise (AWGN) channel or a
fixed fading state of the fading channels, while the impact of
channel fading has not been addressed before.

In this paper, we investigate the resource allocation prob-
lem for the symbiotic radio system which employs the coop-
erative receiver. Note that, we only focus on the wireless
communication problem, and the BD does not harvest power
from the PT. The ergodic weighted sum rate of the primary
and backscatter transmissions is maximized over the channel
fading states. We point out the spectrum growth phenomenon
for the backscatter transmission of symbiotic radio system:
the bandwidth of the backscatter signal is generally larger
than the receive filter bandwidth of the cooperative receiver,
and distortion may happen when the backscatter signal goes
through the receive filter of the cooperative receiver. Then,
two practical transmission setups are proposed to alleviate
this problem:
• The first one is the commensal setup, in which the sym-
bol period for BD transmission is much longer than that
of the primary transmission, so that the growth spectrum
is negligible, and then the primary signal and BD’s
signal are jointly decoded at the cooperative receiver.

• The second one is the parasitic setup, in which the BD
transmission is perfectly synchronized with the primary
transmission, so that there is no spectrum growth even
though the BD transmission and primary transmission
have the same symbol period. In this setup, successive
interference cancellation (SIC) is employed. The pri-
mary signal is decoded first while the backscatter signal
is treated as interference, and then the BD’s signal is
decoded after removing the primary signal.

For each transmission setup, the closed-form expressions
of the instantaneous achievable rates are derived while both
the PT and the BD are assumed to employ the Gaussian code-
book. Based on that, we formulate the joint transmit power
allocation and reflection coefficient adjustment problem. Two
types of transmit-power constraint are considered. One is the
long-term (LT) transmit-power constraint that regulates the
average transmit power across all the fading states at the PT.
The other is the short-term (ST) transmit-power constraint
that limits the instantaneous transmit power at each fading
state to be below a certain threshold. For the commensal
setup, we first derive the optimal reflection coefficient, and
then the transmit power is optimized. For the parasitic setup,
the joint power allocation and reflection coefficient adjust-
ment problem is non-convex, and we resort to the concave-
convex procedure to transform it into a sequence of convex
optimization problems, and then adopt Lagrange dual decom-
position to tackle them.
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The main contributions of this work are summarized as
follows:

• Firstly, this paper is one of the early attempts to study
resource allocation problems for symbiotic radio system
considering the impact of channel fading. Two practical
transmission setups are investigated, both of which can
overcome the spectrum growth phenomenon.

• Secondly, for the commensal setup, the instantaneous
achievable rates of the primary and backscatter transmis-
sions are tightly approximated by closed-form expres-
sions. Based on that, the optimal resource allocation
solutions for the ergodic weighted-sum-rate maximiza-
tion problem are derived. It is further shown that,
the backscatter signal in this setup provides an addi-
tional beneficial signal path for the primary transmission
instead of harmful interference.

• Thirdly, for the parasitic setup, the achievable rates
given certain channel fading states are derived based on
SIC technique. The resource allocation problem is non-
convex, and we propose an iterative method to solve it
sub-optimally by applying the concave-convex proce-
dure. Simulation results have verified the effectiveness
of the proposed method.

The rest of the paper is organized as follows. Section II
establishes the system model. In Section III, the commen-
sal setup is investigated, and the optimal transmit power
and reflection coefficient for each fading state are derived.
Then in Section IV, the parasitic setup is investigated,
and the non-convex optimization problem is solved by
applying the concave-convex procedure. Simulation results
are provided in Section V and conclusions are drawn in
Section VI.

The main notations in this paper are listed as follows: The
lowercase, boldface lowercase, and boldface uppercase letters
such as t , t, and T denote the scalar, vector, and matrix,
respectively. |t| denotes the absolute value of t . ‖t‖ denotes
the norm of vector t. CN (µ, σ 2) denotes the circularly sym-
metric complex Gaussian (CSCG) distribution with mean µ
and variance σ 2. E[·] denotes the statistical expectation. t∗

denotes the conjugate of t . TT and TH denotes the transpose
and conjugate transpose of matrix T, respectively. Finally,
the list of abbreviations commonly appeared in this paper is
given in Table 1.

II. SYSTEM MODEL
A. CHANNEL ASSUMPTIONS
A basic symbiotic radio system with cooperative receiver is
depicted in Fig. 2, which consists of an active PT, a semi-
passive BD, and a cooperative receiver (CRx). The CRx
receives and decodes both the PT’s signal and the BD’s signal.
A block-fading channel model is assumed for all the channels
involved. During each transmission block, the instantaneous
channel coefficients of the direct channel (i.e., the PT-CRx
channel) and the backscatter channel (i.e., the PT-BD-CRx
channel) are denoted by h1 and h2, respectively. In addition,

TABLE 1. List of abbreviations.

Fig. 2. The symbiotic radio system with a cooperative receiver.

h1 and h2, are assumed to be ergodic and stationary, and
perfect channel state information on h1 and h2 is assumed
to be available to all the three nodes in the symbiotic radio
system [7], [24], [27].1 For simplicity, h1 and h2 are normal-
ized in this paper, i.e., E[|h1|] = E[|h2|] = 1.

B. RECEIVED SIGNALS FOR TWO TRANSMISSION SETUPS
Since we are interested in the information-theoretic limits
of symbiotic radio system, we assume that the Gaussian
codebook is used by the PT and the BD.

The primary signal is expressed as:

s(t) =
∑
n

sngs(t − nTs), (1)

where sn ∼ CN (0, 1) denotes the n-th symbol to be transmit-
ted, Ts is the symbol duration, and gs(t) is the pulse-shaping
filter (e.g., the square-root raised-cosine filter). Similarly,
the BD’s signal can be expressed as

c(t) =
∑
n

cngc[t − (n+ τ )Tc], (2)

where cn ∼ CN (0, 1) is the n-th symbol, Tc is the symbol
duration, gc(t) is the rectangular pulse-shaping filter, and τ is
the symbol delay between sn and cn.

1The channel state information can be obtained by the classic channel
training, estimation, and feedback mechanisms. The impact of channel esti-
mation imperfection is beyond the scope of this paper.
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Fig. 3. Illustration of s and c in the commensal setup.

The signal transmitted from BD to CRx is equivalent to
multiplying c(t) by s(t) [6]. The received signal at CRx is the
summation of the signal from PT and the signal from BD:

r(t) =
√
Ph1s(t)+

√
Pαηh2c(t)s(t)+ u(t), (3)

where P is the transmit power of PT, 0 ≤ α ≤ 1 is the
reflection coefficient of BD, η denotes the double-fading
channel loss due to backscattering [6], and u(t) is the additive
noise. Typically, η is a small number, and so the backscatter
link is much weaker than the direct link [17].

The match filter at CRx is designed for the primary system.
The summation signal r(t) in (3) goes through thematch filter
gs(t), yielding

y(t) =
∫
∞

−∞

gs(t − ς )r(ς )dς. (4)

The received digital-domain signal yn can be obtained by
sampling y(t) at interval nTs.
In general, the bandwidth of the backscatter signal c(t)s(t)

in (3) is the summation of the bandwidth of c(t) and the
bandwidth of s(t). As a result, when c(t)s(t) goes through
the match filter, the BD’s signal cannot be decoded due to
the signal distortion, which is the co-called spectrum growth
phenomenon. In practice, there are two methods to alleviate
this problem, resulting in two transmission setups.

1) COMMENSAL SETUP
In this setup, cn has a much longer symbol duration than sn.
We assume that Tc = NT , where N is referred to as the
spreading factor. Then, when N is very large, the bandwidth
of cn is negligible.
During one BD symbol, the transmission signal of the

primary system is a vector, s = [s1, · · · , sN ], as illustrated
in Fig. 3. The received signal of the CRx during one symbol
duration of the BD can be written as

y =
√
Ph1s+

√
Pαηh2cs+ u, (5)

where y = [y1, · · · , yN ] and u ∼ CN (0, IN ). Also note
that, in this setup, as N goes large, the detection performance
degrades negligibly for the imperfect synchronization with
|τ | < 1 [27]. Thus the synchronization requirement is not
rigid for this setup.

2) PARASITIC SETUP
In fact, if we have τ = 0, which means perfect synchroniza-
tion between the primary transmission and BD transmission,
the spectrum growth phenomenon also disappears. In this

case, cn may have the same data rate as sn, i.e., N = 1. The
received signal of the CRx is written as

yn =
√
Ph1sn +

√
Pαηh2sncn + un, (6)

where un ∼ CN (0, 1) is the additive noise.
It is worth noting that, for the parasitic setup, the decoding

signal-to-noise ratio (SNR) for cn is very low, and thus in
this case, although the BD adopts simple binary modulation
as investigated in [27], the achievable rate can be very close to
that obtained by Gaussian codebook.2 However, for the com-
mensal setup, the decoding SNR increases owing to the large
spreading factor N , and high-order backscatter modulations
are required to achieve the Gaussian-codebook data rate. The
high-order backscatter modulations have been investigated
recently in many studies, such as the 4-PAM in [28], MPSK
in [29], and 16-QAM in [30].

C. TRANSMIT POWER CONSTRAINTS
Denote v = [h1, h2]. Our objective is to design the resource
allocation policy on the transmit powerP(v) and the reflection
coefficient α(v) to maximize the ergodic weighted sum rate
of the symbiotic radio system.

In this paper, we assume that the reflection coefficient
of BD can be adjusted in every transmission block, which
satisfies

0 ≤ α(v) ≤ 1, ∀v. (7)

The transmit power should satisfy

P(v) ≥ 0, ∀v. (8)

Besides that, we further consider two types of power con-
straints at the PT. The first is the ST power constraint (also
known as peak transmit power constraint), which is repre-
sented by

P(v) ≤ PST, ∀v. (9)

The second is the LT power constraint (also known as average
transmit power constraint), which is represented by

E[P(v)] ≤ PLT. (10)

III. COMMENSAL SETUP
In this section, we investigate the ergodic weighted-sum-
rate maximization problem for the commensal setup. We
first analyze the instantaneous achievable rate given channel
coefficients h1 and h2, the transmit power P and the reflection
coefficient α. Then, the resource allocation policy is investi-
gated for the ST/LT power constraint.

2We will introduce a SNR-loss factor to indicate the SNR gap to the
information theoretical channel capacity due to the use of practical coding
and modulation when we derive the achievable rates.
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A. INSTANTANEOUS ACHIEVABLE RATE ANALYSIS
In the commensal setup, N is a large number. Based on [13]
and [27], the CRx may jointly decode s and c via a common
decoder, and the maximum achievable rates of s and c are
represented as follows

Rs = I (s; y|c), (11)

Rc = I (c; y|s). (12)

When decoding s for given c, the received signal can be
represented as

y =
√
P
(
h1 +
√
αηh2c

)
s+ u. (13)

The instantaneous SNR of decoding s for given c is

γs|c = P
∣∣h1 +√αηh2c∣∣2 . (14)

Let κ1 =
∣∣h1 +√αηh2c∣∣2. Since BD adopts Gaussian code-

book, κ1 follows the non-central chi-square distribution with
probability density function (PDF):

fκ1 (x) =
1

αη|h2|2
e
−
|h1|

2
+x

αη|h2|
2 I0

(
2|h1|
αη|h2|2

√
x
)
, (15)

where I0(·) is the modified Bessel function of the first kind
with order zero. Then the achievable rate of the primary
system is

Rs = Ec
[
log2(1+ γs|c0s)

]
= Eκ1

[
log2(1+ 0sPκ1)

]
=

∫
∞

0
log2(1+ 0sPx)fκ1 (x) dx, (16)

where 0 ≤ 0s ≤ 1 is the SNR-loss factor which indicates
the SNR gap to the information theoretical channel capacity,
due to the use of practical coding and modulation for the
linear Gaussian channel [31]. As the PT employs Gaussian
codebook, we have 0s = 1, and thus we omit it for simplicity
in the rest of this paper.

From (5), when decoding c for given s, the known additive
term

√
Ph1s can be removed firstly, and then the received

signal becomes

y =
√
Pαηh2cs+ u. (17)

Then we perform maximal ratio combining using s. The
instantaneous SNR of decoding c for given s is

γc|s = Pαη|h2|2‖s‖2. (18)

Let κ2 = 1
N ‖s‖

2. κ2 follows a central chi-square distribution
with 2N degrees of freedom, whose PDF is

fκ2 (x) =
NN

0(N )
xN−1e−Nx , (19)

where 0(N ) , (N − 1)! is the gamma function. Then the
achievable rate of BD transmission is

Rc = Es

[
1
N

log2(1+ γc|s0c)
]

= Eκ2

[
1
N

log2(1+ 0cNPαη|h2|
2κ2)

]
=

∫
∞

0

1
N

log2(1+ 0cNPαη|h2|
2x)fκ2 (x) dx, (20)

where 0 ≤ 0c ≤ 1 is the SNR gap to the information
theoretical channel capacity for BD transmission. When BD
employs Gaussian codebook, we have 0c = 1 and thus it can
also be omitted.3

However, both Rs in (16) and Rc in (20) are intractable due
to the complicated integral expressions. Fortunately, Rs and
Rc can be well approximated by simple expressions based
on the fact that both N and P are relatively large in typical
application scenarios.

In the commensal setup, N is generally a large number. It
is known that, the mean of κ2 is equal to 1, and the variance
of κ2 becomes negligible as N approaches to infinity. Thus
we have Rc ≈ R◦c where:

R◦c =
1
N

log2(1+ NPαη|h2|
2E[κ2])

=
1
N

log2(1+ NPαη|h2|
2). (21)

In addition, P is usually high in the typical application scenar-
ios of the symbiotic radio system. Thenwe have the following
proposition.
Proposition 1: When P approaches to infinity, Rs in (16)

can be approximated with a closed-form expression as fol-
lows:

R◦s = log2(1+ P|h1|
2)− Ei

(
−
|h1|2

αη|h2|2

)
log2 e, (22)

where Ei(x) , −
∫
∞

−x
1
ae
−ada is the exponential integral.

Proof: See Appendix A.
We verify the approximation accuracy of R◦c and R◦s

in Fig. 4(a) and Fig. 4(b), respectively, in which h1 and h2 are
Rayleigh fading channels and η = −20 dB. From Fig. 4(a),
R◦c can well approximate Rc when N is larger than 20. From
Fig. 4(b), R◦s shows high approximation precision when P
is larger than 0 dB. Therefore, for ease of analysis, we use
the approximated expressions in (21) and (22) to replace
the complicated expressions in (20) and (16) for Rc and Rs,
respectively.
Theorem 1: The optimal reflection coefficient for the com-

mensal setup is α = 1, and then Rs and Rc become functions
of P:

Rs = log2(1+ P|h1|
2)− Ei

(
−
|h1|2

η|h2|2

)
log2 e, (23)

Rc =
1
N

log2(1+ NPη|h2|
2). (24)

Proof: From (21) and (22), both Rc and Rs are mono-
tonic increasing function of α. Thus the theorem is proved.

3Noted that, the values of 0s and 0c will not affect the structure of the
optimization problems formulated and the solutions obtained in this paper.
Actually, 0s and 0c can be combined into the channel gains of the direct link
and the backscatter link, respectively, practical coding and modulation cases.
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Fig. 4. Checking the approximation accuracy of R◦c and R◦s when h1 and
h2 are Rayleigh fading channels and η = −20 dB. (a) Comparison of Rc
and R◦c for different N . (b) Comparison of Rs and R◦s for different P .

Remark: The first term in (23), i.e., log2(1+P|h1|
2), is the

data rate achieved by the primary system when BD is absent.
Meanwhile, the second term −Ei

(
−
|h1|2

η|h2|2

)
log2 e is always

larger than zero. Therefore, the primary transmission will not
be interfered by the BD transmission. In addition, the signal
backscatter from the BD even provides an additional ben-
eficial signal path which can slightly enhance the primary
transmission. That is the reason why this setup is referred to
as ‘‘commensal’’.

B. ERGODIC WEIGHTED SUM RATE MAXIMIZATION
The remaining task is to design the optimal power allocation
policy P(v). From Section II-C, we have two power constraint
sets:

F1 , {P(v) : (8), (9)}, (25)

F2 , {P(v) : (8), (10)}. (26)

The maximum ergodic weighted sum rate can be obtained by
solving the following optimization problem:

max
P(v)∈F

E[(1− w)Rs + wRc], (27)

where 0 ≤ w ≤ 1 is the weighting factor, F ∈ {F1,F2} is
the constraint set, and the expectation is taken over v.

1) ST POWER CONSTRAINT
In this case, F in (27) becomes F1. From (23) and (24),
both Rs and Rc are increasing functions of P. Therefore,

the weighted sum rate is maximized by transmitting at the
maximum instantaneous power:

P(v) = PST. (28)

2) LT POWER CONSTRAINT
In this case,F in (27) becomesF2. The optimization problem
is expressed as follows:

(P0) max
P(v)

E[(1− w)Rs + wRc]

s.t. P(v) ≥ 0, ∀v

E[P(v)] ≤ PLT.

From (23) and (24), both Rs and Rc are the concave functions
of P. Therefore, the weighted-sum-rate maximization prob-
lem is convex. The partial Lagrangian of (P0) is expressed
as

L
(
P(v), λ

)
= E[(1− w)Rs + wRc]− λ

(
Ev[P(v)]− PLT

)
,

(29)

where λ ≥ 0 is the dual variable associatedwith the constraint
E[P(v)] ≤ PLT. The Lagrangian dual function is given by

G(λ) = max
p(v)≥0

L
(
P(v), λ

)
. (30)

The dual problem is accordingly defined as

min
λ≥0

G(λ). (31)

It can be verified that, the Slater’s condition [32] is satisfied
and thus the duality gap is indeed zero. Therefore, solving
the above dual problem is equivalent to solving the original
problem (P0).
Theorem 2: The optimal P given λ and v is

P∗(λ, v) =
( √

b2 − b1
2Nη|h1h2|2

)+
, (32)

where b1 = |h1|2 + Nη|h2|2 −
(1−w+wN )η|h1 h2|2

λ
log2 e and

b2 = b21 − 4 Nη|h1 h2|2(1−
w|h1|2+(1−w)η|h2|2

λ
log2 e).

Proof: For a fixed λ, the dual function in (30) can
be decomposed into a series of sub-dual-functions each for
one fading state. For a particular fading state, the problem is
shown as follows:

(P0a) max
P≥0

(1− w)Rs + wRc − λP. (33)

After solving (P0a) for all the fading states, λ can be deter-
mined by solving E[P(v)] = PLT.
Let the first-order derivative of the objective function of

(P0a) equal to zero, we have

(1− w)
η|h2|2

1+ NPη|h2|2
+ w

|h1|2

1+ P|h1|2
= λ ln 2. (34)

Based on above, the optimal P given λ and v is either equal
to zero or determined by solving equation (34).
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IV. PARASITIC SETUP
In this section, we investigate the ergodic weighted-sum-rate
maximization problem for the parasitic setup. We first ana-
lyze the instantaneous achievable rate and then investigates
the resource allocation policy.

A. INSTANTANEOUS ACHIEVABLE RATE ANALYSIS
Since sn and cn have the same symbol duration, the primary
transmission and BD transmission interfere with each other,
which is different from the N � 1 case. The received signal
is expressed as follows

yn =
√
Ph1sn +

√
Pαηh2sncn + un. (35)

We introduce the SIC technique to decode cn and sn. The
strong primary signal sn is decoded firstly, meanwhile the
backscatter signal sncn is treated as interference. Thus the
signal-to-interference-plus-noise ratio (SINR) for decoding
sn is

γs =
P|h1|2

1+ Pαη|h2|2
. (36)

However, the distribution of sncn is a very complicated. To
facilitate our analysis, we suggest a lower bound for the
achievable rate of the primary system by approximating sncn
as CSCG distribution, since the CSCG distributed interfer-
ence is the worst case [33, Th. 7.2.5]. Then, the achievable
rate of the primary system can be approximated as

Rs ≈ log2(1+ γs0s)

= log2(1+
0sP|h1|2

1+ Pαη|h2|2
). (37)

After sn is decoded, we remove the first additive interfer-
ence term in (35), and the received signal becomes

yn =
√
Pαηh2sncn + un. (38)

The instantaneous SNR for decoding cn given sn is

γc|s = Pαη |h2sn|2 . (39)

As sn follows CSCGdistribution, |sn|2 follows standard expo-
nential distribution, and the achievable rate of BD transmis-
sion is

Rc = E|sn|2
[
log2(1+ γc|s0c

]
=

∫
∞

0
log2(1+ 0cPαη |h2|

2 x)e−xdx

= −e
1

0cPαη|h2|
2 Ei(−

1

0cPαη |h2|2
) log2 e. (40)

The instantaneous transmit power P and the reflection
coefficient α in the achievable rate expressions shown in (37)
and (40) are coupled to each other. We introduce two new
variables p = P and q = αP. According to (7) and (8), p and
q should satisfy:

p(v) ≥ 0, ∀v, (41)

0 ≤ q(v) ≤ p(v), ∀v. (42)

Then, substituting 0s = 0c = 1, p = P and q = αP into (37)
and (40), we have

Rs = log2(1+
p|h1|2

1+ qη|h2|2
), (43)

Rc = −e
1

qη|h2|
2 Ei(−

1

qη |h2|2
) log2 e. (44)

Remark: When BD is shut down, the primary data rate
is R̃s = log2(1 + P|h1|2). However, from (43) and (44),
if we want to achieve backscatter transmission, i.e., Rc >
0, the primary transmission is interfered by the backscatter
signal, and we have R s < R̃s. That is the reason why this
setup is referred to as ‘‘parasitic’’.

B. RESOURCE ALLOCATION UNDER ST POWER
CONSTRAINT
Substituting p into (9), the ST power constraint becomes

p(v) ≤ PST, ∀v. (45)

Then the ergodic weighted-sum-rate maximization problem
is expressed as

(P1) max
p(v),q(v)

E[(1− w)Rs + wRc]

s.t. (41), (42), (45).

From (43) and (44), Rc is the concave function of q. How-
ever, Rc is the convex function of q. Therefore, (P1) is non-
convex problem, and the conventional convex optimization
techniques cannot be applied to solve (P1).

The main idea of our proposed algorithm to solve (P1) is
that: first, we decompose the original problem into individual
subproblems over different fading states by considering all
the constraints are short term, and then each subproblem is
solved by employing the concave-convex procedure based on
the difference-of-convex structure of the objective function.

1) DECOMPOSE THE ORIGINAL PROBLEM OVER DIFFERENT
FADING STATES
In (P1), all the constraints (41), (42) and (45) are short
term. Therefore, the original problem can be decomposed
into individual subproblems over different fading states. For
a particular fading state h1 and h2, the associated subproblem
can be shown to be

(P1a) max
p,q

Q1(p, q)

s.t. 0 ≤ p ≤ PST,

0 ≤ q ≤ p,

where the objective function is

Q1(p, q) = (1− w)Rs + wRc

= (1− w) log2(1+
p|h1|2

1+ qη|h2|2
)

−we
1

qη|h2|
2 Ei(−

1

qη |h2|2
) log2 e. (46)
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Obviously, Q1(p, q) is the increasing function of p. There-
fore, we have the optimal p:

p? = PST. (47)

Then, (P1a) is transformed to

(P1b) max
q

Q̂1(q)

s.t. 0 ≤ q ≤ p?,

where Q̂1(q) = Q1(p?, q).

2) REPRESENT Q̂1(q) AS THE DIFFERENCE-OF-CONVEX
STRUCTURE
Since Q̂1(q) is non-convex function, (P1b) is still non-convex
problem. To solve (P1b), we define two auxiliary functions
as follows

H1(q) = (w− 1) log2(1+ qη|h2|
2), (48)

D1(q) = (1− w) log2(1+ p
?
|h1|2 + qη|h2|2)

−we
1

qη|h2|
2 Ei(−

1

qη |h2|2
) log2 e. (49)

Then, Q̂1(q) can be written as

Q̂1(q) = H1(q)+ D1(q). (50)

Since 0 ≤ w ≤ 1, H1(q) is convex, and D1(q) is concave.
Therefore, the objective function of problem (P1b) has a
difference-of-convex structure, and problem (P1b) can be
efficiently solved by the concave-convex procedure [34].

3) ADOPTING THE CONCAVE-CONVEX PROCEDURE
The main idea of the concave-convex procedure is to trans-
form problem (P1b) into a sequence of convex optimization
problems by linearizing the convex part H1(q).
Denote q(i) as the fixed point at the i-th iteration. Then

(P1b) can be solved by the following sequence programming

q(i+1) = argmax
q
Q̄1(q)

s.t. 0 ≤ q ≤ p?,

where

Q̄1(q) = D1(q)+ qH ′1(q
(i)), (51)

and H ′1(q) =
(w−1)η|h2|2

1+qη|h2|2
log2 e is the first-order derivative of

H1(q). Denote a(i) = H ′1(q
(i)). Q̄1(q) can be written as

Q̄1(q) = D1(q)+ a(i)q. (52)

Theorem 3: The optimal solution for above optimization
problem is

q(i+1) =


0, q̄ < 0
q̄, 0 ≤ q̄ ≤ p?

p?, q̄ > p?
(53)

where q̄ satisfies Q̄′1(q̄) = 0.
Proof: The proof is straightforward, and thus is omitted

here for brevity.

Algorithm 1 The Concave-Convex Procedure for Solv-
ing (P1b)
Input: channel coefficients h1 and h2, ST power constraint

PST.
1: Initialize q(0) = PST and small threshold constant ε =

10−4. Let i = 0.
Repeat

2: Update q(i+1) according to (53).
3: Update iteration index i = i+ 1.

Until
(
Q̂1(q(i))− Q̂1(q(i−1))

)
< ε.

Output: q? = q(i).

The remaining task is to obtain q̄, and we have the follow-
ing proposition.
Proposition 2: Q̄′1(q) is monotonically decreasing func-

tion of q, so q̄ can be obtained via bisearch algorithm effi-
ciently.

Proof: See Appendix B.
We summarize the above concave-convex procedure for

solving (P1b) in Algorithm 1.

C. RESOURCE ALLOCATION UNDER LT POWER
CONSTRAINT
Substituting p = P into (10), the LT power constraint
becomes

E[p(v)] ≤ PLT. (54)

Then we have optimization problem:

(P2) max
p(v),q(v)

Q2 (p(v), q(v)) , E[(1− w)Rs + wRc]

s.t. (41), (42), (54).

Although the feasible set of (P2) is convex, the objective func-
tion is non-convex. Therefore, (P2) is non-convex problem
which is challenging to be solved.

The main idea of our proposed algorithm to solve (P2) is a
little different from the approach employed for (P1). Due to
the long-term power constraint, (P2) cannot be decomposed
into individual subproblems and solved directly. Instead,
we first transform (P2) into a sequence of convex problems
based on the concave-convex procedure. Then, the long-term
power constraint is tackled by the Lagrange dual variable.
Since all the constrains are short-term now, the optimization
problem is decomposed into individual subproblems. Finally,
these convex subproblems are solved for each fading state.

1) REPRESENT Q2
(
p(v),q(v)

)
AS THE

DIFFERENCE-OF-CONVEX STRUCTURE
To solve (P2), we define two auxiliary functions as follows

D2 (p(v), q(v)) = E
[
(1− w) log2(1+ p|h1|

2
+ qη|h2|2)

−we
1

qη|h2|
2 Ei(−

1

qη |h2|2
) log2 e

]
, (55)
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H2 (q(v)) = (w− 1)E
[
log2(1+ qη|h2|

2)
]
. (56)

H2 (q(v)) in (56) is convex, and D2 (p(v), q(v)) in (55) is
concave. Then Q2 (p(v), q(v)) can be represented as the
difference-of-convex structure

Q2 (p(v), q(v)) = D2 (p(v), q(v))+ H2 (q(v)) , (57)

and we can solve (P2) via the concave-convex procedure.

2) ADOPTING THE CONCAVE-CONVEX PROCEDURE
Denote

[
p(i)(v), q(i)(v)

]
as the initial resource allocation pol-

icy at the i-th iteration. Then (P2) can be solved by the
following sequence programming

(P2− i) :
[
p(i+1)(v), q(i+1)(v)

]
= arg max

p(v),q(v)
Q̂2 (p(v), q(v))

s.t. p(v) ≥ 0, ∀v (58a)

0 ≤ q(v) ≤ p(v), ∀v (58b)

E[p(v)] ≤ PLT, (58c)

where

Q̂2 (p(v), q(v))

= D2 (p(v), q(v))+ Ev

[
q(v)H ′2

(
q(i)(v)

)]
= D2 (p(v), q(v))+

w− 1
ln 2

Ev

[
η|h2|2 q(v)

1+ q(i)(v)η|h2|2

]
. (59)

Apparently, (P2-i) is convex optimization problem, and can
be solved by using Lagrange dual decomposition.

3) SOLVE (P2-i) BY DUAL DECOMPOSITION
It is noted that in (P2-i), only the power constraint in (58c) is
LT while all the other constraints are ST. We introduce the
Lagrange dual variable λ (λ ≥ 0) associated with the LT
power constraint. The Lagrangian of (P2-i) can be written as

L
(
p(v), q(v), λ

)
= Q̂2

(
p(v), q(v)

)
− λ

(
Ev[p(v)]− PLT

)
.

(60)

Then the Lagrangian dual function is given by

G(λ) = max
p(v),q(v)

L
(
p(v), q(v), λ

)
s.t. (58a), (58b),

and the dual problem is accordingly defined as

(P2− i′) min
λ≥0

G(λ). (61)

It can be verified that the duality gap is zero, and thus solving
(P2-i’) is equivalent to solving the original problem (P2-i).

Next, we focus on obtaining G(λ) with some given λ. After
G(λ) is obtained for all the fading states, the minimization of
G(λ) in (P2-i’) can be resolved efficiently via the ellipsoid
method [35], of which we omit the details here for brevity.

Fig. 5. Illustration of the feasible region of (P3).

4) DECOMPOSE (P2-i’) OVER DIFFERENT FADING STATES
Proposition 3: The dual function G(λ) can be obtained by

solving following subproblem for particular fading state:

(P3) max
p,q

Q3(p, q) , D̄2(p, q)+ H3(q)− λp

s.t. p ≥ 0,

0 ≤ q ≤ p,

where

D̄2(p, q) = (1− w) log2(1+ p|h1|
2
+ qη|h2|2)

−we
1

qη|h2|
2 Ei(−

1

qη |h2|2
) log2 e, (62)

H3(q) = (w− 1)
η|h2|2q

1+ q(i)η|h2|2
log2 e. (63)

Proof: See Appendix C.

5) SOLVE (P3) FOR PARTICULAR FADING STATE
(P3) is convex, but it does not have a closed-form solution due
to the exponential integral in D̄2(p, q). The feasible region
of (P3) is illustrated in Fig. 5 according to the constraints
p ≥ 0 and 0 ≤ q ≤ p. Then, we have the following
proposition.
Proposition 4: Suppose [p̂, q̂] is the solution to the follow-

ing unconstrained optimization problem:

p̂, q̂ = argmax
p,q

Q3(p, q), (64)

[p̂, q̂] is the solution to (P3) if point [p̂, q̂] is located in the
feasible region. Otherwise, the solution to (P3) should be
located on the boundaries of the feasible region.

Proof: The proof is straightforward based on the convex
optimization theory [32], and thus is omitted here.

Based on Proposition 4, a two-step approach to solve (P3)
is presented as follows.
Step I: Solving the unconstrained optimization problem

p̂, q̂ = argmax
p,q

Q3(p, q) , D̄2(p, q)+ H3(q)− λp. (65)

From (63), we have

∂H3(q)
∂q

= (w− 1)
η|h2|2

1+ q(i)η|h2|2
log2 e, (66)

which is irrelevant to q. Then, p̂ and q̂ is given in the following
theorem.
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Theorem 4: q̂ can be obtained by solving following
equation:

∂D̄2(p, q)
∂q

∣∣∣∣
q=q̂
= (1− w)

η|h2|2

1+ q(i)η|h2|2
log2 e. (67)

Then p̂ can be obtained via following expression:

p̂ =
1
|h1|2

(
1
λ
(1− w)|h1|2 log2 e− q̂η|h2|

2
− 1

)
. (68)

Proof: See Appendix D.
From (62), we have

∂D̄2(p, q)
∂q

=
(1− w)η|h2|2

(1+ p|h1|2 + qη|h2|2) ln 2

+
w

η|h2|2q2 ln 2

[
e

1
η|h2|

2qEi(−
1

η|h2|2q
)+ η|h2|2q

]
.

(69)

Substituting (68) into (69), ∂D̄2(p,q)
∂q can be written as

∂D̄2(p, q)
∂q

=
λ|h2|2

h21
+

w
q ln 2

+
w

η|h2|2q2 ln 2
e

1
η|h2|

2qEi(−
1

η|h2|2q
). (70)

∂D̄2(p,q)
∂q in (70) is monotonic decreasing function of q. Thus,

equation (67) can be efficiently solved via the bisearch
algorithm.
Step II: Checking the feasible region.
From Proposition 4, if [p̂, q̂] is located in the feasible

region, the optimal solutions for (P3) is

p? = p̂, (71)

q? = q̂. (72)

Otherwise, p? and q? should be obtained on the feasible
region boundaries. From Fig. 5, there are two cases to be
discussed.
• Boundary q = 0 and p ≥ 0:
In this case, we have

Q3(p, 0) = D̄2(p, 0)+ H3(0)− λp

= (1− w) log2(1+ p|h1|
2)− λp. (73)

By solving maxp≥0 Q3(p, 0), we have

p̂1 =
(

1
|h1|2

(
(1− w)|h1|2

λ ln 2
− 1

))+
. (74)

• Boundary q = p and p > 0:
In this case, we have

Q3(p, p) = D̄2(p, p)+ H3(p)− λp, (75)

and we need to solve maxp≥0 Q3(p, p). From (62),
we have

∂D̄2(p, p)
∂p

Algorithm 2 The Concave-Convex Procedure for Solv-
ing (P2)
Input: channel coefficients h1 and h2 for each fading state,

LT power constraint PLT.
1: Initialize the resource allocation policy with p(0)(v) =
q(0)(v) = PLT. The threshold constant is set as ε = 10−4.
Let i = 0.
Repeat

2: Transform (P2) into (P2-i) using p(i)(v) and q(i)(v).
3: Initialize the Lagrange dual variable λ = λ0 and j = 0;

Repeat
4: Solve (P3) for all the fading states given λ.
5: Update iteration index j = j + 1.
6: Update λ = λj via the sub-gradient method.

Until
∣∣G(λj)− G(λj−1)

∣∣ < ε.
7: Update p(i+1)(v) and q(i+1)(v) according to the solutions

of (P2-i).
8: Update iteration index i = i+ 1.

Until Q2
(
p(i)(v), q(i)(v)

)
−Q2

(
p(i−1)(v), q(i−1)(v)

)
< ε.

Output: p(v) = p(i)(v) and q(v) = q(i)(v).

=
(1− w)

(
|h1|2 + η|h2|2

)(
1+ p

(
|h1|2 + η|h2|2

))
ln 2

+
w

η|h2|2p2 ln 2

[
e

1
η|h2|

2pEi(−
1

η|h2|2p
)+ η|h2|2p

]
,

(76)

which is monotonic decreasing function of p. Then the
first-order derivative of Q3(p, p) is

∂Q3(p, p)
∂p

=
∂D̄2(p, p)
∂p

+
∂H3(q)
∂q

∣∣∣∣
q=p
− λ, (77)

where ∂H3(q)
∂q is shown in (66) which is a constant. There-

fore, ∂Q3(p,p)
∂p is also monotonic decreasing function of p.

Suppose p̂2 satisfies
∂Q3(p,p)
∂p

∣∣∣
p=p̂2
= 0. p̂2 is the solution

of maxp>0 Q3(p, p), which can be solved efficiently via
the bisearch algorithm.

In the end, if Q3(p̂1, 0) ≥ Q3(p̂2, p̂2), we have p? = p̂1 and
q? = 0; otherwise, we have p? = p̂2 and q? = p̂2.
We summarize the above concave-convex procedure based

algorithm for (P2) in Algorithm 2.

V. NUMERICAL RESULTS
In this section, several numerical examples are presented to
evaluate the achievable rates of both the primary transmis-
sion and backscatter transmission with the proposed resource
allocation strategies. All the channels involved are assumed
to be Rayleigh fading, and the channel power gains are expo-
nentially distributed. It is noted that this assumption does not
affect the structure of the problem studied and the solution
obtained. For ease of notation, the ergodic rates for primary
and BD transmissions are denoted by Rs and Rc, respectively,
in this section. In addition, all the simulation results are
obtained by averaging over 105 channel realizations.
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Fig. 6. Achievable rate tradeoff when PST = 10 dB, PLT = 10 dB,
η = −20 dB and N = 50.

Fig. 7. Convergence behavior of the proposed algorithm for the parasitic
setup using the same simulation conditions of Fig. 6.

A. RATE REGION AND CONVERGENCE
BEHAVIOR ANALYSIS
Fig. 6 shows the ergodic achievable rate tradeoff between the
primary and backscatter transmissions in the symbiotic radio
system by increasing w from 0 to 1, in which P ST = 10
dB, PLT = 10 dB, η = −20 dB and N = 50. Since w is
the weighting factor for Rc, a larger value of w will render a
higher Rc. Also, it is shown that, in all curves, Rs decreases
with the increase of Rc. Hence, it is impossible to improve
bothRs andRc simultaneously, even for the commensal setup.
In addition, we observe that the dynamic range of Rc for the
commensal setup is much smaller than that for the parasitic
setup. This is because, to increase Rc, only the transmit power
can be adjusted for the commensal setup. However, both the
transmit power and reflection coefficient are optimized for
the parasitic setup.

It is worth noting that, we have derived the optimal
resource allocation policy for the commensal setup. For the
parasitic setup, however, due to the non-convex structure of

Fig. 8. The achievable rates vs ST power constraint PST when η = −20 dB
and N = 50. (a) Primary transmission. (b) Backscatter transmission.

the problem in (P1) and (P2), only suboptimal solutions can
be obtained by using the proposed algorithm. To evaluate
the convergence speed of the proposed algorithm, we present
Fig. 7 for the parasitic setup under the same simulation condi-
tions of Fig. 6. It can be observed that the algorithm converges
within 3 iterations. Meanwhile, since all the sub-problems
in every iteration are convex, the time complexity of the
proposed algorithm is polynomial. In practice, for the symbi-
otic radio system, a look-up table for the resource allocation
policy can be pre-stored for different channel realizations, and
the look-up table needs to be updated only when the large-
scale fading changes sufficiently.

B. IMPACT OF TRANSMIT POWER CONSTRAINTS
The achievable rates of the primary transmission and
backscatter transmission with respect to the ST power con-
straints are illustrated in Fig. 8(a) and Fig. 8(b), respectively,
for η = −20 dB and N = 50. To evaluate the impact of
BD on Rs, we provide a baseline for the pure primary system
cases, i.e., when BD transmission is shut down, in Fig. 8(a).
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Fig. 9. The achievable rates vs LT power constraint PLT when η = −20 dB
and N = 50. (a) Primary transmission. (b) Backscatter transmission.

As expected, for the commensal setup, the achieved Rs is
slightly better than the baseline, since the backscatter link
provides an additional beneficial signal path for primary
transmission. Meanwhile, for the parasitic setup, Rs is lower
than the baseline, since the backscatter transmission inter-
feres the primary transmission. Comparing Fig. 8(a) and
Fig. 8(b), we can see that the parasitic setup may achieve
higherRc than the commensal setupwith a slight performance
degradation of Rs, when a proper w is chosen. For example,
by setting w = 0.5, Rc for the parasitic setup increases more
than 4 times than that for the commensal setup, while Rs
decreases less than 10%.

Fig. 9 illustrates the achievable rates of the two trans-
missions with respect to the LT power constraints for η =
−20 dB and N = 50. For the commensal setup, we consider
w = 0 and w = 1 for resource allocation which focus
on Rs and Rc, respectively. For the parasitic setup, w =
0.5 and w = 1 are considered, and in this setup, BD is
shut down when w = 0. It is seen that, the performance

Fig. 10. The achievable rates vs the backscatter loss η when PST = 10 dB,
PLT = 10 dB and N = 50. (a) Primary transmission. (b) Backscatter
transmission.

gap between the curves for different weights decreases as
the increase of PLT. This is because, the water-pouring gain
from resource allocation over different fading states becomes
smaller for high SNR region [36]. Besides, by comparing the
two figures, we also observe that a higher Rc renders a lower
R s, which is consistent with the observations in Fig. 6 and
Fig. 8. In addition, the parasitic setup with w = 0.5 performs
quite well, which achieves a high Rc with only a slight loss
of Rs.

C. IMPACT OF BACKSCATTER LOSS FACTOR
Finally, Fig. 10 illustrates the impact of η on the achievable
rates for both ST and LT power constraints when PST = 10
dB, PLT = 10 dB and N = 50. It is seen from Fig. 10(a)
that, Rs in commensal setup increases as η increases. This
coincides with our proposition that the backscatter signal
provides a beneficial signal path for the primary transmission.
However, for the parasitic setup, different phenomenon is
observed when w = 1. Under ST power constraint, we can
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see that Rs decreases as η increases. This is because, for this
case, the optimal solution is α = 1 and P = PST, and a
stronger backscatter signal results in stronger interference to
the primary transmission. On the other hand, Rs increases as
η increases under LT power constraint. We conjecture that,
in this case, the objective is to maximize Rc, and higher trans-
mit power will be allocated to the fading state with higher
backscatter channel power gain. As a result, Rs may not nec-
essarily decrease, since the transmit power and the strength
of interference both increase. These simulation results imply
that, even for the parasitic setup, the enhancement of the
backscatter signal may also benefit the primary transmission
using the proposed power allocation strategy. In Fig. 10(b),
it is seen that, when η increases, Rc increases for all the
simulated cases as the backscatter link becomes stronger. We
also observe that, the parasitic setup with w = 1 achieves
higher Rc than the commensal setup.

VI. CONCLUSION
In this paper, we investigate the resource allocation prob-
lems for symbiotic radio system when the channel fading is
considered. Two practical transmission setups are proposed
to overcome the spectrum growth phenomenon. One is the
commensal setup, and the other is the parasitic setup. Then,
the ergodic weighted sum rate of the primary and backscatter
transmissions is maximized by jointly optimizing the transmit
power of the primary transmitter and the reflection coefficient
of the backscatter device. Both short-term and long-term
transmit-power constraints are considered. Optimal solutions
for the commensal setup are derived via standard convex opti-
mization procedure. Suboptimal solutions of the non-convex
optimization problem for the parasitic setup are derived via
the concave-convex procedure. Simulation results have been
given to evaluate the performance of the proposed resource
allocation policies for different scenarios.

APPENDIX A
PROOF OF PROPOSITION 1
From (16), Rs can be written as

Rs =
∫
∞

0
log2(1+ Px)fκ1 (x) dx

= log2(1+ P|h1|
2)+

∫
∞

0
log2(

1+ Px
1+ P|h1|2

)fκ1 (x) dx.

(78)

Denote Z =
∫
∞

0 log2(
1+Px

1+P|h1|2
)fκ1 (x) dx. When P approaches

to infinity, we have

Z =
∫
∞

0
log2(

1
1+ P|h1|2

+
Px

1+ P|h1|2
)fκ1 (x) dx

≈

∫
∞

0
log2(

x
|h1|2

)fκ1 (x) dx. (79)

From (15), fκ1 (x) =
1

αη|h2|2
e
−
|h1|

2
+x

αη|h2|
2 I0

(
2|h1|
αη|h2|2

√
x
)
. Let θ =

κ1
αη|h2|2

. The PDF of θ is

fθ (x) = e
−( |h1|

2

αη|h2|
2+x)I0(2

√
x
|h1|2

αη|h2|2
). (80)

From [37], it is known that, supposing a random variable
V following standard non-central chi-square distribution with
2-degree of freedom whose PDF is

fv(x) = e−(ε
2
+x)I0(2ε

√
x), (81)

the expected value of the logarithm of V is

E[lnV ] = ln(ε2)− Ei(−ε2). (82)

Then, based on (81) and (82), we have

E[ln θ ] = ln(
|h1|2

αη|h2|2
)− Ei(−

|h1|2

αη|h2|2
). (83)

Substituting θ = κ1
αη|h2|2

, (80) and (83), Z in (79) becomes:

Z =
∫
∞

0
log2(

αη|h2|2x
|h1|2

)fθ (x) dx

= log2(
αη|h2|2

|h1|2
)+

∫
∞

0
log2(x)fθ (x) dx

= −Ei(−
|h1|2

αη|h2|2
) log2 e. (84)

Finally, substituting (84) into (78), we have

Rs ≈ log2(1+ P|h1|
2)− Ei(−

|h1|2

αη|h2|2
) log2 e, (85)

and Proposition 1 is thus proved.

APPENDIX B
PROOF OF PROPOSITION 2
From (49), we have D1(q) = (1 − w) log2(1 + p?|h1|2 +
qη|h2|2)+ wRc. Thus the first-order derivative of D1(q) is

D′1(q) =
(1− w)η|h2|2

(1+ p?|h1|2 + qη|h2|2) ln 2
+ w

∂R c

∂q
. (86)

Then, the first-order derivative of Q̄1(q) in (52) is

Q̄′1(q) = D′1(q)+ a
(i)

=
(1− w)η|h2|2

(1+ p?|h1|2 + qη|h2|2) ln 2
+ w

∂R c

∂q
+ a(i). (87)

Apparently, the first term in (87) is monotonically decreasing
function of q. Next, we focus on the second term.
From (40) and (44), the first-order derivative of Rc with

respect to q can be represented in a closed-form by using∫
∞

0
xe−%x
x+1 dx = e% Ei(−%)+ 1

%
[38, eq. (3.353.5)]:

∂Rc
∂q
=

∫
∞

0

η |h2|2 x log2 e

1+ qη |h2|2 x
e−xdx

=
log2 e
η|h2|2q2

[
e

1
η|h2|

2qEi(−
1

η|h2|2q
)+ η|h2|2q

]
. (88)

Hence, ∂Rc
∂q is also the monotonically decreasing function of

q, and the proposition is proved.
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APPENDIX C
PROOF OF PROPOSITION 3
From (60), L

(
p(v), q(v), λ

)
can be represented as

L
(
p(v), q(v), λ

)
= Q̂2

(
p(v), q(v)

)
− λE[p]+ λPLT. (89)

Substituting (59) into (89), we have

L
(
p(v), q(v), λ

)
= D2 (p(v), q(v))

+E [H3 (q)− λp]+ λPLT. (90)

Then, substituting (55) into (90), we obtain

L
(
p(v), q(v), λ

)
= E

[
D̄2 (p, q)+ H3 (q)− λp

]
+ λPLT

= E
[
Q3 (p, q)

]
+ λPLT. (91)

Therefore, the dual function G(λ) can also be represented
as

G(λ) = E
[
max
p,q

Q3 (p, q)
]
+ λPLT

s.t. (58a), (58b).

Since the constraints in (58a) and (58b) are short-term,
the above G(λ) can be decomposed into individual subdual-
functions for each fading state, and the proposition is proved.

APPENDIX D
PROOF OF THEOREM 4
Since Q3(p, q) is convex function, p̂ and q̂ should satisfy

∂Q3(p, q)
∂p

∣∣∣∣
p=p̂
= 0, (92a)

∂Q3(p, q)
∂q

∣∣∣∣
q=q̂
= 0, (92b)

respectively. The partial derivative ofQ3(p, q) with respect to
p is

∂Q3(p, q)
∂p

=
∂D̄2(p, q)
∂p

− λ

= (1− w)
|h1|2

1+ p|h1|2 + qη|h2|2
log2 e−λ. (93)

Substituting (93) into ∂Q3(p,q)
∂p

∣∣∣
p=p̂
= 0, we have

p̂ =
1
|h1|2

(
1
λ
(1− w)|h1|2 log2 e− q̂η|h2|

2
− 1

)
. (94)

Thus, equation (68) is proved.
In addition, the partial derivative of Q3(p, q) with respect

to q is

∂Q3(p, q)
∂q

=
∂D̄2(p, q)
∂q

+
∂H3(q)
∂q

. (95)

Thus ∂Q3(p,q)
∂q

∣∣∣
q=q̂
= 0 can be written as

∂D̄2(p, q)
∂q

∣∣∣∣
q=q̂
= −

∂H3(q)
∂q

∣∣∣∣
q=q̂
. (96)

Substituting ∂H3(q)
∂q in (66) into (96), equation (67) is

obtained.
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