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ABSTRACT Brain cancer classification is an important step that depends on the physician’s knowledge
and experience. An automated tumor classification system is very essential to support radiologists and
physicians to identify brain tumors. However, the accuracy of current systems needs to be improved for
suitable treatments. In this paper, we propose a hybrid feature extraction method with a regularized extreme
learning machine (RELM) for developing an accurate brain tumor classification approach. The approach
starts by preprocessing the brain images by using a min–max normalization rule to enhance the contrast
of brain edges and regions. Then, the brain tumor features are extracted based on a hybrid method of
feature extraction. Finally, a RELM is used for classifying the type of brain tumor. To evaluate and compare
the proposed approach, a set of experiments is conducted on a new public dataset of brain images. The
experimental results proved that the approach is more effective compared with the existing state-of-the-art
approaches, and the performance in terms of classification accuracy improved from 91.51% to 94.233% for
the experiment of the random holdout technique.

INDEX TERMS Brain tumor classification, hybrid feature extraction, NGIST features, PCA, regularized
extreme learning machine.

I. INTRODUCTION
Brain is the management center in the human body. It is
responsible to execute all activities throughout a large number
of connections and a huge number of neurons. Brain tumor is
one of the most serious diseases, occurred due to an abnormal
growth of cells in the brain, affecting the functions of the
nervous system. There are different types of brain tumors,
which can be either malignant or benign. The early stage of
tumor detection depends on the physician’s knowledge and
experience, making the patients have a chance to recover his
life and survival [1]. An automated classification system of
brain tumors is an effective tool for supporting the physi-
cians to follow a successful treatment option. Such system
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uses the images captured by magnetic resonance (MR) imag-
ing devices, which are widely used by the radiologists of
brain diagnosis [2]. In recent years, several studies have
been proposed and different automated systems have been
developed for detecting and classifying brain tumors using
MR images. For instance, Sompong and Wongthanavasu [3]
proposed a method for brain tumor segmentation based on
a hybrid of fuzzy c-means algorithm and cellular automata.
In this method, the seed-growing problem of segmentation
methods is solved by using a new similarity function with a
gray level co-occurrence matrix (GLCM) and evaluated on
BraTS2013 dataset. Sehgal et al. [4] proposed an automated
method for detecting brain tumor based on image segmenta-
tion and tumor extraction. The authors utilized the circularity
feature and the area to extract the tumor from segmented brain
images. The authors validated their methods by comparing
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their segmented images with the ground truth images and
achieved an average of 0.729 (i.e., 72.9%) similarity. In [5],
the authors developed a semi-automatic technique for MR
brain image segmentation based on human interaction to
generate a feature map from MR images and used it to
initialize the active contour model for segmenting the region
of interest (ROI) area. Overlap index parameter and Jaccard
coefficient are used to compare the results with ground truth
ROI images, which are manually segmented from the orig-
inal images. Praveen and Agrawal [6] proposed a multi-
stage approach which detects brain tumor from MR images
using a set of steps, including image preprocessing through
cropping, noise reduction, scaling, and histogram equaliza-
tion; feature extraction using histogram and GLCM tech-
niques; and classification using random forest (RF) classifier.
A dataset of 120 patients are utilized to test this approach and
they achieved 87.62% of classification accuracy. In another
work [7], the authors proposed a wavelet-based method to
extract features from MR images. In this method, segmen-
tation of brain MR images was performed using a Markov
random field (MRF) model. Abbasi and Tajeripour [8] pre-
sented an automatic detection method to detect brain tumor
from 3D images. The ROI was segmented from the image’s
background using bias field correction and histogram match-
ing. After that, the RF method was used for brain tumor
detection. This method was evaluated using the BRATS
2013 dataset. Classification of brain tumors from computed
tomography (CT) images using deep learning methods such
as multiple convolutional neural networks (CNNs) with dis-
crimination method [9], [10] and single CNN method [11]
have also been proposed. In [12]–[14], the authors intro-
duce a CNN architecture to classify brain tumors. In this
architecture, CNN extracts the features from the pixels of
input brain image through two main operations: convolu-
tion and pooling. Recently, Ari and Hanbay [15] proposed
a deep learning method to classify brain tumor either to
malignant or benign using extreme learning machine local
receptive fields (ELM-LRF). This method was evaluated on a
dataset that consists of images collected from sixteen patients.
Among them images of nine patients were used for train-
ing and seven patients were used for testing. Even though
deep learning methods improve the classification of brain
tumors, they need a large amount of training samples and
a high cost of computation, and they take a long time for
training [16].

Regularized Extreme learning machine (RELM) is a clas-
sification and regression method, used in many applications
due to its ability to overcome some disadvantages related
to the backpropagation method [17]. The speed of training
and low complexity makes the RELM advantageous over the
other classifiers.

The main contributions of this work are outlined in the
following lines:
• We propose an automatic approach for brain tumor clas-
sification in order to aid the radiologists and physicians
in order to identify the type of brain tumors.

• We propose a novel and effective hybrid feature method
referred to as PCA-NGIST that uses Normalized GIST
descriptor with PCA to extract the significant features
from brain images without using any kind of image seg-
mentation. It should be noted that, image segmentation
methods are affected by changes in illumination and
shadowing leading to inaccurate results in brain tumor
classification.

• We use a RELM classifier due to its regularization prop-
erty to reduce the overfitting problem and its speed for
training.

• We optimize the parameters of the proposed approach
using a grid search algorithm.

• We evaluate the proposed approach using a new public
dataset of brain images and compare with the state-of-
the-art approaches on the same dataset.

The rest of the paper is organized as follows: proposed
approach is given in Section II, experiments and discussions
are reported in Section III, and finally a conclusion is sum-
marized in Section IV.

II. PROPOSED APPROACH
In this section, we describe the proposed approach. Our
approach consists of three steps: (A) Brain image prepro-
cessing, (B) Brain feature extraction, and (C) Brain tumor
classification. The input of the approach is the brain images
and the output is the respective type of the brain tumor.
Figure 1 shows the flowchart of the proposed approach. The
details of the steps of our proposed approach are described in
the subsections below.

A. BRAIN IMAGE PREPROCESSING
Brain image preprocessing is an important step, which has
a positive effect on the result of brain image analysis and
the quality of brain feature extraction. After reading the
input brain images, these images have large values which
are outside of the range [0, 255], including negative values.
Therefore, this step in our approach transforms the brain
images into intensity brain images in the range [0, 1] by using
a min-max normalization rule as given in the equation below:

f (x, y) =
f (x, y)− Vmin
Vmax − Vmin

(1)

where f (x, y) represents each pixel in the brain image, Vmin
and Vmax are the minimum value and maximum value in the
image (f ).

As a result, the contrast of brain edges and regions will be
enhanced and improved. Figure 2 shows an example of the
input and output of this step.

B. BRAIN FEATURE EXTRACTION
1) GIST DESCRIPTOR
GIST is a feature descriptor, first proposed by Olive and
Torralba [18] for scene classification. It defines the scene
features based on the spatial envelope (low dimensional rep-
resentation) of the image [18]. These features represent the
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FIGURE 1. Proposed approach flowchart.

FIGURE 2. The input and output of image preprocessing step;
(A) An input image of brain raw data values and (B) An output image of
brain data intensity values.

dominant spatial structure of the image which are computed
by convolving the input image with Gabor filter at m scales
and n orientations, generating m × n filtered images of the
same input image size; then, dividing each filtered image into
4x4 grid; after that, computing the average value within each
grid; and finally, concatenating the 4x4 grid averaged values
of allm×nfiltered images, producing in a total ofm×n×4×4
GIST feature vectors.

2) HYBRID PCA-NGIST METHOD
The hybrid PCA-NGIST is a PCA-based normalized
GIST feature extraction method which combines the PCA
method with GIST descriptor after normalizing it using
L2 norm. Normalized GIST (NGIST) descriptor is an
improved version of traditional GIST descriptor, proposed
by Gumaei et al. [19], [20]. The NGIST can solve the prob-
lem of changes in images’ illumination and shadowing by

normalizing them using L2 norm. It can be defined as a low
dimensional representation, used to summarize the orienta-
tions and scales of images, providing a rough description
of normalized features without using any form of segmen-
tation [18]. While the PCA is a common feature extraction
and reduction method, exploited to generate a new compact
set of significant features from the original GIST features,
preserving the classification step from overfitting problem.
The PCA-NGIST method computes the GIST features from
the brain images and finds the eigenvectors of these features
that have the highest eigenvalues, then projects them into a
new feature subspace equal or less dimensions.

Suppose that f (x, y) is a 2DGabor filter of the brain image
at m scales and n orientations, computed as:

f (x, y)=
(

1
2πσxσy

)
exp

[
−
1
2

(
x2

σ 2
x
+
y2

σ 2
y

)
+2π jωx

]
(2)

where ω is a radial frequency of Gabor filter, j is a complex
number equals

√
−1, and σx and σy are the complete and non-

orthogonal basis of Gabor filter [21].
By using the 2D Gabor filter function f(x, y), the Fourier

function transform F(u, v) can be written as follows:

F (u, v) = exp

{
−
1
2

[
(u− ω)
σ 2
u

2
+

v2

σ 2
v

]}
(3)

where the σu and σv can be calculated as:

σu =
1
2
πσx and σv =

1
2
πσy (4)

Considering f (x, y) is a mother function of Gabor wavelet
transform, the dictionary of Gabor filter is derived by setting
up the orientation (θ ) and scaling factor (δ) parameters as:

fmn (x, y) = δ−mf
(
x
′

, y
′
)
, (5)

where δ > 1, m and n are integer numbers that represents the
scale number and orientation number, θ = nπ/N and x

′

, y
′

are computed as:

x
′

= δ−m (xcosθ + ysinθ) (6)

y
′

= δ−m (−xsinθ + ycosθ) (7)

where we consider O is the number of orientations and
compute the value of θ as θ = nπ/O. The scale δ−m in
Eq. (4), (5), and (6) is designed to make the energy more
independent [21].

To extract brain features, four scales and eight orientations
of Gabor filter are applied on brain images. Consequently,
we get a 32 of brain images which will be divided into a
4× 4 blocks. Then, the average intensity value of each block
is computed to get a GIST feature vector (G) that contains a
total of 8×4×4×4 = 512 features [18]–[20]. For obtaining
the normalized GIST (NGIST), the feature vectors (Gi) will
be normalized based on L2 norm to mitigate the changes in
shadowing and illumination as follows:

Gi =
Gi√∑512
j=1 |Gi|

2
(8)
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Supposing that T is a matrix of N × 512 contains a
set of NGIST brain feature vectors (Gi). For reducing the
redundancy among these feature vectors, a PCA is adopted
as unsupervised learning algorithm to compute the matrix
of selected eigenvectors (EV512×K). These eigenvectors will
be used later to project TN×512 into a new compact feature
matrix, YN×K by the following equation [22]:

YN×K = TN×512 · EV512×K (9)

The steps of PCA algorithm to calculate the EV512×K are
given in the following: Suppose that L is number of brain
tumor classes in training dataset (T ) of N NGIST vectors
{G1,G2, · · · ,GN , where Gi ∈ RealNumber ; each training
vector belongs to a class j ∈ {1, 2, · · · ,L}. The covariance
matrix is defined as:

S =
1

N − 1

∑N
i=1

(
Gi − Ḡ

)
· (Gi − Ḡ)

T (10)

where Ḡ is the average of all training data vectors and
calculated as:

Ḡ =
1
N
∑N

i=1
Gi (11)

The K eigenvectors (EV 512×K) can be selected from the
original eigenvectors matrix (EV 512×512) corresponding to
the top K eigenvalues resulted from the decomposition of
covariance matrix (S), which represented as follows:

EV 512×K = EV (i, j), (12)

where i = 1..., 512 and j = 1...,K.

C. BRAIN TUMOR CLASSIFICATION
Brain tumor classification is the final step of the proposed
approach, that is used to identify the type of brain tumor
based on the RELM classifier. RELM is a feedforward neu-
ral networks (FNNs), composed of input and output layers,
as well as a single hidden layer. Initializing the weights and
biases of the input layer is randomly selected before going
to compute the weights of the output layer [23], [24]. The
concept of ELM to classify multiclass problem is introduced
by Huang et al. [25] in more detail. In this step and during the
training phase, the RELM classifier model is trained on the
brain features obtained from the previous step. Subsequently,
the trained RELM model is utilized to classify the type of
brain tumor in an effective manner. Algorithm 1 illustrates
the input and output of this step.

III. EXPERIMENTS AND DISCUSSIONS
A. DATASET
The dataset used in this study provided by Cheng [26], [27].
It contains 3064 brain tumor MRI images. The images
were taken from 233 patients at different planes: transverse
plane, lateral plane, and frontal plane. These images were
grouped into three sets: 994 axial images, 1025 sagittal
images, and 1045 coronal images. There are three types
of brain tumors in the dataset: meningioma (1426 images),

Algorithm 1 Brain Tumor Classification
Input: Parameters,

Training dataset and testing dataset of extracted brain
features,
Training labels.

Output: Testing labels (lj)
Begin
1. Training-phase:
1.1. Weights and biases initialization
1.1.1. Selecting randomly the weights (wi) and biases (bi) of

the inputs (xi) for the RELM’s input layer
1.2. Matrix computation
1.2.1. Calculating the hidden layer matrix (H ) using

Eq. (13) as bellow:

H =

 g (w1.x1 + b1) · · · g (wM .x1 + bM )
... · · ·

...

g (w1.xN + b1) · · · g (wM .xN + bM )


N×M
(13)

1.2.2. Calculating the weight and target matrices (β and T )
using Eq. (14).

β =

 β
T
1
...

βTM

 and T =

 t
T
1
...

tTN

 (14)

2. Testing-phase:
2.1. Matrix computation
2.1.1. Calculating the hidden layer matrix (Ĥ ) using Eq. (13).
2.1.2. Computing the output weights using Eq. (15).

β̂ = (HTH + λI )
−1
HTT (15)

2.1.3. Computing the output matrix (Oj) using Eq. (16).

Oj = Ĥ β̂ (16)

2.1.4. Finding the testing class label (lj), where j ∈ L and L
is the number of classes by using Eq. (17).

lj = arg
j∈L

max
(
Oj
)

(17)

Return Testing labels (lj)
End

glioma (708 images), and pituitary (930 images). Each image
contained an original size of 512 x 512 in pixels. The
owner of this dataset organized the brain images, labels,
patient ID, tumor mask images, and tumor border coordinates
in MATLAB data format. Examples of the dataset images are
shown in Figure 3.

B. PARAMETER SETTINGS
There are some parameters of the proposed approach that
need to be initialized. During the experiments, the values of
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FIGURE 3. Example of brain T images tacken from the dataset;
(A) - (B) Meningioma brain tumor; (C) - (D) Glioma brain tumor;
and (E) - (F) Pituitary brain tumor.

TABLE 1. Parameter settings.

these parameters are selected using the grid search algorithm
and our knowledge in image processing andmachine learning
fields. Table 1 states the parameter values that were used in
our experiments. As mentioned above, some parameters of
the approach were chosen empirically. For example, we ran
the experiments using different number of eigenvectors and
RELM’s hidden nodes and then selected the number of eigen-
vectors which produces an optimal representative features
and the number of RELM’s hidden nodes that achieves a high
accuracy.

C. EXPERIMENTAL RESULTS
Anumber of experiments are conducted based on holdout and
5-folds cross validation techniques. In the holdout technique,
we divided the dataset into two sets: a training set which

contains 70% of the dataset, and a testing set that contains
30% of the dataset. On the other hand, in the 5-folds cross val-
idation, the dataset is divided into five sets; one of them
is selected for testing and the remaining four sets are used
for training, and this is done for five times. For evaluation,
the confusionmatrices of the actual and classified brain tumor
classes are computed among the testing phase.

FIGURE 4. results of confusion matrices; (A) A confusion matrix of
PCA-NGIST with RELM (EVS = 50) - (B) a confusion matrix of PCA-NGIST
with RELM (EVS = 150); (C) a confusion matrix of PCA-NGIST with
RELM (EVS = 250); AND (D) A confusion matrix of PCA-NGIST with
RELM (EVS = 350).

Figure 4 shows the confusion matrices of brain tumors
classification obtained using different Eigenvectors (EVs) of
PCA for the holdout technique.

From these matrices, the accuracy results are calculated
as:

Accuracy =
(TP+ TN )

(TP+ FP+ TN + FN )
(18)

where FP and TP represent false and true positive rates;
FN and TN denote false and true negative rates.

Figure 5 demonstrates the accuracy results of brain tumors
classification at different numbers of EVs and RELM’s
hidden nodes.

From the Figure 5, we notice that the best EVs value is
equal to 350. Therefore, this value will be fixed and selected
to represent the significant extracted features from brain
images.

In the Figure 6, we see the performance of PCA-NGIST
with RELM classifier compared to the other related
approaches. We also noticed that the classification perfor-
mance in terms of accuracy using NGIST descriptor is better
than the classification accuracy of using GIST.
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FIGURE 5. Example of brain T images tacken from the dataset;
(A) - (B) Meningioma brain tumor; (C) - (D) Glioma brain tumor;
and (E) - (F) Pituitary brain tumor.

FIGURE 6. Example of brain T Images tacken from the dataset;
(A) - (B) Meningioma brain tumor; (C) - (D) Glioma brain tumor;
and (E) - (F) Pituitary brain tumor.

FIGURE 7. Example of brain T images tacken from the dataset;
(A) - (B) Meningioma brain tumor; (C) - (D) Glioma brain tumor;
and (E) - (F) Pituitary brain tumor.

Another experiment is also done using the 5-folds cross
validation method. The classification accuracies for the five
different testing sets are in the range between 91.667% and
94.935% and with average accuracy is 92.6144%. The con-
fusion matrix which has maximum classification accuracy is
shown in Figure 7.

TABLE 2. Comparison of brain tumor classification accuracy using the
proposed approach against using the state-of-the-arts.

To evaluate the proposed approach, Table 2 lists the clas-
sification accuracy of our proposed approach against that of
using the state-of-the-art approaches.

We can see that the classification accuracy achieved using
our proposed approach is better than the accuracy of using the
state-of-the-arts techniques (e.g., CNN, SVM-RBF, and NB).
The reason for this improvement in classification accuracy
is due to the ability of extracting the influential features in
decrementing the type of brain tumors using the novel hybrid
feature extraction method.

IV. CONCLUSIONS AND FUTURE WORK
This paper introduced an effective brain tumor classification
approach which has three main steps. At first, brain images
are transformed into intensity values using a preprocess-
ing step. Then, the most important features are extracted
using a novel and efficient hybrid method, referred to
as PCA-NGIST. Finally, brain tumors are classified using
RLEM classifier.

Classification accuracy of the proposed approach is eval-
uated and compared using a new public dataset of brain
tumor images. This dataset contains 3064 brain images with
three types of brain tumors, taken from 233 patients. The
experiments are performed using holdout (70% training and
30% testing) and 5-folds cross validation techniques.

The experimental results demonstrated that the accuracy
of the proposed PCA-NGIST feature extraction method is
better than using PCA-GIST, GIST, NGIST methods. Addi-
tionally, the results showed that the proposed approach
attained high classification rates compared with the state-
of-the-arts. We plan to apply the proposed approach in
order to solve another biomedical classification problem
and perform a comparative study on other machine learning
classifiers.
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