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ABSTRACT In recent years, e-learning systems such as massive open online courses (MOOC) have been
widely employed in academic institutions and have shown its power in enhancing the students’ learning
ability. Automatic detection and classification of knowledge points in lecture video would significantly
enhance the performance of the online learning platform. Most of the previously presented approach for
knowledge discovery focused on the text and audio documents, whereas the identification of knowledge
points in videos still remains a challenge. To bridge this gap, we proposed a novel convolutional neural
network which was designed for the characteristics of lecture video. It could both extract the temporal–
spatial and semantic information from the multimedia record. To evaluate the performance of the proposed
technique, we conducted comparison experiments between the state-of-the-art methods and ours. The
experimental results demonstrated that the presented approach outperformed the state-of-the-art techniques
and could be potentially invaluable for the accurate discovery of knowledge points within videos.

INDEX TERMS Knowledge acquisition, machine vision, neural network, optimization.

I. INTRODUCTION
Knowledge discovery has become a popular technique used
for recognition and identification of productive information
in various applications including bio-informatics [1], health-
care [2], data mining [3], and criminal investigation [4].
Meanwhile, a great deal of techniques have been presented to
deal with the requirements of educational environments like
E-Learning system, Massive Open Online Course (MOOC),
and Modular Object-Oriented Dynamic Learning Environ-
ment (Moodle). To extract the knowledge from interac-
tion of students with the e-learning system like Moodle,
Lara et al. [5] proposed the use of knowledge discovery
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in databases (KDD). It could construct historical reference
models of the students dropped out of and completed the
course while the models would be exploited to discriminate
one single student within the dropout or non-dropout group.
Alfonseca et al. [6] presented a framework for establishing
online information systems for linear texts in electronic for-
mat by using Adaptive Hypermedia and Natural Language
processing algorithms. Guruler et al. [9] employed a decision
tree classification algorithm to explore the meaningful pat-
terns in large amount of University students data. Afterward,
the influence factors including income level and type of
registration to the University were revealed to be related to
the students’ success.

The currently presented knowledge discovery techniques
have shown their performance in various types of information
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management systems. However, most of them focused
on extracting the information from text documents [6],
whereas still failed in dealing with multimedia data, e.g.,
audio and video recordings. To transform large amount
of raw data into useful information, data mining (DM)
had been widely applied in cardiology and shown its
benefits both for the patients, cardiologists, and nurses.
Kadi et al. [7] presented a systematic review for the knowl-
edge discovery in cardiology. Totally, 149 articles pub-
lished between 2000 and 2015 were selected in their study.
Ramos et al. [8] collected the temperature and relative
humidity data from a part of 24 flats with homogeneous
architecture and constant social strata during the heating
season and a typical summer period. They revealed an
energy poverty pattern that could prove the existence of
discomfort during the heating season based on DM related
techniques.

Meanwhile, deep learning, which has been employed
in various machine learning tasks including image clas-
sification [10]–[13], image segmentation [14]–[16], image
registrations [17]–[19], and video classification [20]–[22].
Among the state-of-the-art deep learning network architec-
tures, the convolutional neural network (CNN) is widely
conceived as one of the most vital one especially for feature
extraction and classification. However, it remains a chal-
lenge to disclose the knowledge points from multimedia
records.

Bearing the above analysis in mind, we propose a novel
CNN architecture trained by 16,332 images along with the
audio records, which were both sampled from 72 hours of
lecturing video clips belonging to two different courses. The
proposed CNN model is in the form of typical multi-channel
structure. And each couple of the collected image and sound
could be simultaneously fed into the presented CNN. Initially,
the parameters including the convolution kernels and the
pooling layers in the image channel and audio channel were
trained by using the corresponding types of data, respectively.
Thus, the output of the presented CNN model could be split
into two parts with partial overlapping, which contained the
shared information between the image and audio data in the
same lecture video. And we assumed that the knowledge
should be discovered in the shared portion of the output layer.
To eliminate the likelihood of over-fitting and decrease the
scale of the global parameters in the proposed CNN, we also
introduced a constraint on the mutual information of two
types of data. To produce the accurate outcome, we leveraged
the alternate minimization approach to iteratively optimize
presented objective function both in the training and testing
procedures.

To validate the availability of the proposed method,
we conducted comparative experiments on the collected sam-
ples between state-of-the-art techniques and the proposed
approach. Experimental results demonstrated that the pre-
sented CNN architecture’s superior performance over the
state-of-the-art techniques. Generally, this study offers at
least three contributions as follows.

. A novel CNN architecture was proposed to extract the
shared information between the sampled pair of image and
audio data from the same video clips

. We proposed a novel loss function for optimizing the pre-
sented CNN. It could simultaneously implement the max-
imization of intra-class similarity and the minimization
of inter-class similarity for the classification of knowl-
edge points and non-knowledge ones. Through integrating
the softmax loss function and the proposed loss function,
the presented algorithm had produced the highly discrimi-
native subset of features to enhance the classification accu-
racy.

. Experiments on the practical data samples has demon-
strated that the proposed technique is an potentially valu-
able tool for knowledge discovery in video with an impres-
sive superiority.

The remainder of this paper is organized as follows. in
Section II, We review the related work of deep learning tech-
niques on video classification. In Section III, we present the
details of the presented approach. We report the experimental
results in Section IV and conclude in Section V.

II. RELATED WORK
Since visual and audio modalities are significantly correlated
with each other, the information extracted from one modality
could be exploited to improve the recognition of the other
type of modality. Plenty of CNN-based techniques have been
applied in fusing the visual and audio recordings for auto-
mated identification of video content.

As one promising solutions for speech recognition, Noda
et al. [25] introduced an audio-visual speech recognition
(AVSR) system especially useful for the noisy audios. They
firstly presented that the appropriate selection of features was
vital for sufficiently good performance. This study presented
a hidden Markov model (HMM) technique for AVSR with
noisy input. One deep denoising auto-encoder was used for
extracting the audio features. Then, a CNN was exploited
to extract visual features from the input images. In the final
phase, a multi-stream HMM was used to integrate the audio
and visual information.

To address the practical scene understanding task, Kojima
et al. [26] presented a robot system by combining both the
audio-visual and text information. The proposed technique
focused on the information extraction relative to cooking
scenes and included one CNN and one HMM.

To obtain the automatic prediction of continuously emotion
states through the appropriate features, Basnet et al. [23]
investigated the statistical performance of various features
extracted from different convolutional neural networks. They
proved that the features with minimal redundancy and maxi-
mal relatedness could be conserved by using feature selection
paradigm, such as mutual information. The performance of
frame-wise speculation of emotional state with the moderate
length features was evaluated on spontaneous and naturalis-
tic conversation between humans. Their experimental results
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showed that the proposed framework could be exploited to
classify the emotion state and outperformed the state-of-the-
art visual-audio classification algorithms.

Hou et al. [24] proposed a speech enhancement technique
for reducing the noise in speech data. Since the previous
techniques focused on the audio format. Inspired by multi-
modality learning and wide applications of CNN, the authors
presented an audio-visual deep CNN. It incorporated both the
audio and visual information into one unified architecture.
They also proposed a multi-task learning structure for estab-
lishing the association between audio and visual data within
the output layer. Generally speaking, the multi-channel CNN
first handled the audio and visual input separately and inte-
grated at the output layer. An end-to-end strategywas adopted
and the parameters were optimized by using back propagation
mechanism.

III. METHODOLOGY
In recent years, audio-visual recognition has achieved sig-
nificant enhancement with the applications of deep learn-
ing mechanism especially CNN. Inspired by the application
of CNN, we propose one CNN-based knowledge discovery
algorithm for lecturing videos. The details of the proposed
technique are listed as follows.

A. NETWORK ARCHITECTURE
For the audio-visual recognition applications, CNN-related
technique usually employ a multi-channel network structure
and entails three primary elements differing from the other
instances of CNNs, which are weight sharing, local receptive
field (LRF), and pooling operator. CNN prefers the local
information rather than the global ones. It arises from the sim-
ilarity with human eyeballs that could capture the local area
of the images through confining every neuron in the brain,
which only relates to its neighboring neurons. Furthermore,
the shared weights between different neurons significantly
correlates to local information within the image. Pooling
layers is primarily leveraged to reduce the extracted feature
dimension. For instance, only the maximal value is taken as
the outcome for each feature map for max-pooling layer.

To address the challenge of knowledge discovery in lec-
ture videos for online education platforms, we propose a
novel CNN architecture. The proposed CNN architecture
and its parameters were firstly trained on the publicly avail-
able audio-visual datasets presented in [23]–[26]. Then,
the CNN framework was fine-tuned with the manually col-
lected images and audio recordings. As shown in Fig. 1,
the proposed CNN contains 7 convolutional layers with
7 max-pooling layers and 2 fully-connected (FC) layers for
each input pair of image and audio data.

This multi-channel CNN architecture has 2 separate input
channels and they shared the same setting of parameters
including feature maps. As shown in Fig. 1, the visual stream
is fed into the top channel and the audio stream is fed into the
bottom channel. After the data has been input into the CNN,
7 continuous convolutional layers and 7 supporting max-

pooling layers are used to extract both the shared information
from the input audio-visual data and the unique features from
each input stream. Since the two channels are the same as
each other, we only supply the details of one channel as
following. To note that all of the strides for the convolutional
layers are 2.
• One convolutional layer (24 19 × 19 kernels) with its
matched max-pooling are presented to deal with the
input data (audio or visual).

• One convolutional layer (24 17 × 17 kernels) with its
matched max-pooling are presented.

• One convolutional layer (48 15 × 15 kernels) with its
matched max-pooling are presented.

• One convolutional layer (96 13 × 13 kernels) with its
matched max-pooling are presented.

• One convolutional layer (192 11 × 11 kernels) with its
matched max-pooling are presented.

• One convolutional layer (384 9 × 9 kernels) with its
matched max-pooling are presented.

• One convolutional layer (512 7 × 7 kernels) with its
matched max-pooling are presented.

• There are two FC layers (with 1024 neurons) and the
ReLU operators at the end of the proposed CNN.

B. LOSS FUNCTION
Commonly, the softmax loss function, which has been widely
exploited by various CNNs, could be formulated as:

Ls =
m∑
i=1

log
eW

T
yi
Xi+byi∑n

j=1 e
W T
j Xi+bj

(1)

where Xi ∈ Rd represents the extracted feature correspond-
ing to the ith input data belonging to the category of yith .
Wj ∈ Rd denotes the column jth of the matrix W ∈ Rd×n

at the second FC layer and b ∈ Rn denotes the error. And m
stands for the batch size and n is the identity’s quantity.

Assume that Ik and Il is the input image and audio signal,
respectively. The entire feature extraction procedure could be
formulated as:

Xi = C(Ii, θi)(i ∈ {k, l}) (2)

whereC(.) denotes the convolution operator for extracting the
features,Oi represents the output features, and θ stands for the
set of parameters including the weights in the feature maps
within the proposed CNN architecture. To note that there are
both the unique and shared parts of the audio and visual input.
Therefore, we introduce U , Vk , and Vl as the feature vectors
to denote both the unique and shared feature subsets in the
output feature vector within the output layer, and this process
could be formulated as:

Fi =
[
Fshare
Funique

]
=

[
SXi
UiXi

]
(i ∈ {k, l}) (3)

where SXi denotes the sharing between audio and visual
input and UiXi, i ∈ {k, l} denotes the unique feature from
each input channel. To make use of the mutual information

VOLUME 7, 2019 33959



J. Lin et al.: Automatic Knowledge Discovery in Lecturing Videos via Deep Representation

FIGURE 1. The proposed CNN architecture. The max-pooling layers are used to reduce the dimensionality of the initially extracted features and avoid
over-fitting. Both the features from the audio signals and the corresponding visual parts could be jointly acquired from the unique and shared parts in
the output layer.

between the shared and unique information, we introduced
one mutual information regularized term combined with the
original softmax loss. It could be formulated as:

L (F, c, θ, S,U ) =
∑

i∈{P,Q}

softmax(Fi, c, θ, S,Ui)

s.t. MI (S,Ui) = 0 (i ∈ {k, l}) (4)

where c denotes the category of the discovered knowledge
(knowledge or non-knowledge) and MI (.) [28] is used to
calculate the mutual information of the input audio-visual
data.

C. OPTIMIZATION
According to the Lagrangian multiplier(s), the output of the
proposed CNN could be expressed as the following objective
function.

L (F, c, θ, S,Ui) =
∑
i∈{k,l}

softmax(Fi, c, θ, S,Ui)

+ λ
∑
i∈{k,l}

MI (S,Ui) (5)

where λ denotes the trade-off parameter used to balance the
weights of softmax loss and the presented MI loss. We then
leveraged the alternating minimization algorithm as well as
back-propagation strategy to optimize the objective function,

iteratively. Notable that the gradients of S and Ui could be
expressed as:

∂L

∂S
=

∑
i∈{k,l}

∂softmax(Fi, c, θi, S,Ui)
∂S

+

∑
i∈{k,l}

∂MI (S,Ui)
∂S

(6)
∂L

∂Ui
=

∑
i∈{k,l}

∂softmax(Fi, c, θi, S,Ui)
∂Ui

+

∑
i∈{k,l}

∂MI (S,Ui)
∂Ui

(7)

where the values of all of the variables should be optimized
by using alternating minimization algorithm at a level of γ .

θ (t+1) = θ (t) − γ
∂L

∂θ (t)
(8)

S(t+1) = S(t) − γ
∂L

∂S(t)
(9)

U (t+1)
i = U (t)

i − γ
∂L

∂U (t)
i

(10)

We initialized the parameters including the feature maps
with random values.

IV. RESULTS AND DISCUSSION
To evaluate the performance of the presented CNN architec-
ture, we conducted comparing experiments on the manually
collected dataset between state-of-the-art CNNs and ours.
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FIGURE 2. Performance of the proposed CNN with different λ.

Both the experimental results and the analysis are described
in the following.

A. DATASET
We firstly trained the proposed CNNmodel with the publicly
available presented in [23], [25], and [26], we also collected
16,322 lecture images and the corresponding audio streams
to train our proposed CNN. The images and audio signals
were collected from 72 hours of lecture video clips at one
online learning platform. Furthermore, we leveraged the data
augmentation techniques to increase the diversity of the raw
material including both the images and audio signals since
the performance of CNNs heavily rely on the input amount
of data samples. Generally, we enlarged the input data with
image translation and audio signal segmentations. After-
wards, the images are resized from 1600×900 into 512×512
with overlapping. It is notable that the preprocessing was
implemented by using Matlab 2013b.

B. THE CHOICE OF λ

To find the optimal value of the trade-off parameter in Eq. (5),
we firstly conducted the classification experiments with dif-
ferent settings of λ from 0 to 1 with step of 0.01, and the
results is shown in Fig. 2.

Notable, the accuracy performance is the optimal when λ
is set at 0.3 while it is worse no matter if the value of λ is
greater or less than 0.3. Therefore, we set λ as 0.3 in the
training, testing, and evaluation procedures of the proposed
CNN architecture.

C. TRAINING AND EVALUATING
We labeled the audio-visual samples as knowledge and
non-knowledge according to the inner content, respectively.
In general, we chose 60 percent of the samples into the
training set, 30 percent into the evaluation set, and the other
samples in the testing set. The proposed CNN framework was
fine-tuned with back propagation mechanism. The practical
execution was implemented on high performance Graphics
Processing Unit (GPU) and the deep learning platform Ten-
sorflow. For the Tensorflow system, the learning rate is set

TABLE 1. Face verification performances on LFW. (the entries in the
column images represent the number used to train the face verification
methods, respectively).

at 0.01. It took 104 iterations at most and each iteration was
about 0.2 seconds.

D. EXPERIMENTS
To evaluate the performance of the proposed mutual informa-
tion loss based CNN, we conducted the comparison experi-
ments between the state-of-the-art techniques [23], [25], [26]
and ours on our manually sampled dataset.

As shown in Table. 1, the proposed technique achieved
superior performance over the state-of-the-art audio-visual
recognition techniques, while the number of loss functions
used in the training of the presented CNN is two and the
number of loss functions used in the other techniques is one.

E. ANALYSIS
From the comparing experimental results on the manually
collected data samples, we could notice the availability of the
introduced mutual information regularization term. Through
incorporating both the shared information from the input
audio-visual data streams and unique information extracted
from each input channel, the combined loss function could
produce better accuracy over the single softmax loss function.
We also revealed that the shared information could reveal
knowledge that can be discovered from the lecturing video.

The proposed CNN could significantly improve the clas-
sification of knowledge discovered from the data through
combing both the softmax and MI. To note that we also
conducted the comparing experiments on different values of
λ in Eq. (5), which is leveraged to implement the trade-off
between the softmax and MI loss. The experimental results
demonstrated that the optimal value of λi should be set at 0.3.
Since the introduced MI loss could bring about the comple-
mentary information from both the audio-visual pairs.

V. CONCLUSION
The accurate recognition of the difference between knowl-
edge points and non-knowledge points in lecture videos is
an potentially valuable tool for supporting the teachers and
students. A large amount of studies have been carried out for
this task and have shown their usefulness in the classification.
However, most of the state-of-the-art techniques focused on
the text document instead of the multimedia data. Therefore,
we presented a novel two-channel CNN architecture with one
MI loss function. It offers a unique algorithm in an auto-
matic and non-invasive manner. Within the proposed CNN,
two parameter-sharing channels are presented to address the
visual image and audio signal, respectively.
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This paper offers several contributions. Firstly, a novel
deep CNN was presented to realize the classification of
knowledge and non-knowledge. Then, to our best knowledge
this is the first attempt to introduce the mutual information
loss into CNN architecture. Finally, the proposed CNN out-
performs the state-of-the-art techniques.

In the near future, wewould continue to research on various
types of CNNs and the applications in various applications,
e.g., medical image processing [27], [28].
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