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ABSTRACT High-resolution remote sensing image registration has recently been widely applied in many
fields such as agriculture, forestry, and urban planning. A high-resolution remote sensing image can depict
the texture features of ground details more clearly, but it also brings new challenges to registration such
as texture similarity, image storage space, and image information leakage. In this paper, to solve the above
problems, we propose a finite-state chaotic compressed sensing (CS) cloud remote sensing image registration
method. First, chaotic CS with a finite state not only saves storage space required for an image but also
improves the security of the image in the transmission process. Next, we process the image in the cloud
platform, improve the speed of image processing, and facilitate real-time data processing. Finally, we propose
an improved scale invariant feature transform (SIFT) image registration method based on local and global
information (LG-SIFT) that reduces the impact of texture similarity on high-resolution remote sensing
images. The experimental results show that the runtime of the original processing method is twice as long
as that of the proposed scheme and that the accuracy of registration improves considerably.

INDEX TERMS High-resolution remote sensing image, compressed sensing, finite-state tent chaos, global
context, image registration.

I. INTRODUCTION
The first application of remote sensing image registration
appeared in the military field in the 1970s. Image registration
is the process of overlaying two or more images of the same
scene taken at different times, from different viewpoints,
and/or by different sensors [1]. Recently, it has been applied
in many different fields, such as agriculture, forestry, and
urban planning. For example, with respect to the Wenchuan
earthquake and the Yushu earthquake, local satellite remote
sensing data were acquired for the first time, which provided
a reliable basis for subsequent rescue. With the improvement
of remote sensing image resolution, registration of high-
resolution remote sensing images creates the following new
challenges. Specific performance:
• The spatial information of high-resolution remote sens-
ing images is more abundant. Because the similarity of
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features between near-surface objects is more obvious,
feature matching is easily disturbed by the similarity of
features, which lowers the matching accuracy.

• High-resolution remote sensing images have high spatial
resolution and wide width, which makes image process-
ing difficult and storage inconvenient.

• There is a great deal of important information in
high-resolution images, and information leakage easily
occurs in the process of image transmission.

Currently, there are many related studies on image registra-
tion. Next, we will introduce several representative research
results. In 2004, David L. proposed the scale invariant fea-
ture transform (SIFT) [2], which became a famous point
matching algorithm. SIFT has good matching performance
and has been widely studied for many years. In 2005,
Mortensen et al. [3] proposed a new and improved algo-
rithm for the similarity of local features. By extracting SIFT
feature points and describing the curvature distribution of
SIFT feature points in a shape context, Mortensen combined
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them with SIFT feature descriptors to form a new descrip-
tor. In 2010, Carmichael et al. [4] proposed a similar
global context descriptor for speeded up robust features
(SURFs) and maximally stable extremal regions (MSERs).
In 2015, Kim [5] proposed a local shape context combined
with SIFT descriptors, which are used for local features of a
tattoo object, and a global shape is used for the overall shape
of a tattoo object. Ning et al. [6] presented a feature matching
algorithm based on a partial DAISY descriptor and global
texture information. In 2017, Zhou et al. [7] proposed a global
context verification scheme to filter false matches for copy
detection. Chen et al. [8] proposed a novel similarity metric
based on rotationally invariant regional mutual information
(RIRMI). Similarity to the algorithm before, the similarity
metric based on RIRMI considers not only the spatial infor-
mation, but the effect of the local grey variations and rotation
changes on computing probability density function as well.
In this paper, an improved SIFT image registration method
based on global information is proposed to reduce the texture
similarity of high-resolution remote sensing images.

With the increasing resolution and data volume of remote
sensing images, image processing is becoming increasingly
laborious and inefficient, and the storage space required is
becoming increasingly larger. At the same time, the emer-
gence of cloud computing creates new directions for remote
sensing image processing and storage. With the emergence
of cloud computing, mobile operational devices and 5G
high-speed networks, these emerging technologies are used
in many fields, such as large-scale data computing, updat-
ing, population flow statistics, etc. [9], but they also face
various security threats. Mobile cloud platform information
leakage [10], [11], user privacy information theft [12], and
then mainly for the transmission in the cloud and PC side.
Encryption of image information in process is studied, and a
method of encrypted compression synchronization based on
finite state chaotic compressed sensing is proposed.

Due to their large number of pixels, remote sensing images
should be compressed to reduce communication bandwidth.
In addition, to protect the sensitivity of state and per-
sonal information, some encryption measures need to be
adopted [13]–[17]. Compressed sensing (CS) [18], [19] is a
new signal-sampling paradigm that meets a nearly optimal
Nyquist sampling rate. This technology reduces the sampling
points of traditional signals, such as images and videos,
by utilizing in-natural redundancies. By using CS, the origi-
nal picture can be reconstructed by sampling only a fraction
of the data. Chaotic tent [20] systems have been widely
used in image protection based on their unpredictability and
sensitivity. In an image encryption algorithm based on chaotic
maps, a sensing matrix is generated using chaotic sequences
that uses just a symmetric key. Therefore, many scholars have
conducted in-depth research on CS and chaotic cryptography.

Huang and Sakurai [21] used the characteristics of CS and
proposed a compression-combined digital image encryption
method. However, this type of secret key is too large to
distribute and store. To solve this problem and simultaneously

realize compression and encryption, Zhou et al. [22] pro-
posed a new image compression-encryption hybrid method
by using random measurement matrices. Liu et al. [23]
presented a block compressed sensing (BCS) scheme by
using double random phase encoding (DRPE) to enhance
the security level and increase the performance of CS. This
method is based on random phase encoding in the frac-
tional Fourier domain for each image block. Based on BCS,
Zhang et al. [24] proposed a scalable encryption framework
along with the so-called Sobel edge detector and cascade
chaotic maps. Therefore, based on these methods, we propose
a finite-state chaotic CS method to solve the considerable
storage space problem and simultaneously satisfy security.
In addition, to improve the efficiency of image processing,
we process images on a cloud platform.

The following contents are arranged in four sections.
Section 2 presents the related methodology: CS, chaotic
theory and image registration. We introduce the proposed
scheme in Section 3. Next, we conduct related experiments to
verify the proposed scheme in Section 4. In Section 5, we give
a conclusion about the contribution of this paper.

II. THE RELATED METHODOLOGY
A. COMPRESSED SENSING
CS theory consists of three parts: sparse representation of
signals, sampling of signals and reconstruction of signals.

1) SPARSE REPRESENTATION
Sparse representation of signals is the first step. Signal x is an
N-dimensional vector that can be expressed by a set of linear
combinatorial bases 9 = [91, 92, · · · , 9M ],

x = 9s (1)

where 9 is a random projection (M < N ) dimension and
s is an N-dimensional signal. If there are only K nonzero
elements in the transformation coefficient 9T x or only
K large components are retained, signal x is considered
K-sparse or approximately K-sparse.

2) SAMPLING
Sampling of signals is the second step. If a vector y can be
expressed as:

y = �x (2)

then we regard the random projectionM×N dimension as the
measurement matrix. y is obtained by linear projection of the
signal x diagram, where y is anM -dimensional signal, and�
is a random projection M × N dimension. FIGURE 1 shows
the schematic process of signal sampling compression.

3) RECONSTRUCTION
The signal reconstruction algorithm is the third step and a key
part of CS theory. The problem is how to accurately recover
the original high-dimensional data from the low-dimensional
data. Convex optimization indicates that the objective func-
tion of the optimization problem is a convex function, and
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FIGURE 1. PC client upload to cloud server. PC client can upload
high-resolution remote sensing images to cloud server by route 1, while
PC client can download the processed images from cloud server by
route 2. In this paper, we only focus on route 1.

FIGURE 2. Sampling of compressed sensing.

the constrained variables are valued on the convex set. The
convex optimization problem can be solved globally with
sufficient computing resources, but this kind of method is
often limited by the actual conditions. A nonconvex opti-
mization algorithm has become another research direction
and has high feasibility in practical applications because of
its low time complexity. Many scholars have made many
improvements and optimization based on OMP, for exam-
ple: Wen et al. [25], [26] proposed two optimization algo-
rithm. In this paper, we adopt orthogonal matching pursuit
(OMP) with random measurements [27]. For OMP, random
frequency measurements offer two specific advantages. The
first advantage is that it can compute the maximum correla-
tion between a signal and the columns of the matrix in time
O(d ln d). The second advantage is that the matrix can be
constructed and stored using only O(N ln d) bits because it
is only necessary to choose N rows from a d-row matrix.
• OMP with Gaussian measurements
Fix δ ∈ (0, 0.36) and choose N ≥ [K × m × ln(d/δ)],
and drawN measurement vectors x1, x2 . . . xN which are
independent of the standard Gaussian distribution onRd .
Assume s is an arbitrarym-sparse signal inRd . If the data
{〈s, xn〉 : n = 1, 2, . . .N } is given, OMP can reconstruct
the signal with probability over 1 − 2δ. The constant
satisfies K ≤ 20.

• OMP with admissible measurements
If we take randommeasurements of a sparse signal using
an admissible measurement matrix, then OMP can be
used to recover the original signal with high probability.

Fix δ ∈ (0, 0.36), and choose N ≥ [K × m × ln(d/δ)].
Given the data

v = 0s (3)

OMP can reconstruct a signal with probability exceeding
1 − δ, where K is an absolute constant,s is an arbitrary
m-sparse signal in Rd , and N×d is a random admissible
measurement matrix 0 independent of the signal.

For Gaussian measurements, we obtained more precise esti-
mates for the constant. Therefore, we adopt the OMP with
Gaussian measurements as the reconstruction algorithm.

B. TENT CHAOTIC THEORY
Chaos is a kind of complex dynamical behavior with pseu-
dorandom and finite special properties. The sensitivity of
the initial value and the chaotic parameters are important
properties in the chaotic system. This sensitivity is very
suitable for encryption [28]. Moreover, the chaotic sequence
is suitable for constructing the measurement matrix [29] by
the deterministic method. Therefore, the measurement matrix
can be used as a secret key to encrypt the plain text, which
can simplify the construction process of the measurement
matrix. There are many chaotic systems, such as Chebyshev,
the logistic map and the tent map. Thus, we improve the
method based on the tent map. The skew tent map affects
the global searching capacity and computational efficiency
of the chaos optimization algorithm. First, skew tent map-
ping [30] is a generalized tent map, which is defined as:

fa(x) =


x
a

0 < x ≤ a
x − 1
a− 1

a < x ≤ 1
(4)

The structure of skew tent mapping is simple. Skew tent
mapping can eliminate rounding error in the iteration process
and obtain accurate numeric calculations.

C. IMAGE REGISTRATION THEORY
Currently, there are many methods based on image registra-
tion. According to the different image information used in
the registration process, image registration can be divided
into a region-based registration method and a feature-based
registration method. In this paper, we adopt the feature point.
The method based on feature points selects the corresponding
feature pixels from the reference image and the image to be
registered and judges them according to certain similarity cri-
teria. If the criteria are met, the feature points are determined
as feature point pairs. The similarity of the image is judged
by analyzing the ratio of the correct matching points to the
total matching points. The most famous method is SIFT. It is
a good local image feature method. SIFT consists of four
steps: scale-space extrema detection, keypoint localization,
orientation assignment and keypoint descriptor.

• The first step searches over all scales and image loca-
tions. To be invariant to scale and orientation, SIFT is
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implemented by adopting a difference of Gaussian
function.

• The second step determines location and scale by a
detailed model. Keypoints are selected based on mea-
sures of their stability.

• In the third step, one or more orientations are assigned
to each keypoint location based on local image gradient
directions.

• In the last step, the local image gradients are measured
at the selected scale in the region around each keypoint.

III. THE PROPOSED SCHEME
In this section, we mainly elaborate on the proposed scheme,
which can be roughly divided into three parts. First, we pro-
cess the original image by 8. 8 is a measurement matrix
that is produced by CS and finite-state tent chaos. Therefore,
CS and finite-state tent chaos can run simultaneously. Then
the image can be recovered on the cloud platform by the
same matrix 8. Finally, images extracted at different times
and from different angles are processed by LG-SIFT. The
procedure of the proposed scheme is shown in FIGURE 3 and
FIGURE 4. FIGURE 3 and FIGURE 4 are the compared
schemes, we perform the experiments by these two schemes
on PC and the cloud platform.

FIGURE 3. The procedure of the first compared scheme.

FIGURE 4. The procedure of the second compared scheme.

A. FINITE-STATE TENT CHAOTIC COMPRESSED
SENSING METHOD
CS not only increases efficiency but also simultaneously
encrypts the images. However, the encryption effect is not
sufficient. Chaos is a kind of complex dynamical behavior
with pseudorandom and finite special properties. It is suitable
for encrypting plain text because of its sensitivity. In the paper
‘‘Secure and Energy-Efficient Data Transmission System
Based onChaotic Compressed Sensing in Body-to-BodyNet-
works’’, Peng et al. [31] proposed a method to combine chaos

and CS and fulfill in one step. This method simultaneously
increases efficiency and encrypts the images. It also saves
considerable storage space because it stores just the matrix
seed rather than the whole measurement matrix. However,
in the above method, the chaotic function is a two-to-one
mapping, and there is no one-to-one corresponding inverse
function. The inverse function is not unique and will create
consistency problems during decryption so that the original
cannot be restored. However, chaotic function is complex to
implement. The encryption system of the skew tent mapping
with finite state discretizes the skew tent mapping into one-
to-one corresponding discrete mapping while retaining the
chaotic characteristics of the original tent mapping. Its orbital
sequence can be regarded as a Bernoulli sequence; that is,
it has strong random characteristics. In this case, we propose
an improved method that uses a one-to-one discretization
mapping transformation finite-state method [32]. The finite
state tent is defined specifically as follows: assume M > 2,
defines the following two sets,

P = C = {x; x =
1
m
,
2
m
. . .

m
m
} (5)

and the transformation relation induced by the upper form is
defined as follows:

fa (x) =
|x ′ ∈ P|fa(x ′) < fa(x)|| + 1

M
(6)

B. LG-SIFT
The descriptors fail to consider global context and can pro-
duce ambiguity when matching, especially in texture-similar
regions. In these regions, a detected feature point easily
matches at least two feature points, and mismatches occur.
In the introduction, there are many good methods from differ-
ent angles. Most methods are based on SIFT and global con-
text information. Moreover, by extracting the global context,
the features are robust to texture-similar regions. ‘‘A SIFT
Descriptor with Global Context’’ was the first paper to com-
bine local information and global context. Mortensen pre-
sented a feature descriptor that augments SIFT with a global
context vector. The vector adds curvilinear shape informa-
tion from a larger neighborhood, and it can reduce mis-
matches when multiple local descriptors are similar. In this
paper, we improve the method based on Mortensen’s idea.
We replace the shape context by relative shape context [33]
and give the definition of the similarity matching measure
for the relative shape context descriptor again. Compared
with the shape context, the relative shape context (RSC) has
many advantages, such as translation and rotation invariance.
RSC is also scale invariant because it is not necessary to
calculate the logarithmic distance between pairs of points.
It is also robust to noise without calculating the average
distance between all pairs of points in a point set when the
distance term is regularized. FIGURE 5 and FIGURE 6 are
the explanation of RSC.

Assuming that there are n points in point set P, the RSC of
any point pi relative to any other point pj is Hpi,j (s). A polar
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FIGURE 5. Spatial distribution of relative shape context descriptors.

FIGURE 6. Histogram of point pi relative to pj relative shape context.

coordinate system is established in which, pi is the origin
and vector −→pipj is the positive axis. Hpi,j (s) is a histogram of
the polar angles of the other n-2 points in the point set rela-
tive to the positive direction of the polar coordinate system.
Hpi,j (k) is:

Hpi,j (k)=]{p 6= pi, pj | p, pi, pj ∈ P, 6 pjpip ∈ bin(k)} (7)

where ] is the potential of set P, 6 pjpip expresses anticlock-
wise rotation angle between vector −→pipj and

−→pip. Assume
point set is divided s sections, the degrees of every section
is 4θs = b 360

◦

s c. Therefore, the k-th section is:

bin(k) = [(k − 1)
i
θs, k

i
θs] (8)

1) LG-SIFT DESCRIPTOR
The LG-SIFT descriptor consists of two parts: a vector rep-
resenting local features and a global distribution vector for
removing local similarity features.We define LG-SIFT vector
of this paper as follows:

U =
[
µL
(1− µ)Gθ

]
. (9)

where L is a 128-dimensional local description vector, Gθ is
a 12-dimensional global distribution description vector, µ is
the relative weight factor.

2) THE ESTABLISHMENT OF SIMILARITY MEASURES
According to the RSC, the relative shape context vector
is calculated using χ2 statistics. We construct a similarity

measure as:

dGθ = χ
2
=

1
2

∑
K

(Hpi,k − Hpj,k )
2

Hpi,k + Hpj,k
(10)

where Hpi,j is the RSC of pi relative to pj.

The SIFT description vector is calculated by the Euclidean
distance:

dL = |Li − Lj| =
√∑

K

(Li,k − Lj,k )2 (11)

According to the above definition of LG-SIFT descriptor
construction, the similarity measure is as follows:

dij(k, l) = µd̄L + (1− µ) ¯dGθ (12)

where the relative weight coefficient µ is consistent with the
weight coefficient in the LG-SIFT descriptor.

IV. EXPERIMENTS AND EFFECT
In this section, we perform the related experiments and then
present the performance analysis based on the results of
the experiments. The datasets in the experiments are from
different geographical environments. Our experimental envi-
ronment is an Intel(R) Core(TM) i7-6700 CPU @3.40 GHz
Windows 10. The datasets run onMATLAB (version: 2015b).
In the experiments, to verify the performance of the pro-
posedmethod, three groups of high-resolution remote sensing
images from different satellites, different phases and different
widths are chosen as the test dataset. We name the datasets
m1, m2, m3. Among them, m1 is from the Gaofen-2 satellite
and covers the intersection of the ocean and the land at
the junction. m2, which is from the WorldView-1 satellite,
mainly covers the river area. m3, which is from the High-
resolution 8 satellite and covers farmland.m1 andm2 are used
to determine the effect of LG-SIFT. m3 is used to determine
the effect of our proposed scheme.

A. EFFECT OF RECOVERY
The peak signal-to-noise ratio (PSNR) is the ratio between
the maximum possible power of a signal and the power of
corrupting noise that affects the fidelity of its representation.
It is most commonly used to measure the quality of recon-
structed images, and the higher is better in general scopes.
Considering that many signals have a very wide dynamic
range, PSNR (dB) is usually expressed in logarithmic decibel
scale and calculated via the mean square error (MSE). That is,

PSNR = 10 · log10(
MAX2

MSE
) (13)

MSE =
1

S · R

S∑
i=1

R∑
j=1

[I (i, j)− K (i, j)]2 (14)

where S and R are the numbers of pixels of horizontal
and vertical coordinates of the image, respectively, while
I(i,j) and K(i,j) denote the gray matrices of the original and
the reconstructed images, respectively. The constant MAX
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FIGURE 7. MSE at different compression ratio.

FIGURE 8. PSNR at different compression ratio.

(in this paper 28 − 1) is the maximum possible pixel value
of the image.

Figure 7 is the MSE of data set 2 under different com-
pression ratios. From the above figure, we can see that when
the compression ratio is between 0 and 0.2 MSE changes
significantly, indicating that the image restoration is not ideal.
When the compression ratio is between 0.2 and 0.6, MSE
changes relatively smoothly. When the compression ratio is
between 0.7 and 0.9, the change in the MSE of the image
tends to be gradual, the minimum amplitude, indicating that
the image restoration effect in this compression ratio interval
is better.

The PSNR of two different datasets under different com-
pression ratios is shown in Figure 7. The PSNR between
the compression ratios of 0 and 0.3 is unstable. The com-
pression ratio between 0.3 and 0.7 results in a PSNR that
increases almost linearly. Compared with the range of the
PSNR (approximately 20-25 dB) [34], the peak PSNR in this
paper is 24 -42 dB, which shows that the proposed scheme
has a great improvement in image restoration.

B. EFFECT OF RECOVERY IMAGE
From the MSE, runtime and PSNR, we can obtain a better
recovery effect with a ratio of 0.7, and thus, the experiment is
implemented at a compression ratio of 0.7. We will show the
effect of image histogram and adjacent correlation.

FIGURE 9. Histograms of dataset m1, m2.

1) EFFECT OF HISTOGRAM
An image histogram is a type of graphical representation of
the tonal distribution in a digital image that plots the number
of pixels for each tonal value. It is a very intuitive and popular
tool for evaluating the encryption effectiveness for a specific
image since a viewer can judge the entire tonal distribution at
a glance. Through the analysis of PSNR, runtime and MSE
in 4.1, we use 0.7 as the compression ratio. In this paper,
m1 and m2 are selected as datasets to analyze the histograms
of remote sensing images before and after encryption.

The histograms in the first row are the gray histograms
of the two different datasets used in this part, showing the
gray distribution of the original image pixels. It can be seen
that most of the pixels in the images are less than 125, thus
inferring that the gray level of the original image is dim.
The images in the second row are processed by the scheme
proposed in this paper. It can be seen from the images that the
gray distribution is uniform and that these images are almost
the same, which shows that the scheme proposed in this paper
can be used as it has a better encryption effect on remote sens-
ing images. In general, cryptographic encryption, attackers
can extract the statistical features of plaintext images from
ciphertext images and obtain pixels with obvious features of
the original image.

2) EFFECT OF ADJACENT CORRELATION
Intuitively speaking, a good encryption scheme should map
the pixel distribution of the original signal to approximately
random and uniform distributions as much as possible. There-
fore, adjacency correlation analysis provides us with a way to
evaluate the quality of image encryption.

In our experiments, correlation analysis of adjacent pixels
is shown as FIGURE 10. The first row in the figure is from the
original image correlation scatter plots of different datasets,
and the second row is the encrypted image pixel scatter plot
distribution. From FIGURE 10, we can see that the pixels in
all directions of the original image are linearly distributed,
and the pixel correlation of the image is very strong. The
distribution of the pixels in the encrypted images are con-
fused and random, which indicates that the pixel distribution
correlation of the image is very low, so the encryption scheme
proposed in this paper is effective. We can get the same effect
in FIGURE 11.
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FIGURE 10. Adjacent pixel correlation analysis of dataset m1.

FIGURE 11. Adjacent pixel correlation analysis of dataset m2.

TABLE 1. Correlation coefficients of two datasets from different
orientations.

We randomly select 1600 pixels from rows, columns and
diagonals to calculate their respective correlation coefficients
in Table 1. From the correlation coefficients of the row, col-
umn and diagonal, we can see that the correlation of the orig-
inal remote sensing images is very high, and the correlation
of the encrypted images tends to 0. Therefore, the encryption
scheme proposed in this paper is effective for data.

C. EFFECT OF LG-SIFT
In the following, we compared the performance of
SIFT, SIFT+GC, SIFT+DAISY and the proposed method
(LG-SIFT) for two different high-resolution remote sensing
areas. We use correct matching rates (CMR) and root MSE
(RMSE) as the evaluation criteria. We evaluate the matching
performance for the two experimental environments by com-
paring the CMR of the four methods. The registration results
of different methods in the dataset are shown in Table 2,
and the corresponding visual matching results are shown in
FIGURE 11 and FIGURE 12.

TABLE 2. Matching results of different registration methods on the
dataset m1.

TABLE 3. Matching results of different registration methods on the
dataset m2.

From FIGURE 11, FIGURE 12, TABLE 2, and TABLE 3,
the CMR of the proposed method is higher than that of the
other three methods, and the RMSE is smaller. The local
descriptors are poorly distinguishable due to similar textures.
The SIFT+GC, SIFT+DAISY and LG-SIFT methods con-
sider both local and global information and are robust to dis-
tinguishable texture-similar descriptors; therefore, the match-
ing effect is better. LG-SIFT is the best method because
RSC is translation invariant, rotation invariant, scale invariant
and robust to noise. The experimental results show that the
proposed method can obtain higher CMR and more match-
ing pairs for remote sensing images with intensive similar
textures.

D. COMPARISON OF CLOUD AND PC SERVER
Remote sensing images uploaded to the cloud can perform
a series of operations, such as image fusion, location recog-
nition, and location detection. These operations are based
on accurate image registration, so the registration accuracy
directly affects other subsequent processing. We process the
images uploaded to the cloud. The visual effects and specific
data are shown in FIGURE 14, FIGURE 15 and FIGURE 16.

FIGURE 14 is the runtime of the PC client and cloud
platform on m3 under different compression ratios. From
FIGURE 14, we can see that there is not much difference in
running time when the compression ratio is smaller than 0.5.
When the compression ratio is larger than 0.5, the PC runtime
is longer than that of the cloud platform.

FIGURE 15 is a countryside area that contains many
crops. In this figure, the pair of the second line is the image
deformation of the first line. We compare these two pairs
to check what influence the proposed method would be as
FIGURE 3. Feature points are prone to mismatches because
crops are similar in appearance. Line 1 and Line 2 were
processed by the same method(finite-state tent chaotic CS).
Then, we process the images by LG-SIFT. From FIGURE 15,
the influence of pixel features on the image can be neglected,
which shows the reliability of the proposed scheme.

FIGURE 16 is another experiment. In this experiment,
wematch the original image and the deformed image to check
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FIGURE 12. Visual effects of remote sensing image registration of dataset m1.

FIGURE 13. Visual effects of remote sensing image registration of dataset m2.

what influence would be using the same image as FIGURE 4.
In the first line, we process the original image by finite-state
tent chaotic CS. We do not any process on Line 1, just send it
to the cloud platform. Then, we process these two images by
LG-SIFT. From FIGURE 16, the influence of pixel features
on the image can be neglected, which shows the reliability of
the proposed scheme.

Table 3 and Table 4 are the digital representation of the
countryside area images, which can more intuitively illustrate

TABLE 4. Correct ratio of original image and processed image on
dataset m3.

the loss degree of the proposed scheme to the image features.
I1 and I2 are different images in the same scene. For I1,
the number of match pairs is 1720, the number of correct
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FIGURE 14. Running time at different compression ratio.

FIGURE 15. Visual effects of dataset m3.1 image registration. Line 1 and
line 2 are the different images, which are processed by the proposed
method. Images in line 2 are the transformed by line 1.

TABLE 5. Correct ratio of original image and processed image on
dataset m3.

pairs is 1532, the correct matching rate is 89.07%. For I2,
the number of total pairs is 1318, the number of correct pairs
is 1144, the correct matching rate is 86.82%. I3 and I4 are
different lines in the FIGURE 16. For I3, the number of
match pairs is 1720, the number of correct pairs is 1532,
and the correct matching rate is 89.07%. For I4, the number
of total pairs is 1318, the number of correct pairs is 1144, and
the correct matching rate is 86.82%. The numerical results
show that the proposed compressed and chaotic scheme has
approximately 2% loss on the different images, and most of
the image features are retained. Therefore, the effects are

FIGURE 16. Visual effects of dataset m3.2 image registration. In the first
line, the first image is original image and the second image is the
deformation image on cloud platform. In the second line, the order of
images is the same as the first line, but the images in Line 1 is not
processed by chaos and CS.

good unless we have a high accuracy demand on original
images and processed images.

V. CONCLUSION
Remote sensing image registration has been widely used in
many fields in recent years. However, with the improvement
of the resolution, it also brings new challenges to registra-
tion, such as texture similarity, image storage space, and
image information leakage. In this paper, to solve the above
problems, we propose a finite-state chaotic CS cloud remote
sensing image registration method. First, chaotic CS with
a finite state not only saves image storage space but also
improves the security of the image in the transmission pro-
cess. Then, we process the image in the cloud platform to
improve the speed of image processing, and facilitate real-
time data processing. Finally, we propose an improved remote
sensing image registration method based on local and global
information that reduces the impact of texture similarity
on high-resolution remote sensing images. The simulation
results show that the performance of the proposed scheme
is excellent for runtime and encryption and for matching
accuracy rates.
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