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ABSTRACT The fluctuation of received signal strength (RSS) induced by changing environment is the
main hindrance from practical applications of the fingerprint-based indoor positioning methods. Transfer
learning can mitigate the fluctuation of RSS by transferring knowledge from a source domain (off-line
RSS data) to a target domain (online RSS data). However, the existing transfer learning approaches do
not fully take into account the full constraints in Global and LOcal Structural conSistency (GLOSS), thus
resulting in insufficient knowledge transfer. To overcome the above drawback, we propose a Transferred
knowlEdge-Aided POsiTioning (TEAPOT) approach viaGLOSS constraints in this paper. TEAPOT imposes
the global structural consistency by minimizing the differences between the marginal and conditional
distributions of the source and target domains and maximizing the samples variance in a latent subspace.
Simultaneously, it also imposes the local structural consistency by minimizing within class variance and
maximizing between class variance to retain the source discriminative information and preserving the local
neighborhood relationship by using manifold regularization. Furthermore, a nonlinear TEAPOT is derived
to improve the ability of TEAPOT to alleviate the limitation of linear projection. Compared with the existing
methods, two of our proposed TEAPOT approaches via GLOSS constraints show higher accuracy and better
ability in handling out-of-sample generalization. The experimental results verify that the proposed method
significantly outperforms the existing methods.

INDEX TERMS Indoor positioning, Wi-Fi fingerprint, transfer learning, global and local structural
consistency.

I. INTRODUCTION
Location based services (LBSs) rely on user locations to
deliver context aware functionalities. The position informa-
tion is vital to Internet of Things (IoT), which involves the
extension of the Internet to small and low-cost ‘‘things’’ in
actualizing smart environments in order to provide new ser-
vices to the users [1]–[3]. Global positioning system (GPS)
has been widely deployed in the outdoor environment, but it
performs poorly in the complex indoor environment owing to

The associate editor coordinating the review of this manuscript and
approving it for publication was Kai Yang.

non-line-of-sight transmission between the satellite and the
receiving devices [4]. Hence, indoor positioning research has
attracted much attention in the past two decades [5], [6].

Different wireless indoor positioning systems based
on WiFi, UWB, Bluetooth, etc. have been developed
recently. Among them, the received signal strength (RSS)-
based WiFi indoor positioning is the most viable one
because WiFi has been widely deployed. Generally,
the RSS-based WiFi positioning algorithms can be clas-
sified into geometric-based [6]–[9] and fingerprint-based
algorithms [2], [10]–[13]. The former measures some geo-
metric parameters and then calculates the user’s position
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FIGURE 1. The study of RSS variations. (a) The distributions in different time periods at all grid points. (b) The distributions in different time
periods at the same grid point. (c) The feature space of RSS fingerprints at 3 adjacent grid points.

by geometric principles. However, due to factors such as
multipath fading and non-line-of-sight effects, it is hard
to determine an accurate propagation model in a complex
indoor scenario. Therefore, geometric-based indoor position-
ing algorithms lack accuracy. On the contrary, the fingerprint-
based algorithms do not need to calculate accurate geometric
parameters and can obtain accurate positioning without the
knowledge of the layout of the indoor environment and the
locations of the access points (APs) in advance.

The RSS fingerprint-based WiFi positioning approach
includes two phases: offline and online phases. In the offline
phase, the main work is to construct a fingerprint database.
First, the RSS values of all APs are collected by a smart phone
at each grid point. Then, the RSS values and the coordinate of
the grid point are stored to construct the fingerprint database.
In the online phase, the RSS samples collected from a tar-
get with unknown location are matched with the fingerprint
database to yield a location estimate. Some existing match-
ing approaches, such as RSS direct matching and machine
learning, assume that the offline data and the online testing
data satisfy the same distribution. However, RSS data usually
fluctuate due to changing environment, such as short-term
interference (e.g., walking by a pedestrian) and long-term
interference (e.g., changes of temperature and humidity) [14].
The RSS value measured in real time may significantly devi-
ate from the RSS value previously stored in the fingerprint
database, thus resulting in the severe degeneration of the
positioning performance of RSS based methods.

The fluctuation of RSS will pose statistical variations.
From the global perspective, marginal and conditional dis-
tributions are different, as shown in Figs. 1(a) and 1(b). The
former shows the marginal distribution of RSS values at all
grid points, and the latter shows the conditional distribution
of RSS values at the same grid point, both in different time
periods. They show that the RSS distribution varies greatly
in complex indoor environments as time changes. From the
local perspective, the RSS values received at the same grid
point in the same time period may exist certain discrepancy,
i.e., the RSS data of different labels show poor differentia-
tions, as depicted in Fig.1 (c). Therefore, the conventional
methods show poor adaptivity to changing environment.

Transfer learning methods [15]–[18] have been proven to
be an efficient strategy to mitigate the impact of RSS varia-
tions in lieu of calibration [11]. However, the existing meth-
ods show poor performance in severe RSS variations induced
by changing environment. For example, Pan et al. [16] and
Zou et al. [18] reduced the difference of the marginal distri-
butions between the source and target data by constraining
the global structural consistency to obtain the marginal dis-
tribution adaption. However, they neglect the local structure
consistency because the RSS values in local adjacent grid
points may exhibit certain ambiguity, as depicted in Fig. 1(c).
Manifold regularization [15] can learn a low-dimensional
embedding by constructing a weighted graph to preserve
the local neighborhood relationship, but performs poorly in
reducing RSS variations when the overall distribution may
change, as depicted in Fig. 1(a).

To overcome the above drawback, we propose a Trans-
ferred knowlEdge Aided POsiTioning (TEAPOT) approach
by leveraging the Global and LOcal Structural conSistency
(GLOSS). TEAPOT learns a projection inmapping the source
and target domains into a latent feature subspace by con-
straining both global and local structural consistency. Firstly,
from the perspective of constraining global structural consis-
tency, the difference of the distributions between the source
and target domains in the latent space is minimized; mean-
while, the variance of all the RSS data in the latent space
is maximized, thus making the overall distribution between
the two domains as close as possible and all the RSS data
in the latent space as separable as possible. Furthermore,
from the perspective of constraining local structural consis-
tency, the within class variance is minimized and the between
class variance is maximized, thus making the projection of
samples within the same label as close as possible and the
projection of samples with different labels as far as possible,
respectively; the manifold regularization is adopted to pre-
serve the neighboring relationship between samples. Then,
in the latent subspace, conventional matching or machine
learning algorithm can be used to yield the label (location)
estimates. The key insight of our work is that we propose a
highly efficient knowledge transfer method by constraining
the consistency of global and local structures to improve the

VOLUME 7, 2019 32103



X. Guo et al.: TEAPOT via GLOSS Constraints

positioning accuracy in presence of RSS variation without
any labeled data in the target domain. The proposed method
is validated through extensive experimental results.

Our main contributions are summarized below.

1) Aiming to minimize the difference in statistic charac-
teristics induced by the fluctuation of RSS, we derive
a (linear) TEAPOT method by taking into account of
the constraints in both global and local structural con-
sistency (GLOSS) constraints. GLOSS can improve the
efficiency of knowledge transfer as compared with the
existing transfer learning methods.

2) A nonlinear version of TEAPOT is also derived to
improve the ability of the linear TEAPOT to alleviate
the limitation of linear projection.

3) Aided by the knowledge transferred by using the
GLOSS constraint, the proposed TEAPOT algorithms
show higher accuracy and better ability in handling
out-of-sample generalization without any fingerprint
/hardware calibrations.

4) We validate the performance of our proposed TEAPOT
algorithms from the transductive setting and out-of-
sample setting in dealing with the long term variation
RSS data offered by [19].

The rest of this paper is organized as follows. In Section II,
we first introduce the related works about transfer learning.
In Section III, we formulate the problem of transfer learning
based indoor positioning. Then, we detail our proposed two
TEAPOT algorithms in Section IV. In Section V, we conduct
two experiments to verify the effectiveness of the proposed
methods. Finally, we draw a conclusion in Section VI.

II. RELATED WORK
The traditional WiFi fingerprint based positioning meth-
ods can be normally classified into two categories: the
deterministic-based approaches and the probabilistic-based
approaches. The former are range or proximity based using
the characteristics of the RSS fingerprint, to find the dis-
tance from the mobile device to APs. The widely known
RADAR system [20] is addressed as one of most the rep-
resentative deterministic approaches for the WiFi fingerprint
indoor positioning by selecting theK-nearest neighbor finger-
print samples to estimate the location label. Other advanced
deterministic-based approaches include random forests [21],
neural network [22], and adaboost [13]. The basic idea of
probabilistic-based approaches is to pre-store the RSS dis-
tribution with respect to each hearable AP into a fingerprint
database, and then use it to infer the location estimation. The
Horus system is a representative probabilistic method, which
estimates the user’s location by the Bayesian inference [23].
Note that both kinds of methods assume that the offline RSS
samples and the online testing RSS samples follow the same
distribution. However, in a complex indoor environment,
the offline training data and the online testing data may likely
violate the above assumption due to changing environment.

Transfer learning has been studied extensively in recent
years and applied successfully in many fields [16], [24]–[27].
In indoor positioning, Sun et al. [15] proposed a LuMA
algorithm based on manifold alignment to solve the RSS
variations caused by time changing. Pan et al. [16] pro-
posed a transfer learning method called transfer component
analysis (TCA), which can reduce the difference between
domain distributions and preserve important properties of
domains by maximizing the data variance after projecting
data onto the latent space. Furthermore, a semi-supervised
TCA (SSTCA) method was proposed to preserve the local
neighbor relationship and enhance the dependence between
RSS data and their labels by using manifold regularization
and HSCI criteria. Transfer kernel learning (TKL) [18] learns
a domain-invariant kernel by directlymatching the source and
target distributions in the reproduced kernel Hilbert space,
and the resultant kernel can be used as input for the sup-
port vector regression (SVR) training. In image process-
ing, joint distribution analysis (JDA) [26] improves upon
TCA by jointly adapting both the marginal and conditional
distributions in a principled dimensionality reduction. Bal-
anced distribution adaptation (BDA) [28] adaptively balances
the importance of the marginal and conditional distribu-
tions. Joint geometrical and statistical alignment (JGSA) [27]
learns different projections for the source and target domain
data so that the geometrical and distribution shift are reduced
simultaneously in the projected subspace.

However, most of the above methods cannot fully trade
off the constraints in global and local structural consistency
to reduce the impact of the RSS variations, thus resulting in
insufficient knowledge transfer. Comparatively, our proposed
TEAPOT algorithms can fully take into account of GLOSS
with regard to RSS variations and do not require extra labeled
data in the target domain, thus achieving out-of-sample gen-
eralization.

III. PROBLEM FORMULATION
Assume that there are m APs deployed in an indoor scenario
covered by C grid points. We can construct the RSS finger-
prints ri =

[
r1i , r

2
i , · · · , r

m
i

]T
∈ Rm for i = 1, 2, · · · , ns,

from m APs at all grid points by using a smart phone. ns
is the number of samples, and the corresponding location
labels are represented as ci ∈ {1, 2, · · · ,C}. The offline RSS
fingerprint and its location label are combined into the labeled
data in the source domainDs, i.e.,Ds = {(ri, ci)}

ns
i=1. Assume

that we can obtain some unlabeled data at other time using
a smart phone with unknown location z to form the target
domain, denoted as Dt =

{
r̃j
}nt
j=1.

Mathematically, we can express the source domain asDs =

{X s, cs}, whereX s =
[
rT1 , r

T
2 , · · · , r

T
ns

]T is the fingerprint set,
and cs =

[
c1, c2, · · · , cns

]
is the corresponding label set. The

unlabeled target domain Dt is denoted as Dt = {X t }, where

X t =

[
r̃T1 , r̃

T
2 , · · · , r̃

T
nt

]T
. We assume the feature space and

label spaces in source and target domains are the same, but
the marginal and conditional distributions in both domains
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TABLE 1. List of Notations.

FIGURE 2. The overview of the traditional learning based positioning
framework.

are different, i.e., P(ri) 6= P
(
r̃j
)
, P (ci|ri) 6= P

(
c̃j|r̃j

)
, where

c̃j is the label of the target domain. To ease the understanding,
we summarize some important notations in Table 1.

As we all known, the traditional learning based posi-
tioning framework directly trains a classifier cs = f (X s),
such as K-Nearest Neighbor (KNN) and support vector
machine (SVM) in the source domain Ds and then does the
localization ĉt = f (X t ,X s) based on the trained classifier
by directly using the target domain data Dt without con-
sidering the distribution difference between the source and
target domains, as depicted in Fig. 2. Comparatively, our
proposed TEAPOT positioning framework aims to determine
the labels of RSS vectors in Dt by using the transferred
knowledge from Ds. Specifically, we first learn a projection
matrix A to map X s and X t into the latent feature subspace
(i.e., the embedding data ATX s, ATX t ) by constraining the
GLOSS. Then, in the latent subspace, we train a standard
classifier cs = f

(
ATX s

)
, and then the location label can be

estimated by ĉt = f
(
ATX t ,ATX s

)
, as shown in Fig. 3.

Note that our proposed TEAPOT positioning framework
will show better performance in complex environments
because the transferred knowledge from the source to target
domain by using the GLOSS constraint can mitigate the

FIGURE 3. The overview of TEAPOT positioning framework.

impact of RSS variations to some extent, thus yielding higher
accuracy in positioning performance.

IV. PROPOSED ALGORITHM
In this section, we will detail our proposed (linear) TEAPOT
first, and then derive a nonlinear TEAPOT to alleviate the lim-
itation of linear projection in complex environments. Fig. 4
shows our proposed TEAPOT positioning framework, which
includes two main parts: global structural consistency and
local structural consistency. From the global perspective,
reducing the difference in distributions between domains can
reduce the distance between the sample means of the source
and target data, and variance maximization can make all the
RSS data in the latent space as separable as possible. From
the local perspective, minimizing the within class variance
and maximizing the between class variance can make the
projection of samples within the same label as close as pos-
sible, and the projection of samples with different labels as
far as possible, respectively, and manifold regularization can
preserve the neighbor relationship before and after transfer.
Hence, it is a good strategy to jointly constrain the global and
local structural consistency in reducing the RSS variations in
complex environments.

A. GLOBAL STRUCTURAL CONSISTENCY CONSTRAINT
As depicted in Fig. 4, the distribution difference between
domains and the separability of projected RSS samples
are the two key problems in transferring knowledge from

FIGURE 4. The overview of the GLOSS constraints in our proposed
TEAPOT positioning framework.

VOLUME 7, 2019 32105



X. Guo et al.: TEAPOT via GLOSS Constraints

the source to target domain. Therefore, we must consider
minimizing the distribution difference and maximizing the
variance of all RSS data to impose the global structural
consistency.

The difference of distributions between domains nor-
mally involves the marginal and conditional distributions
[16], [26]–[28]. Owing to changes in the environment,
the RSS value received in most of the location areas may
change from the RSS values previously stored in the fin-
gerprint database. The marginal distribution is different from
previous marginal distribution, i.e., P(ri) 6= P

(
r̃j
)
(e.g. Gaus-

sian distribution with different means). In addition, the dis-
tribution of RSS values corresponding to the same grid point
has also changed, thus resulting in the conditional distribution
difference, i.e. P (ci|ri) 6= P

(
c̃j|r̃j

)
. Therefore, we need to

reduce the marginal and conditional distribution differences
between domains simultaneously.

1) MARGINAL DISTRIBUTION ADAPTATION
To measure the distance between two distributions, there
exist many criteria, such as Kullback-Leibler (KL) diver-
gence. However, most of them are parametric or need an
intermediate density estimate. Maximum mean discrepancy
(MMD) criteria [25] is a nonparametric and effective distri-
bution distance estimator, which is based on the reproduced
kernel hilbert space (RKHS) to estimate the distance between
distributions. Therefore, we can use the MMD criterion to
measure the distribution distance between domains. We first
consider reducing the marginal distribution difference P(ri)
and P

(
r̃j
)
between domains by the MMD criterion as follows∥∥∥∥∥∥ 1

ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

∥∥∥∥∥∥
2

=Tr
(
ATXM0XTA

)
, (1)

where Tr (·) is the trace operator andM0 is the MMD matrix
given by

(M0)ij =


1
n2s
, xi, xj ∈ Ds

1
n2t
, xi, xj ∈ Dt

−1
nsnt

, otherwise

. (2)

The derivation process of Eq. (1) has been proven in [16]
and [28]. By minimizing Eq. (1), we can reduce the marginal
distribution difference between domains to mitigate the
impact of the RSS variation to some extent.

2) CONDITIONAL DISTRIBUTION ADAPTATION
Conditional distribution difference is an another key metric
to measure the distribution difference [26]. Owing to the
lack of true location labels of the samples in the target
domain, we cannot directly match the conditional distribution
P (ci|ri) ,P

(
c̃j|r̃j

)
between domains. Long et al. [26] mini-

mized the class conditional distribution discrepancy between
P (ri|ci) and P

(
r̃j|c̃j

)
according to the sufficient statistics

when sample sizes are large. They calculated P
(
r̃j|c̃j

)
by iter-

atively updating the pseudo labels of the target data predicted

by a classifier trained on the source domain. Here, we also
use this strategy to minimize the conditional distribution
difference as∥∥∥∥∥∥∥

1

n(c)s

∑
xi∈D(c)

s

AT xi −
1

n(c)t

∑
xj∈D(c)

t

ATxj

∥∥∥∥∥∥∥
2

= Tr
(
ATXMcXTA

)
, (3)

where c ∈ {1, 2, · · · ,C} is the location label. D(c)
s and

D(c)
t denote the samples belonging to the grid point c in the

source and target domains, respectively. n(c)s =
∣∣∣D(c)

s

∣∣∣ and
n(c)t =

∣∣∣D(c)
t

∣∣∣ denote the numbers of samples belonging to

D(c)
s and D(c)

t , respectively. The MMD matrixMc is given as
follows [26]

(Mc)ij =



1
n(c)s n(c)s

, xi, xj ∈ D(c)
s

1
n(c)t n(c)t

, xi, xj ∈ D(c)
t

−1
n(c)s n(c)t

,

{
xi ∈ D(c)

s , xj ∈ D(c)
t

xi ∈ D(c)
t , xj ∈ D(c)

s

0, otherwise

. (4)

Byminimizing Eq. (3), the conditional distribution difference
between domains can be reduced under the new representa-
tion Z = ATX . Furthermore, we can trade off the importance
of the marginal and conditional distributions based on appli-
cation requirements. Specifically, we use a balance factor µ
to trade off the importance of the two distributions:

µ

C∑
c=1

∥∥∥∥∥∥∥
1

n(c)s

∑
xi∈D(c)

s

AT xi −
1

n(c)t

∑
xj∈D(c)

t

AT xj

∥∥∥∥∥∥∥
2

+ (1− µ)

∥∥∥∥∥∥ 1
ns

ns∑
i=1

AT xi −
1
nt

n∑
j=ns+1

AT xj

∥∥∥∥∥∥
2

= Tr
(
ATXMXTA

)
,

(5)

where µ ∈ [0, 1], and the matrixM can be expressed as

M = (1− µ)M0 + µ

C∑
c=1

Mc. (6)

Hence, by minimizing Eq. (5), the marginal and conditional
distribution differences can be reduced simultaneously, where
the importance of the two distributions is treated differently.

The RSS variations can be alleviated by reducing the
marginal and conditional distribution differences to some
extent. To further impose the global structural consistency,
we also need to maximize the variance of all RSS data, thus
making the projected RSS data as separable as possible.

3) VARIANCE MAXIMIZATION
Given the projection matrix A, the covariance matrix of the
projected samples can be expressed as ATXHXTA, where
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H = In − (1/n)11T is the centering matrix, In ∈ Rn×n is
the identity matrix, and 1 ∈ Rn is the column vector with all
ones [16]. Hence, the variance maximization can be achieved
as follows

max
A

Tr
(
ATXHXTA

)
. (7)

Therefore, by minimizing Eq. (5) and maximizing Eq. (7),
we can reduce the distribution difference between domains
and preserve the separability of projected RSS samples to
impose the global structural consistency.

B. LOCAL STRUCTURAL CONSISTENCY
Unlike the global structural consistency which considers the
overall statistics of the data on the latent space, local struc-
tural consistency imposes the relationship between the data
and their labels as well as geometrical relationship when
transferring. Among the local structural consistency, source
discriminative information and neighborhood preservations
are the two efficient strategies in transfer learning. The former
can be realized by minimizing the within class variance and
maximizing the between class variance, and the latter can be
obtained by manifold regularization.

1) SOURCE DISCRIMINATIVE INFORMATION PRESERVATION
In source discriminative information preservation, the pro-
jections of samples within the same label should be as close
as possible; on the contrary, the projections of samples with
different labels should be as far as possible. Minimizing the
within class scatter and maximizing the between class scatter
are the two efficient strategies in scatter component analysis
to measure the discriminative information [29]. Therefore,
we preserve the source discriminative information by using

min
A
Tr
(
ATSwA

)
(8)

and

max
A

Tr
(
ATSbA

)
, (9)

where Sw is the within class scatter matrix and Sb is the
between class scatter matrix of the source domain data, which
are computed as

Sw =
C∑
c=1

X (c)s H(c)
s

(
X (c)s

)T
(10)

and

Sb =
C∑
c=1

n(c)s
(
m(c)s − m̄s

)(
m(c)s − m̄s

)T
, (11)

respectively, where X (c)s ∈ Rm×n(c)s is the set of source sam-

ples belonging to the label c. H(c)
s = I(c)s −

1
n(c)s

1
(c)
s

(
1
(c)
s

)T
is the centering matrix, where I(c)s ∈ Rn(c)s ×n

(c)
s is the identity

matrix, and 1
(c)
s ∈ Rn(c)s is the column vector with all ones.

In addition, m(c)s = 1
n(c)s

n(c)s∑
i=1

x(c)i and m̄s =
1
ns

ns∑
i=1

xi.

2) NEIGHBORHOOD PRESERVATION
Neighborhood preservation should also be considered in local
structural consistency due to the local manifold structure
of RSS [15]. The manifold assumption is an effective way
to preserve the neighborhood relationship between samples
by assuming that the data located on a manifold structure
and the adjacent samples share similar labels [30]. Hence,
we can use the manifold regularization to preserve the local
neighborhood relationship.

Specifically, we can construct an undirected connection
graph G = (V ,E), where V is the set of vertices correspond-
ing to all labeled samples X s and unlabeled samples X t ; E
is the set of edges whose element eij is the edge connecting
vertices i and j. We can calculate the (i, j)th element W ij in
the affinity matrixW ∈ Rn×n as

W ij =

{
exp
(
−
∥∥xi − xj∥∥2/2σ 2

)
, (i, j) ∈ N

0, otherwise
, (12)

where (i, j) ∈ N means that xi is one of the K nearest neigh-
bors of xj, or vice versa.W ij can reveal the similarity between
two samples. Afterwards, we can get the graph Laplacian
matrix as

L = D−W , (13)

where D is a diagonal matrix with diagonal element Dii =
n∑
j=1

W ij. In order to ensure that neighbor relationship can be

preserved before and after transferring, we can minimize the
following equation:

∑
(i,j)∈N

W ij

∥∥∥∥[ATX]i−[ATX]j
∥∥∥∥2= 2Tr

(
ATXLXTA

)
, (14)

where
[
ATX

]
i and

[
ATX

]
j are the ith and jth columns of[

ATX
]
, respectively, i.e., the embedded coordinates in the

latent subspace.
In summary, the local structural consistency can be realized

by optimizing Eqs. (8), (9), and (14) from source discrimina-
tive information and neighborhood preservation perspectives.

C. THE JOINT OPTIMIZATION IN TEAPOT
By jointly optimizing the objective functions of GLOSS
constraints, we can formulate the overall optimization func-
tion of our proposed linear TEAPOT method as Eq. (15),
at the bottom of the next page, in which β, λ are trade-off
parameters to balance the importance of each quantity, and α
is the regularization parameter. The term Tr

(
ATA

)
controls

the complexity of A. In Eq. (15), the numerator consists of
two maximization components and the denominator includes
three minimization components. Note that Eq. (15) is invari-
ant to different scales of A, and so it can be rewritten as

max
A

Tr
[
AT
(
XHXT

+ βSb
)
A
]

s.t. Tr
[
AT
(
XMXT

+λXLXT
+βSw+αI

)
A
]
=1. (16)
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Denote 8 = diag (φ1, φ2, · · · , φk) ∈ Rk×k as Lagrange
multipliers, then Lagrange function of Eq. (16) is

L = Tr
[
AT
(
XHXT

+ βSb
)
A
]

+Tr
{{[

AT
(
XMXT

+λXLXT
+βSw+αI

)
A
]
−I
}
8
}
.

(17)

Setting ∂L
∂A = 0, we obtain(

XHXT
+ βSb

)
A

=

(
XMXT

+ λXLXT
+ βSw + αI

)
A8. (18)

Thus, by solving the generalized eigenvalue decomposition
problem of Eq. (18), we can get the optimal transformation
matrixA by selecting the k leading eigenvectors. After having
obtained A, we can obtain the updated label by using

ĉt = f
(
ATX t ,ATX s

)
, (19)

where f (·) is the classifier trained on
(
ATX s, cs

)
. The loca-

tion estimate can be given by

ẑt = g
(
ĉt
)
, (20)

where g (·) is a mapping function which transforms a label to
a 2-D coordinate of the target. The linear TEAPOT algorithm
will converge until the error between two adjacent location
estimates is smaller than a tolerance parameter ε (such as
10−3), i.e.,

1
nt

∥∥ẑt(l)− ẑt(l − 1)
∥∥
F < ε, (21)

where ẑt(l) is the location estimate at the lth iteration, ‖ · ‖F
is the Frobenius norm.

The linear TEAPOT is summarized in Algorithm 1. The
derivation of linear TEAPOT is given in Appendix VI.

D. KERNELIZATION
In complex environments, linear projection may not be suffi-
cient to find a subspace to reduce RSS variations. To address
this problem,we can extend the linear TEAPOT to a nonlinear
version to alleviate the limitation of linear projection.

Specifically, given a kernel mapping ψ : x 7→ ψ(x) and
a kernel matrix K = ψ (X)Tψ (X) ∈ Rn×n, such as radial
basis function (RBF) kernel [31], we utilize the Representer
theorem P = ψ (X)A [32] to formulate our method, where
ψ (X) = [ψ (x1) , ψ (x2) , · · · , ψ (xn)]. Hence, the objec-
tive function becomes Eq. (24), at the bottom of this page,
where all X are replaced by ψ (X) and A are replaced by

Algorithm 1 Linear TEAPOT
Input: 1) Source and target domain data: X = [X s,X t ];

2) Source label vector: cs;
3) Parameters: k, µ, β, λ, α, ε;

Output: Estimates of the location: ẑt .
1: l← 0
2: Initialize the location of target ẑt(l) = 0.
3: ConstructM0, Sw, Sb, L by Eqs. (2), (10), (11), (13).
4: Set {Mc := 0}Cc=1.
5: repeat
6: l ← l + 1
7: Compute the matrixM using Eq. (6).
8: Obtain A by calculating the k leading eigenvectors of

Eq. (18).
9: Train a classifier f (·) on

{
ATX s, cs

}
.

10: Update the pseudo label ĉt(l) = f
(
ATX t ,ATX s

)
.

11: Update MMD matrices {Mc}
C
c=1 by Eq. (4).

12: Obtain the location estimate ẑt(l) = g
(
ĉt (l)

)
13: until 1

nt

∥∥ẑt(l)− ẑt(l − 1)
∥∥
F < ε

14: return ẑt(l)

P = ψ (X)A. Thewithin class scatter matrix and the between
class scatter matrix are constructed

Sw =
C∑
c=1

K (c)s H(c)
s

(
K (c)s

)T
(22)

and

Sb =
C∑
c=1

n(c)s
(
m(c)s − m̄s

)(
m(c)s − m̄s

)T
, (23)

respectively, where K (c)s = ψ(X)Tψ
(
X (c)s

)
, m(c)s =

1
n(c)s

n(c)s∑
i=1

k(c)i and m̄s =
1
ns

ns∑
i=1

ki, with ki = ψ(X)Tψ(xi) and

k(c)i = ψ(X)
Tψ
(
x(c)i

)
. In addition, K s = ψ(X)Tψ(X s) and

K t = ψ(X)Tψ(X t). A ∈ Rn×k is the projection matrix for
the nonlinear TEAPOTmethod. Note that the dimension of A
in the nonlinear TEAPOT is different from A ∈ Rm×k in the
linear TEAPOT because the number of samples n is not equal
to the number of APs m in general. After having obtained
the kernelized objective function, we can easily solve it like
the aforementioned linear TEAPOT problem, i.e., A can be
obtained by solving the following generalized eigenvalue
decomposition problem

max
A

Tr
(
ATXHXTA+ βATSbA

)
Tr
(
ATXMXTA+ λATXLXTA+ βATSwA+ αATA

) , (15)

max
A

Tr
(
ATKHKTA+ βATSbA

)
Tr
(
ATKMKTA+ λATKLKTA+ βATSwA+ αATA

) , (24)
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Algorithm 2 Nonlinear TEAPOT
Input: 1) Source and target domain data: X = [X s,X t ];

2) Source label vector: cs;
3) Parameters: k, µ, β, λ, α, ε;
4) A kernel mapping ψ ;

Output: Estimates of the location: ẑt .
1: l← 0
2: Initialize the location of target ẑt(l) = 0.
3: ConstructM0, Sw, Sb, L by Eqs. (2), (22), (23), (13).
4: Compute the kernel matrix K s = ψ (X)Tψ (X s).
5: Compute the kernel matrix K t = ψ (X)Tψ (X t).
6: Set {Mc := 0}Cc=1.
7: repeat
8: l ← l + 1
9: Compute the matrixM using Eq. (6).

10: Obtain A by calculating the k leading eigenvectors of
Eq. (??).

11: Train a classifier f (·) on
{
ATK s, cs

}
.

12: Update the pseudo label ĉt(l) = f
(
ATK t ,ATK s

)
.

13: Update MMD matrices {Mc}
C
c=1 by Eq. (4).

14: Obtain the location estimate ẑt(l) = g
(
ĉt (l)

)
15: until 1

nt

∥∥ẑt(l)− ẑt(l − 1)
∥∥
F < ε

16: return ẑt(l)

The nonlinear TEAPOT is summarized in Algorithm 2.
The derivation of the nonlinear TEAPOT is given in
Appendix VI-B.

V. EXPERIMENTS
A. EXPERIMENTAL SETUP
To evaluate the accuracy of our method, we use the average
error distance (AED) as a metric, which is defined as

AED =
1
N

N∑
j=1

∥∥g (ĉj)− g (cj)∥∥, (25)

where g
(
ĉj
)
represents the j-th 2-D coordinate prediction and

g
(
cj
)
is the j-th true 2-D coordinate of the RSS sample. N is

the number of experimental trials.
The experiment was conducted on the second floor of

the library building from Universitat Jaume I, in Spain [19],
as shown in Figs. 5 and 6. The measurements were collected
at 230 grid points by one person using one Android smart-
phone during 15 months. The area is about 308.4 m2 and
totally 448 APs are detected during the experiment. Specifi-
cally, we treat the first month’s database as the source domain,
including 1380 samples obtained by moving average of the
original database. For the remaining 14months, we treat them
as 14 different target domains, respectively, each containing
3696 testing samples. Denote the data collected in the first
month and the remaining 14 months by Ds and Dti , i =
2, 3, · · · , 15, respectively. Moreover, we randomly split Dti
intoDu

ti (the label information is removed in training) andDo
ti ,∣∣Du

ti

∣∣ = 1500,
∣∣Do

ti

∣∣ = 2196. In the transductive evaluation
setting, we learn a model from Ds and Du

ti , and then evaluate

FIGURE 5. The interior environment of the library building [19].

FIGURE 6. The layout of the library building [19].

it on Du
ti . In the out-of-sample evaluation setting, we learn a

model from Ds and Du
ti , and then evaluate it on Do

ti .
We compare the performance of our TEAPOT methods

with the following several state-of-the-art baseline methods

• K-nearest neighbor classifier (KNN)
• Principal component analysis (PCA)
• Kernel principal component analysis (KPCA)
• Transfer component analysis (TCA) [16]
• Semi-supervised transfer component analysis
(SSTCA) [16]

• Joint distribution adaptation (JDA) [26]
• Joint geometrical and statistical alignment (JGSA) [27]

Among them, KNN, PCA and KPCA are traditional learn-
ing methods, while TCA, SSTCA, JDA and JGSA are state-
of-the-art transfer learning approaches. Considering that
training a classifier at each iteration is a time-consuming
work, so we use a KNN classifier to test the performance of
these methods.

The TEAPOTmethods involve five parameters:µ, α, β, λ,
k . In the following sections, we conducted an empirical
analysis of parameter sensitivity to verify that TEAPOT can
achieve stable performance over a wide range of parameter
values. To tune parameters of TEAPOT, we sample 50 labeled
data from the source domain as a validation set. Note that
we evaluate the effect of the validation set on the projected
subspace to select the parameters. In the comparison study,
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FIGURE 7. Comparisons with other state-of-the-art transfer learning approaches. (a) The AEDs of different positioning methods
in the transductive setting. (b) The AEDs of different positioning methods in the out-of-sample setting.

FIGURE 8. Comparisons with traditional learning approaches. (a) The AEDs of different positioning methods in the transductive
setting. (b) The AEDs of different positioning methods in the out-of-sample setting.

we set k = 200, µ = 0.8, α = 0.2, β = 10 and λ = 0.6,
and ε = 10−2. For the dimension of subspace k and the
parameter K in the KNN classifier, we set k = 200 and
K = 10 for all approaches. The parameter values used for
the other approaches are set according to the parameter values
in the corresponding papers. In addition, we adopt nonlinear
TCA, SSTCA, JDA, JGSA, and TEAPOT by using the RBF
kernel. Specifically, we summarize the parameter values for
the comparative methods in Table 2. Note that only k and
K are common parameters for all methods and the other
parameters are specific to each method.

B. POSITIONING PERFORMANCE
The positioning results on 14 target domains are shown
in Figs. 7 and 8. Fig. 7 (a) and (b) show the AEDs of TEAPOT
and state-of-the-art transfer learning approaches in the trans-
ductive setting and the out-of-sample setting, respectively.

TABLE 2. The parameter values for the comparative methods.

We can observe that TEAPOT outperforms other methods
in both settings. Note that JGSA and JDA, which impose
partial constraints in GLOSS, fail to consider the problem
of RSS variations in practice when transferring knowledge.
Therefore, the averageAEDs of JDA on the 14 target domains
are obviously higher than TEAPOT. TCA and SSTCA per-
form better on the 2nd-10th target domains, but worse on
the remaining target domains. A major limitation of TCA
and SSTCA is that the difference between the conditional
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TABLE 3. The percentages (%) of AED < 3m in the transductive seeting.

distributions is not constrained. The conditional distribution
of RSS data may undergo great changes in the last few
target domains. TEAPOT can overcome this limitation via the
GLOSS constraint.

Figs. 8 (a) and 8 (b) show the AEDs of TEAPOT and
traditional learning approaches in the transductive setting
and the out-of-sample setting, respectively, showing that our
TEAPOT outperforms the traditional learning approaches.
The reduced dimensional space of PCA and KPCA may
still contain noise, and the positioning results obtained by
directly matching is not optimal. In addition, there are large
distribution differences between source and target domains
due to the fluctuation of RSS data. TEAPOT can reduce the
fluctuation by matching the distributions.

Tables 3 and 4 show the percentages of AED less than
3m on the 14 target domains. We observe that TEAPOT is
better than the other methods. Specifically, in the transduc-
tive setting, the average percentages of AED achieved by
TEAPOT, JGSA, JDA, TCA, SSTCA, KNN, PCA andKPCA
on the 14 target domains are 59.11%, 56.95%, 56.88%,
51.61%, 53.84%, 52.61%, 52.61%, and 52.22%, respectively.
In the out-of-sample setting, the average percentages of AED
achieved by TEAPOT, JGSA, JDA, TCA, SSTCA, KNN,
PCA, and KPCA on the 14 target domains are 59.17%,
57.12%, 56.49%, 51.45%, 53.42%, 52.77%, 54.89%, and
54.42%, respectively. Figs. 7 and 8 and Tables 3 and 4 demon-
strate that TEAPOT is more robust to changing environment
than othermethods because it can solve the fluctuation of RSS
effectively.

C. EFFECTIVENESS VERIFICATION
To demonstrate the effectiveness of the nonlinear TEAPOT
in alleviating the limitation of linear projection in complex

TABLE 4. The percentages (%) of AED < 3m in the out-of-sample seeting.

environments, we compare the performance of the linear
TEAPOT with the nonlinear TEAPOT. Then, we further
validate the effectiveness of our proposed TEAPOT methods
by testing the constraints of global structural consistency and
local structural consistency.

1) EFFECTIVENESS OF THE NONLINEAR TEAPOT
We run the linear TEAPOT and the nonlinear TEAPOT using
the RBF kernel on 14 target domains, respectively. From
Figs. 9 (a) and 9 (b), we find that the nonlinear TEAPOT
outperforms the linear TEAPOT in both settings. In complex
indoor environments, there may not be a linear projection
to obtain a latent subspace by constraining GLOSS. Never-
theless, we can extend the linear TEAPOT to the nonlinear
one in a high dimensional space to effectively improve the
projection.

2) EFFECTIVENESS OF THE GLOBAL STRUCTURAL
CONSISTENCY
We first investigate the effectiveness of the global struc-
tural consistency. Here, we run the linear TEAPOT by only
imposing local structural consistency constraint, named as
TEAPOT-NonGSC, on 14 target domains. Figs. 10 (a) and 10
(b) show the comparison between the linear TEAPOT and
the linear TEAPOT-NonGSC on 14 target domains. From
these results, we can observe that: 1) the performance of
all the target domains are improved with global structural
consistency, indicating that global structural consistency con-
straint is effective when transferring knowledge. 2) TEAPOT-
NonGSC only constrains the local structural consistency by
manifold regularization, and minimizing within class vari-
ance and maximizing between class variance, which slightly

VOLUME 7, 2019 32111



X. Guo et al.: TEAPOT via GLOSS Constraints

FIGURE 9. Effectiveness of the nonlinear TEAPOT. (a) The AEDs of linear TEAPOT and nonlinear TEAPOT in the transductive
setting. (b) The AEDs of linear TEAPOT and nonlinear TEAPOT in the out-of-sample setting.

FIGURE 10. Effectiveness of the global structural consistency. (a) The AEDs of TEAPOT and TEAPOT-NonGSC in the transductive
setting. (b) The AEDs of TEAPOT and TEAPOT-NonGSC in the out-of-sample setting.

reduces the fluctuation of RSS data, but cannot achieve satis-
fied positioning accuracy. 3) The conditional distribution of
RSS data may undergo great changes in the last five target
domains, resulting in a sharp increase in the positioning error
of TEAPOT-NonGSC, while the using of global structural
consistency constraint can yield better results.

3) EFFECTIVENESS OF THE LOCAL STRUCTURAL
CONSISTENCY
Similarly, we run the linear TEAPOT by only imposing
global structural consistency constraint, called as TEAPOT-
NonLSC, on 14 target domains. Figs. 11 (a) and 11 (b) show
the AEDs of the linear TEAPOT and TEAPOT-NonLSC.
Note that TEAPOT outperforms TEAPOT-NonLSC because
TEAPOT-NonLSC ignores the local neighborhood relation-
ship and the source discriminative information, i.e., ignoring
the local structural consistency, thus resulting in insufficient

knowledge transfer. While TEAPOT via GLOSS constraint
can transfer knowledge with higher efficiency, and thus per-
forms better than TEAPOT-NonLSC.

D. PARAMETER SENSITIVITY
In this section, we test the performance of our methods with
different parameters. For simplicity, we only list the results on
the Dt2 ,Dt3 ,Dt4 target domains; similar trends can be found
on other target domains.

Fig.12 (a) illustrates the AEDs versus different subspace
dimension k . We observe that TEAPOT is robust when
k ∈ [200, 400]. Fig.12 (b) shows the AEDs versus the
balance factor µ on the target domains, from which we can
observe that µ varies on different target domains, indicating
that the marginal and conditional distributions have different
importance. Fig.12 (c) depicts the AEDs versus different α.
When α → 0, the optimization problem is ill-defined.
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FIGURE 11. Effectiveness of the local structural consistency. (a) The AEDs of TEAPOT and TEAPOT-NonLSC in the transductive
setting. (b) The AEDs of TEAPOT and TEAPOT-NonLSC in the out-of-sample setting.

FIGURE 12. Parameter sensitivity study of TEAPOT on three target domains. (a) Dimension of subspace k . (b) Balance factor µ.
(c) Regularization parameter α.

FIGURE 13. Parameter sensitivity study of TEAPOT on three target domains. (a) Trade-off parameter β. (b) Trade-off parameter λ. (c) Number of
iteration T .

When α→∞, the other optimization is not performed, and
TEAPOT cannot transfer useful knowledge. It indicates that
α ∈ [2−5, 23] can be the optimal parameter values.
We show the sensitivity of the trade-off parameter β with

a wide range of β ∈ [2−6, 27] in Fig. 13 (a). If β is too small,
the source discriminative information is not considered. If β
is too large, the classifier may be overfit to the source domain.
Hence, a large range of β ∈ [2−1, 24] can be chosen to

obtain high positioning accuracy. Fig. 13 (b) shows the impact
of λ. Theoretically, a large λ makes local neighborhood
preservation more important in TEAPOT, and a small λ
makes the knowledge transfer insufficient. We can observe
that TEAPOT can achieve a robust performance when λ ∈
[2−2, 1]. Fig. 13 (c) illustrates the convergence performance
of our method which shows that TEAPOT achieves the opti-
mal performance no more than T = 10 iterations.
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VI. CONCLUSION
In this paper, two versions of TEAPOT approaches via
GLOSS constraint have been proposed. The two TEAPOT
methods impose the global structural consistency by mini-
mizing the differences between the marginal and conditional
distributions of source and target domains, and maximizing
the samples variance in a latent subspace. Simultaneously,
they also impose the local structural consistency by mini-
mizing within class variance and maximizing between class
variance to retain the source discriminative information and
preserving the local neighborhood relationship by using man-
ifold regularization. Our methods can effectively mitigate
the impact of RSS variations by transferring the knowledge
with higher efficiency. Experimental results demonstrate that
our proposed TEAPOT methods are very promising for
fingerprint-based indoor positioning.

APPENDIX A PROOF DETAILS IN NONLINEAR TEAPOT
A. PROOFS OF EQS. (1) AND (3)
By expanding the left side of Eq. (1), we can obtain Eq. (A.1),
shown at the bottom of this page. By using the quadratic
forms of matrix to Eq. (A.1), we obtain

Tr
(
ATXM0XTA

)
, (A.2)

whereM0 is the MMD matrix given by

(M0)ij =


1
n2s
, xi, xj ∈ Ds

1
n2t
, xi, xj ∈ Dt

−1
nsnt

, otherwise

. (A.3)

Similar derivations can be made to yield Eq. (3).

B. PROOF OF EQ. (14)
By expanding the left side of Eq. (14), we can obtain

Eq. (A.4), at the top of the next page, where di =
n∑
j=1

W ij

and D is a diagonal matrix with diagonal element di.
APPENDIX B PROOF DETAILS IN NONLINEAR TEAPOT
In nonlinear TEAPOT, we utilize the Representer theorem
P = ψ (X)A to formulate our method. First, by replacing all
X and A in Eq. (7) with ψ (X) and P, respectively, we obtain

Tr
[
PTψ (X)Hψ (X)T P

]
= Tr

[
ATψ (X)T ψ (X)Hψ (X)T ψ (X)A

]
= Tr

[
ATKHKTA

]
. (B.5)

Bymaximizing Eq. (B.5), we can achieve variancemaximiza-
tion to preserve the separability of projected RSS samples.
Similarly, Eq. (5) can be expressed as

Tr
[
PTψ (X)Mψ (X)T P

]
= Tr

[
ATψ (X)T ψ (X)Mψ (X)T ψ (X)A

]
= Tr

[
ATKMKTA

]
. (B.6)

By minimizing Eq. (B.6), we can reduce the distribution
difference between domains.

Furthermore, Eq. (14) is written as

Tr
[
PTψ (X)Lψ (X)T P

]
= Tr

[
ATψ (X)T ψ (X)Lψ (X)T ψ (X)A

]
= Tr

[
ATKLKTA

]
. (B.7)

By minimizing Eq. (B.7), the neighborhood relationship
between samples is preserved.

∥∥∥∥∥∥ 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

∥∥∥∥∥∥
2

=

 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

T 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj


= Tr


 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

T 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj




= Tr


 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

 1
ns

ns∑
i=1

AT xi−
1
nt

n∑
j=ns+1

AT xj

T


= Tr

AT
 1
ns

ns∑
i=1

xi−
1
nt

n∑
j=ns+1

xj

 1
ns

ns∑
i=1

xiT−
1
nt

n∑
j=ns+1

xjT

A


= Tr

AT
 1
ns2

ns∑
i=1

xi
ns∑
i=1

xiT −
1
nsnt

ns∑
i=1

xi
n∑

j=ns+1

xjT −
1
nsnt

n∑
j=ns+1

xj
ns∑
i=1

xiT +
1
nt2

n∑
j=ns+1

xj
n∑

j=ns+1

xjT

A

 , (A.1)
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∑
(i,j)∈N

W ij

∥∥∥∥[ATX]i−[ATX]j
∥∥∥∥2

=

n∑
i=1

n∑
j=1

W ij

(
AT xi − AT xj

)T(
AT xi − AT xj

)

= Tr

 n∑
i=1

n∑
j=1

W ij

(
AT xi − AT xj

)T(
AT xi − AT xj

)

= Tr

AT
 n∑
i=1

n∑
j=1

W ij
(
xi − xj

)(
xiT − xjT

)A


= Tr

AT
 n∑
i=1

n∑
j=1

W ijxixiT −
n∑
i=1

n∑
j=1

W ijxixjT −
n∑
i=1

n∑
j=1

W ijxjxiT +
n∑
i=1

n∑
j=1

W ijxjxjT

A


= 2Tr

AT
 n∑
i=1

n∑
j=1

W ijxixiT −
n∑
i=1

n∑
j=1

W ijxixjT

A


= 2Tr

AT
 n∑
i=1

dixixiT −
n∑
i=1

n∑
j=1

W ijxixjT

A


= 2Tr
[
AT
(
XDXT

− XWXT
)
A
]

= 2Tr
(
ATXLXTA

)
. (A.4)

Tr

ATψ (X)T C∑
c=1

n(c)s

 1

n(c)s

n(c)s∑
i=1

ψ
(
x(c)i

)
−

1
ns

ns∑
i=1

ψ (xi)

 1

n(c)s

n(c)s∑
i=1

ψ
(
x(c)i

)
−

1
ns

ns∑
i=1

ψ (xi)

T

ψ (X)A


= Tr

[
AT

C∑
c=1

n(c)s
(
m(c)s − m̄s

)(
m(c)s − m̄s

)T
A

]
= Tr

[
ATSbA

]
(B.9)

Similarly, the within class variance in Eq. (8) and the
between class variance in Eq. (9) can be rewritten as
Eqs. (B.8) and (B.9) (at the top of this page).

Tr

[
ATψ (X)T

C∑
c=1

ψ
(
X (c)s

)
H(c)
s ψ

(
X (c)s

)T
ψ (X)A

]

= Tr

[
AT

C∑
c=1

K (c)s H(c)
s

(
K (c)s

)T
A

]
= Tr

[
ATSwA

]
. (B.8)

The within class scatter matrix and the between class scat-
ter matrix are constructed as follows:

Sw =
C∑
c=1

K (c)s H(c)
s

(
K (c)s

)T
(B.10)

and

Sb =
C∑
c=1

n(c)s
(
m(c)s − m̄s

)(
m(c)s − m̄s

)T
, (B.11)
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respectively, where K (c)s = ψ(X)Tψ
(
X (c)s

)
, m(c)s =

1
n(c)s

n(c)s∑
i=1

k(c)i and m̄s =
1
ns

ns∑
i=1

ki, with ki = ψ(X)Tψ(xi) and

k(c)i = ψ(X)
Tψ
(
x(c)i

)
.

Eq. (24) can thus be obtained by combining Eqs. (B.5-B.9).
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