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ABSTRACT Considered in this paper is a single-carrier asynchronous bidirectional cooperative net-
work with amplify-and-forward relays helping two transceivers to exchange information. The network is
asynchronous in the sense that the delays of propagation along different relaying paths are significantly
different from each other. As a result, the channel between the two transceivers is best modeled with a
multi-tap impulse response, which can cause interference between adjacent symbols at the end nodes. In a
block-wise communication scheme, a cyclic prefix can be appended to each transmitted block of information
symbols to avoid interference between adjacent blocks. To suppress interference within each block, however,
the network parameters, namely, the relay complex weights and the transceivers’ transmit powers should
be judiciously chosen. To do so, we herein minimize, over these parameters, the total transmission power
consumption throughout the network, under two constraints which ensure that the transceivers’ data rates
are above two given thresholds. It is herein proved that solving this total transmission power minimization
problem leads to the impulse response of end-to-end channel having only a single non-zero tap. Indeed, our
analysis shows that only the relays associated with this non-zero tap have to be selected to participate in
the information exchange between the two transceivers. We present a simple 1-D integer search algorithm
for optimally determining the index of the non-zero tap of the channel impulse response of the end-to-end
channel. We also present computationally simple semi-closed-form expressions for the optimal values of the
design parameters. Our numerical results show that under identical rate thresholds, in our power allocation
scheme, for any channel realization, half of the power budget is allocated to the two transceivers and the
remaining half is shared among all the relay nodes.

INDEX TERMS Network beamforming, power control, two-way relay networks, bi-directional cooperative
communication, distributed beamforming, power minimization.

I. INTRODUCTION
For the last decade, a considerable volume of research
efforts has focused on two-way relay networks (see [2]
and references therein). In the simplest form of a two-way
(bi-directional) relay network, two transceivers communi-
cate with each other with the help of one or more relay
nodes. Indeed, the relay nodes cooperate with each other
to establish a bidirectional information exchange between
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the end-nodes. Associated with each relay node, there exists
a path which conveys the signal from one transceiver to
the other transceiver or vice versa. Such a path is herein
referred to as a relaying path. If the propagation delays of
different relaying paths are the same (or approximately the
same), the network is said to be synchronous. In a syn-
chronous bi-directional amplify-and-forward (AF) relaying
scheme, where the transceiver-relay links are frequency-flat,
the end-to-end channel (i.e., the channel between the two
transceivers) can be described using a frequency-flat channel
model. Such a channel model represents the channel between
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the two end-nodes with a complex coefficient which depends
on the transceiver-relay channel coefficients as well as on the
relays’ complex weights.

In real-world applications, however, the signals going
through different relays may arrive at each of the two
end-nodes with different propagation delays. In other words,
different relaying paths could incur different propagation
delays. In such asynchronous two-way relay networks, a sin-
gle channel gain (i.e., a frequency-flat model) may not be suf-
ficient to describe the channel between the two transceivers;
instead, a multi-tap characterization seems to be a more
realistic channel representation. Such a multi-tap channel
inevitably produces interference between adjacent symbols
(i.e., ISI) at the receiving sides of the two transceivers, spe-
cially when the data rates are significantly higher than the
inverse of the channel delay spread. Hence, channel equaliza-
tion becomes inevitable, in order to suppress or eliminate ISI
at the receiving sides of the two end-nodes. It is noteworthy
that a significant distinction exists between the traditional
models that characterize a generic multi-path link and a
multi-path characterization of an asynchronous relay channel.
This difference is due to the fact that in traditional mod-
els of multi-path channels, the end-to-end channel impulse
response (E2ECIR) depends solely on the wireless medium.
As a result, the equalizer has no control over the channel char-
acteristics and must compensate for the channel as much as
possible. In suchmodels, themulti-path channel can be equal-
ized at the receiving sides of the two end-nodes (transceivers),
through post-channel equalization, and/or at the transmitting
sides of these nodes through pre-channel equalization, oth-
erwise known as pre-coding. But, in an asynchronous bidi-
rectional AF relay (ABAR) network, the E2ECIR depends
on the relays’ AF complex weights. One can judiciously
determine these weights based on some optimality criterion.
Hence, in the design process of an ABAR network, besides
pre-channel and/or post-channel equalizers, there exist addi-
tional degrees of freedom for optimal suppression of ISI.
Considering ABAR networks, in [3]–[9], the authors model
the channel between the two end-nodes using a multi-tap
impulse response and exploit these additional degrees of free-
dom to the advantage of optimal ISI cancelation. These stud-
ies use different optimality criterion: for example, the results
of [3] rely on a max-min SNR criterion for multi-carrier
systems, the studies in [4] and [5] use the sum-rate as the opti-
mality criterion (for multi-carrier and single-carrier schemes,
respectively) and the investigations in [7]–[9] resort to amean
squared error (MSE) metric for single-carrier schemes. These
approaches have one aspect in common: each of them opti-
mizes its corresponding optimality criterion under a con-
straint on the total transmission power.

Different from [3]–[9], we herein aim to design a
single-carrier ABAR network, by minimizing the total trans-
mission power consumed throughout the network, under two
constraints which require the transceivers’ data rates to be
above two given thresholds. Such a design approach allows
us to ensure that the smallest possible level of transmit

power is consumed throughout the network, for any given
thresholds on the data rates at the two end-nodes. The results
in [3]–[9] do not address such a design approach. In this
paper, we focus on the multiple access broadcast chan-
nel (MABC) bidirectional AF relaying technique, which
consists of two time slots. In the first time-slot,
the two transceivers (end-nodes) simultaneously broadcast
their information symbols. Each relay receives a noise-
contaminated superposition of the attenuated signals broad-
casted by the two end-nodes. In the second time-slot, each
relay broadcasts, to the end-nodes, a phase- and amplitude-
adjusted version of that relay’s received signal. Based on
the assumption that both transceivers have the knowledge of
the global channel state information (CSI), each transceiver
eliminates the self-interference signal from its received signal
and uses the remaining signal to detect the symbol of interest.
Considering such a communication scheme, we first present
a model for the E2ECIR and model the received signals,
as well as the effective noise at the two end-nodes, in an
MABC-based ABAR network in the absence of any pre-
or post-channel equalizers. We then present the following
contributions:
• By assuming the transmission powers at the two
transceivers and the relays’ beamforming weights as
the design parameters, the paper formulates the prob-
lem of minimizing the transmission power consumption
throughout the communication scheme, subject to two
constraints which ensure that the transceivers’ data rates
are above two given thresholds.

• We rigorously prove that, solving this total transmission
power minimization problem leads to the E2ECIR hav-
ing only a single non-zero tap. In fact, our analysis shows
that only those relays which are associated with this
nonzero tap, must be selected to participate in the infor-
mation exchange between the two end-nodes. We devise
a simple 1-dimensional integer search algorithm to find
the index of the non-zero tap of the E2ECIR.

• Finally, we show how the optimal values of the relays’
complex weights and the transmission powers of the two
transceivers can be calculated using computationally
efficient expressions.

The problem of total transmission power minimization
has been extensively studied in the literature, see [2] and
[10]–[14]. The motivation behind minimizing the total trans-
mission power is to ensure the least transmit power is con-
sumed throughout the network, while guaranteeing a certain
quality of service at the receiver(s). Indeed, this approach
aims to find the most power-efficient design for the network.

It is worth mentioning that the authors of [15]–[20]
have also made important contributions to the research on
asynchronous relay networks. However, these authors do
not study the same bi-directional relay network which we
herein consider. In the sequel, we briefly explain the differ-
ences between our work and each of these investigations.
Wang et al. [15] assume that each relay transmits a filtered
version of that relay’s received signal, while in this paper,
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FIGURE 1. System block diagram.

the relays use simple AF relaying protocols. Moreover, con-
sidering two linear post-channel equalization techniques,
namely minimum mean squared error (MMSE) and zero
forcing (ZF) receivers, Wang et al. [15] study the diversity
of these techniques, while we herein do not assume any
type of equalizations and aim to determine the power-optimal
values of the transceivers’ transmit powers and those of the
relays’ AF coefficients under two data rate constraints at the
two end-nodes. Considering an asynchronous bi-directional
relay network of two transceivers and a multi-antenna relay,
Fang et al. [20] devise a timing offset and channel estimation
algorithm and use this algorithm for relay re-synchronization.
We do not assume any relay re-synchronization.

The rest of the paper is organized as it follows: Section II
presents data modeling and system description. Section III
presents the total power minimization problem and the solu-
tion thereof. Simulation results are presented in Section IV
and conclusions are drawn in Section V.
Notation: We use bold upper- and lower-case letters to

represent matrices and vectors, respectively. tr (·) and E{·}
are used to denote the trace of a matrix and the statistical
expectation operator, respectively. The complex conjugate,
transpose, and Hermitian transpose of a matrix or a vector
are denoted by (·)∗, (·)T , and (·)H , respectively. The l2 norms
of a vector is denoted as ‖ · ‖. IN and 0N×M are used to
represent the N × N identity matrix and the N ×M all-zero
matrix, respectively. We use diag(a) to denote a diagonal
matrix whose diagonal entries are the elements of vector a.
The inverse of amatrix is represented by (·)−1, while the entry
(m, n) and the determinant of matrix 0 are given by 0(m, n)
and det(0), respectively. Themagnitude of a complex number
is denoted as | · |. The smallest integer number greater than
the real number z is represented as dze.

II. DATA MODELING
The end-to-end channel model which this paper relies on, was
originally developed in [5].We review thismodel for the sake
of clarity. We consider an ABAR network consisting of two
single-antenna transceivers (end-nodes) and L single-antenna
relay nodes. The relays use a simple amplify-and-forward
relaying protocol to establish a two-way communication link
between the two end-nodes. In this network, we assume that
the two transceivers can exchange information only through

the relays, implying that no direct link exists between the
end-nodes. We focus on the AF-based MABC bidirectional
relaying technique, where the two end-nodes simultaneously
broadcast, in the first time-slot, their information symbols.
Each relay receives a noise-contaminated superposition of
the faded versions of the signals transmitted by the end-
nodes. Each relay adjusts the amplitude and the phase of that
relay’s received signal and transmits the so-obtained signal
to the two end-nodes, in the second time-slot. Based on the
assumption that both end-nodes have the knowledge of the
global CSI, each end-node eliminates the self-interference
signal from that transceiver’s received signal and uses the
remaining signal to detect the symbols of interest. Due to the
fact that different network nodes are distributed at different
locations, different relaying paths have different propagation
delays. Thus, the end-to-end channel can be modeled using a
multi-tap impulse response which causes ISI at the two end-
nodes, when the data rates are relatively high. In a block-wise
systemmodeling of such a communication network, the sym-
bols are assumed to be transmitted and received in blocks.
As such, the multi-path characteristics of the end-to-end
link results in both intra- and inter-block interference. The
latter interference can be avoided by inserting CP between
consecutively transmitted blocks, as shown in Fig. 1. The
effect of intra-block-interference, however, has to be some-
how accounted for in the system performance optimization.

Fig. 1 illustrates the single-carrier ABARnetworkwe study
in this paper. At the transmitter front-end of each transceiver,
the information symbols are converted into blocks of Ns
symbols, using an ‘‘S/P’’ block, which is a serial-to-parallel
conversion block. For i = · · · ,−2,−1, 0, 1, 2, · · · , let the
Ns×1 vector sq(i) represent the ith symbol vector broadcasted
by Transceiver (TRx) q, that is

sq(i) =
[
sq[iNs] sq[iNs+1] · · · sq[iNs + Ns − 1]

]T
, (1)

with sq[k] being the k th symbol broadcasted by the qth

transceiver to all relays, for q ∈ {1, 2}. It is assumed that
the transmitted symbols are drawn from unit-power constel-
lations, that is E{|sq[k]|2} = 1 and E{sq[k]} = 0 hold true,
for q ∈ {1, 2} and for any integer k . As shown in Fig. 1, sq(i)
is appended with the CP through multiplication of sq(i) with
the matrix Tcp , [Ĩ

T
cp ITNs ]

T , where Ĩcp is a matrix consisting
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of the last N rows of the Ns × Ns identity matrix INs and N
is the length of the vector of the taps of the E2ECIR. Thus,
the Nt × 1 vector of the output of the CP insertion block,
denoted as sq(i), can be written as

sq(i) ,
[
sq[iNt ] sq[iNt + 1] · · · sq[iNt + Nt − 1]

]T
, Tcpsq(i)

=
[
sq[(i+ 1)Ns − N ] · · · sq[(i+ 1)Ns − 1]

sq[iNs] · · · sq[(i+ 1)Ns − 1]
]T (2)

whereNt , N+Ns is the length of the transmitted blocks and
sq[iNt + k] is the k th element of sq(i). The data block sq(i) is
then converted back to serial by a parallel-to-serial convertor
block (denoted as ‘‘P/S’’ in Fig. 1). The serial output is first
multiplied by

√
Pq, where Pq denotes the transmission power

of TRx q, and is then broadcasted to all the relays.
At the receiving front-end of each transceiver, the received

signal is organized into blocks of Nt symbols using an S/P
block. Self-interference cancellation is then performed on
the vectors (blocks) of the received signals using an ‘‘SIC’’
block. Based on the fact that each transceiver has the knowl-
edge of its own transmitted signals and using the assumption
that each transceiver knows the channel gains between itself
and the relays and that each transceiver calculates the relay
beamforming complex weights, each transceiver can cancel,
from its received signal, self-interference (which is the signal
transmitted by this transceiver after being relayed back to
the same transceiver). The CP is then removed from the
received signal vectors by multiplying these vectors with the
CP removing matrix Rcp , [0Ns×N INs ].

A. CHANNEL MODELING
The discrete-time channel model for our system is next pre-
sented. The link between TRx q and Relay l is herein assumed
to be frequency-flat and reciprocal and is thus represented
by a complex coefficient, denoted as glq, and a propagation
delay, denoted as τ ′lq. Let wl stand for the complex weight
used by Relay l to amplify-and-forward that relay’s received
signal. Then one can easily see that the signal going through
the l th relaying path is amplified/attenuated by a complex
factor, denoted as bl , which is given as

bl , wlgl1gl2. (3)

If the l th relaying path delays the signal traveling from one
end-node to the other end-node by τl seconds, then we can
write

(n̆l − 1)Ts < τl ≤ n̆lTs. (4)

Here, n̆l = d
τl
Ts
e is the number of discrete-time samples

the signal is delayed due to the propagation delay of the l th

relaying path and Ts is the symbol period. We emphasize that
Relay l, whose relaying delay τl satisfies (4), contributes (or
subscribes) only to the n̆thl tap of the E2ECIR. We can now

describe the nth tap of the E2ECIR, denoted by h[n], as

h[n] =
L∑
l=1

blδ[n− n̆l], for n ∈ N (5)

where we define N , {0, 1, . . . ,N − 1} and N is the
maximum of discrete-time relaying path delays (or the delay
spread of h[·]) and is given by

N = 1+ max
1≤l≤L

d
τl

Ts
e = 1+ max

1≤l≤L
n̆l (6)

In light of (3), the E2ECIR h[·] depends on the vector of the
relay weights which is denoted as w , [w1 w2 . . . wL]T .
Let h(w) denote the vector of the end-to-end channel taps,
that is

h(w) , [h[0] h[1] h[2] · · · h[N − 1]]T . (7)

To express the contribution of Relay l to h[n], we introduce
an N × L matrix B whose (n+ 1, l)th element is given by

B(n+ 1, l) ,

gl1gl2,
τl

Ts
≤ n <

τl

Ts
+ 1

0, otherwise,
(8)

for n ∈ N and l = 1, . . . ,L. We now use (3), (5), and (8) to
write h(w) as

h(w) = Bw (9)

where h(w) is given as in (7). Note that (8) and (9) imply that
B has only one non-zero entry in each of its columns. This
specific structure of B follows from the fact that each relay
subscribes only to one of the taps of the E2ECIR h[·]. If row
(n+ 1) of B is a zero vector, this means that none of the relay
subscribes to h[n], and hence, h[n] is zero.

B. RECEIVED NOISE MODELING
The signal passing through each relaying path is contami-
nated with noise. Tomodel the noise at the receiver front-ends
of the transceivers, we recall that τ ′lq is defined as the sig-
nal delay due to propagation between Relay l and TRx q,
while n′lq stands for the corresponding discrete-time equiv-
alent delay (measured in samples) satisfying the condition
τ ′lq
Ts
≤ n′lq <

τ ′lq
Ts + 1. Let also υl[n] denote the zero-mean

spatio-temporally white noise at Relay l which has a variance
of σ 2. As the relays employ the AF relaying protocol, the
noise received at the l th relay is first multiplied by wl , and
then, arrives at TRx q with attenuation glq and with a delay
of n′lq samples. The superposition of all relay noises received
at TRx q is denoted by ξq[n] and can be written as

ξq[n] ,
L∑
l=1

wlglqυl[n− n′lq] = vTn,qGqw (10)

where we defined

vn,q , [υ1[n− n′1q] υ2[n− n
′

2q] · · · υL[n− n
′
Lq]]

T

Gq , diag{g1q, g2q, · · · , gLq}.
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The total effective noise at TRx q can then be expressed as

ψq[n] = ξq[n]+ ψ ′q[n]

where ψ ′q[n] is the corresponding receiver noise. Defining

ψq(i) ,
[
ψq[iNt ] ψq[iNt + 1] · · · ψq[iNt + Nt − 1]

]T
ξq(i) , [ξq[iNt ] ξq[iNt + 1] · · · ξq[iNt + Nt − 1]]T

ψ ′q(i) , [ψ ′q[iNt ] ψ
′
q[iNt + 1] · · · ψ ′q[iNt + Nt − 1]]T ,

we can now write

ψq(i) = ϒq(i)Gqw+ ψ ′q(i) (11)

where ϒq(i) ,
[
viNt ,q viNt+1,q · · · v(iNt+Nt−1),q

]T is an
Nt × L matrix whose l th column is the noise of Relay l.

C. RECEIVED SIGNAL MODELING
At the output of the SIC block of TRx q, the ith received signal
block, denoted as rq(i) can be written as [21]

rq(i)=
√
Pq̄H0(w)sq̄(i)+

√
Pq̄H1(w)sq̄(i− 1)+ ψq(i) (12)

where q̄ = 1 for q = 2 and q̄ = 2 for q = 1, and we define
H0(w) and H1(w) as

H0(w) ,



h[0] 0 0 · · · 0
... h[0] 0 · · · 0

h[N − 1] · · ·
. . . · · ·

...
...

. . . · · ·
. . . 0

0 · · · h[N − 1] · · · h[0]



H1(w) ,



0 · · · h[N − 1] · · · h[1]
...

. . . 0
. . .

...

0 · · ·
. . . · · · h[N − 1]

...
...

...
. . .

...

0 · · · 0 · · · 0


.

(13)

To avoid inter-block-interference, the received signal vec-
tor rq(i) is passed through the CP removal block, and thus,
the first N entries of this vector are removed. Denoting the
output at the CP removal block as rq(i) and based on the fact
that RcpH1(w) = 0Ns×Nt holds true, we can write

rq(i) , Rcprq(i) =
√
Pq̄RcpH0(w)Tcpsq̄(i)+ Rcpψq(i)

=
√
Pq̄H̃(w)sq̄(i)+ ψ̃q(i). (14)

Here, ψ̃q(i) , Rcpψq(i) is an Ns × 1 vector of the effective
noise at TRx q after CP removal, the effective channel matrix
H̃(w) , RcpH0(w)Tcp is an Ns × Ns circulant matrix with
element (k, l) given by h̃[(k−l) mod Ns], and h̃[n] is defined
as

h̃[n] ,

{
h[n], for 0 ≤ n < N
0, for N ≤ n < Ns − 1.

(15)

Note that in (14), the effective channel matrix H̃(w) can in
general be non-diagonal, and thus can produce interference
within each received block.

D. TOTAL TRANSMISSION POWER FORMULATION
We need to express the total transmission power consumed
throughout the network in terms of P1 and P2, and w. Based
on Fig. 1, the Nt × 1 vector xl(i) of the ith signal block,
transmitted by Relay l, can be represented as

xl(i) ,
[
x l[iNt ] x l[iNt + 1] · · · x l[iNt + Nt − 1]

]T
= wl

[√
P1gl1s1(i)+

√
P2gl2s2(i)+ υ l(i)

]
(16)

where the vector

υ l(i) , [υl[iNt ] υl[iNt + 1] · · · υl[iNt + Nt − 1]]T

is the ith noise vector at Relay l and x l[t] is the signal trans-
mitted by this relay at time t . Modeling υ l(·) as a zero-mean
spatio-temporally white stochastic (vector) process whose
elements have a variance of σ 2, we can write the total average
transmit power of Relay l as

P̃l ,
1
Nt

E
{
xHl (i)xl(i)

}
=
|wl |2

Nt
E
{[√

P1g∗l1s
H
1 (i)+

√
P2g∗l2s

H
2 (i)+ υ

H
l (i)

]
×

[√
P1gl1s1(i)+

√
P2gl2s2(i)+ υ l(i)

]}
=

P1|gl1|2|wl |2

Nt
E
{
sH1 (i)s1(i)

}
+
P2|gl2|2|wl |2

Nt
E
{
sH2 (i)s2(i)

}
+
|wl |2

Nt
E
{
υHl (i)υ l(i)

}
= |wl |2

(
|gl1|2P1 + |gl2|2P2 + σ 2

)
(17)

where it is assumed that s̄1(·), s̄2(·), and vl(·) are zero-mean
mutually independent stationary random vector processes,
while the last equality is based on the assumption that
the largest time differences between the transceivers’ signal
arrivals at the relays are negligible, compared to the commu-
nication time frame [3]. Using (17), we can represent the total
transmission power consumption throughout the communica-
tions network as

Ptotal , P1 + P2 +
L∑
l=1

P̃l

= P1 + P2 +
L∑
l=1

|wl |2
(
|gl1|2P1 + |gl2|2P2 + σ 2

)
= P1

(
1+ ‖G1w‖2

)
+ P2

(
1+ ‖G2w‖2

)
+ σ 2wHw.

(18)

Note that
∑L

l=1 σ
2
|wl |2|glq|2 = wHDqw, where the follow-

ing definition Dq , σ 2diag{|glq|2} is used, for q ∈ {1, 2}.
Based on this definition, the total transmission power in (18)

30970 VOLUME 7, 2019



S. Bastanirad et al.: On Total Transmission Power Minimization Approach to Decentralized Beamforming

can be rewritten as

Ptotal =
1
σ 2

 2∑
q=1

Pq
(
wHDqw+ σ 2

)
+ σ 4wHw

 . (19)
In our design approach, the goal is to minimize Ptotal subject
to two constraints on the minimum data rates at the two
transceivers.

III. POWER MINIMIZATION
A. PROBLEM DEFINITION
The optimization problem (OP)we consider, can bewritten as

min
w,P1,P2

Ptotal

s. t. R1(P2,w) ≥ r1, R2(P1,w) ≥ r2
P1 ≥ 0, P2 ≥ 0 (20)

where Rq(Pq̄,w) is the data rates achieved at TRx q and rq is
the corresponding minimum required data rate, for q = 1, 2.
We can express the data rate corresponding to the multiple
input multiple output (MIMO) data model in (14) as [21]

Rq(Pq̄,w)

=
1
2
log2

(
det

(
INs+Pq̄Cq(w)−1/2H̃(w)H̃H

(w)Cq(w)−1/2
))

× for q = 1, 2. (21)

In (21), factor 1/2 accounts for the fact that the informa-
tion exchange takes two time slots, whereas, for q = 1, 2,
the matrix Cq(w) represents the covariance matrix of ψ̃q(k)
in (14) and is expressed as [7]

Cq(w) , E{ψ̃q(k)ψ̃
H
q (k)}

= σ 2
(
wHGH

q Gqw+ 1
)
INs

= σ 2
(
‖Gqw‖2 + 1

)
INs

=

(
wHDqw+ σ 2

)
INs (22)

where last equality follows from the fact that for q = 1, 2,
Dq = σ

2GH
q Gq holds true.

B. PROBLEM SIMPLIFICATION
To simplify (21), as the Ns × Ns matrix H̃(w) is circulant,
we can write

H̃(w) = FHD(w)F, (23)

where

D(w) , diag{H (ej0),H (ej
2π
Ns ), · · · ,H (ej

2π (Ns−1)
Ns )} (24)

and H (ejω) ,
N−1∑
n=0

h[n]e−jωn is the frequency response of the

channel between the two end-nodes at frequency ω, while F
is the Ns × Ns DFT matrix with its (k, k ′)th element being

defined as F(k, k ′) , N
−

1
2

s e−j2π (k
′
−1)(k−1)/Ns , for k ′, k ∈

{1, 2, · · · ,Ns}. By using (22) and (23) in (21), Rq(Pq̄,w) can
be rewritten as

Rq(Pq̄,w)

=
1
2
log2

(
det
(
INs+Pq̄C

−1/2
q (w)H̃(w)H̃

H
(w)C−1/2q (w)

))
=

1
2
log2

(
det
(
INs+

Pq̄
wHDqw+σ 2F

HD(w)FFHDH (w)F
))
.

(25)

Note that in (25), we dropped the factor 1/Ns which accounts
for number of channel uses. As such, r1 and r2 are measured
in bits. Using the fact that FFH = INs , we can write (25) as

Rq(Pq̄,w)

=
1
2
log2

(
det

(
INs +

Pq̄
wHDqw+ σ 2D(w)D

H (w)
))

(26)

where we use the fact that for any two square matrices
X and Y, we can write det(XY) = det(YX). To further
simplify (26), we rewrite D(w) in (24) as

D(w) =
√
Nsdiag{fH1 h̃(w), f

H
2 h̃(w), · · · , f

H
Ns h̃(w)} (27)

where the Ns × 1 vector fk is defined as

fk ,
1
√
Ns

[
1 ej

2π (k−1)
Ns · · · ej

2(Ns−1)(k−1)π
Ns

]T
,

for k = 1, 2, . . . ,Ns, (28)

the Ns × 1 vector h̃(w) is obtained by zero-padding h(w) as

h̃(w) , [hT (w) 01×(Ns−N )]
T

= [h[0] h[1] · · · h[N − 1] 01×(Ns−N )]
T

= B̃w, (29)

and the following definition B̃ , [BT 0T(Ns−N )×L]
T is used.

Using (27), we can rewrite (26) as

Rq(Pq̄,w) =
1
2
log2

( Ns∏
k=1

(
1+

Pq̄
wHDqw+ σ 2 |Dkk (w)|

2
))
(30)

whereDkk (w) stands for the k th diagonal element ofD(w).We
now use (19) and (30) to write the OP (20) equivalently as

min
w,P1,P2

1
σ 2

 2∑
q=1

Pq
(
wHDqw+ σ 2

)
+ σ 4wHw


s.t.

1
2
log2

( Ns∏
k=1

(
1+

Pq̄|Dkk (w)|2

wHDqw+σ 2

))
≥rq, for q=1, 2.

P1 ≥ 0 ,P2 ≥ 0. (31)

One can assume, without of loss optimality, that the first
two constraints in (31) are satisfied with equality. Hence,
we rewrite the OP (31) as

min
w,P1,P2

1
σ 2

 2∑
q=1

Pq
(
wHDqw+ σ 2

)
+ σ 4wHw


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s.t. log2

( Ns∏
k=1

(
1+

Pq̄|Dkk (w)|2

wHDqw+σ 2

))
=2rq, for q = 1, 2.

P1 ≥ 0, P2 ≥ 0. (32)

We next define 2Ns new optimization variables γqk , for
q = 1, 2 and for k = 1, · · · ,Ns, as

γqk ,
Pq̄|Dkk (w)|2

wHDqw+ σ 2 =
Pq̄|fHk h̃(w)|

2

wHDqw+ σ 2 =
Pq̄|fHk B̃w|

2

wHDqw+ σ 2 ,

(33)

where the first equality follows from the expression of D(w)
in (27) and the second equality follows from the expression
of h̃(w) in (29). Based on (33), the first two constraints in (32)
can be written as

Ns∑
k=1

log2
(
1+ γqk

)
= 2rq, for q = 1, 2. (34)

Using (33), we can write Pq̄ as

Pq̄ =
γqk

(
wHDqw+ σ 2

)
|fHk B̃w|2

, for k ∈ {1, 2, · · · ,Ns}. (35)

Since (35) holds for any k ∈ {1, 2, · · · ,Ns}, we need to
impose the following constraints on {γqk}

Ns
k=1:

γqk

|aHk w|
2
=

γqk ′

|aHk ′w|
2

for q ∈ {1, 2} (36)

where we define the L × 1 vector ak as

ak , B̃
H
fk , for k ∈ {1, 2, · · · ,Ns}. (37)

Also, in order to guarantee that Pq ≥ 0 holds true, we must
ensure that γqk ≥ 0 holds true for k ∈ {1, 2, · · · ,Ns} and
q ∈ {1, 2}. Using (36), we rewrite (35) as

Pq̄ =
1
Ns

(
wHDqw+ σ 2

) Ns∑
k=1

γqk

|aHk w|
2
. (38)

Using (38), we now rewrite the objective function in (32) as

Ptotal

=
1
σ 2

 1
Ns

2∏
q=1

(
wHDqw+σ 2

) Ns∑
k=1

γ1k+γ2k

|aHk w|
2
+σ 4wHw

 .
(39)

Let us define two Ns × 1 vectors γ 1 and γ 2 as

γ 1 , [γ11 γ21 · · · γNs1]
T (40)

γ 2 , [γ12 γ22 · · · γNs2]
T . (41)

Using (34), (39), (40), and (41), the OP (32) can be equiva-
lently written as

min
γ 1,γ 2,w

1
σ 2

 1
Ns

2∏
q=1

(
wHDqw+σ 2

) Ns∑
k=1

γ1k+γ2k

|aHk w|
2
+σ 4wHw


s.t.

1
2

Ns∑
k=1

log2 (1+ γ1k) = r1

1
2

Ns∑
k=1

log2 (1+ γ2k) = r2

γqk

|aHk w|
2
=

γqk ′

|aHk ′w|
2
, for q=1, 2 and k ′,

k = 1, 2, . . . ,Nsγqk ≥ 0,

for q = 1, 2 and k = 1, 2, . . . ,Ns. (42)

C. SOLVING A RELAXED VERSION OF THE OP (42)
To solve the OP (42), let us consider the following OP:

min
γ 1,γ 2,w

1
σ 2

1
Ns

2∏
q=1

(
wHDqw+σ 2

) Ns∑
k=1

γ1k+γ2k

|aHk w|
2
+σ 4wHw


s.t.

1
2

Ns∑
k=1

log2 (1+ γ1k) = r1

1
2

Ns∑
k=1

log2 (1+ γ2k) = r2 (43)

where we have considered only the first two constraints
in (42). We now aim to solve the relaxed OP (43). Later we
show that any solution to the relaxed OP (43) is also optimal
for the original OP (42). Let Pmin

T denote the minimum value
of P total obtained by solving (43), while the corresponding
optimal values of the optimization variables be given by
(γ ◦1, γ

◦

2,w
◦). Consider the following maximization problem:

max
γ 1,γ 2,w

1
2

Ns∑
k=1

log2 (1+ γ1k)

s.t.
1
2

Ns∑
k=1

log2 (1+ γ2k) = r2

1
σ 2

 1
Ns

Ns∑
k=1

γ1k+γ2k

|aHk w|
2

2∏
q=1

(
wHDqw+σ 2

)
+σ 4wHw


≤ Pmin

T . (44)

Let (γ̂ ◦1, γ̂
◦

2, ŵ
◦) be the solution to the OP (44) and R1max

denote the maximum achievable value for the rate of TRx
1 obtained by solving (44), for the given budget Pmin

T . We
now show that R1max

= r1 holds true. To do this, we
rely on contradiction: if R1max < r1, then (γ ◦1, γ

◦

2,w
◦)

leads to a higher value for the objective function of (44).
Indeed, (γ ◦1, γ

◦

2,w
◦) being a solution to (43), leads to a higher

value for
1
2

Ns∑
k=1

log2 (1+ γ1k), while
1
2

Ns∑
k=1

log2 (1+ γ2k) =

r2, and at the same time, Ptotal = Pmin
T and this contra-

dicts the optimality of (γ̂ ◦1, γ̂
◦

2, ŵ
◦) for (44). On the other

hand, we can easily show that R1max cannot be greater than
r1 either. Otherwise, if R1max > r1, then one can scale
down the optimal value γ̂ ◦1 by some real α < 1 such that
1
2

∑Ns
k=1 log2

(
1+ αγ̂ o

1k

)
= r1 holds true, without violating

the constraint in (44), i.e., Ptotal < Pmin
T . In other words,

the (αγ̂ ◦1, γ̂
◦

2, ŵ
◦) results in a lower Ptotal, while satisfying
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the two constraints in (43). This contradicts the optimality
of (γ ◦1, γ

◦

2,w
◦) for (43). Therefore, we can conclude that

R1max
= r1 holds true, meaning that any solution to the

OP (44) is indeed a solution to the OP (43) and any solution
to the OP (43) inherits all properties of the solutions to (44).

It is shown in [4] that in the OP (44), one can assume,
without any loss of optimality, that w can be restricted to the
set

A ,
{
w
∣∣|aHk w| = |aHk ′w|, for k, k ′ ∈ {1, 2, · · · ,Ns}

}
.

(45)

Since the solution to (43) inherits all the properties of the
solutions to (44), the value of w, which is optimal for (43),
must also belong to the set A, i.e., we can add the constraint

w ∈ A. (46)

to the OP (43), without loss of optimality, we rewrite the
OP (43) equivalently as in (47), as shown at the top of the
next page.

D. SOLVING THE ORIGINAL OP (42)
We now prove that any solution to the relaxed OP (47) satis-
fies the relaxed constraints γqk

|aHk w|
2 =

γqk′

|aH
k′
w|2

and γqk ≥ 0, for

q ∈ {1, 2}, and thus, any solution to the relaxed OP (47) is a
solution to the original OP in (42). To show this, we note that
solving the inner minimization in (47) amounts to solving two
separate minimizations, which are given as

min
γ 1

Ns∑
k=1

γ1k , s.t.
Ns∑
k=1

log2 (1+ γ1k) = 2r1 (48)

and

min
γ 2

Ns∑
k=1

γ2k , s.t.
Ns∑
k=1

log2 (1+ γ2k) = 2r2. (49)

The following lemma is used to simplify the OPs in (48)
and (49).
Lemma 1: Consider the following OP:

min
x

M∑
i=1

xi

s. t.
M∑
i=1

log2 (1+ xi) = c (50)

where x = [x1 x2 · · · xM ]T is an M × 1 vector with
non-negative entries and c is a constant. At the optimum
of (50), all xi’s are equal for all i (i.e., xi = xj, for i, j ∈
{1, 2, · · · ,M} ).
Proof: See the appendix.
Using Lemma 1, we conclude that at the optimum of the

OPs (48) and (49), for any k and k ′, γ1k = γ1k ′ , β1 and
γ2k = γ2k ′ , β2 hold true. Thus, the first two constraints

in (47) can be rewritten as β1 = 2
2r1
Ns − 1 and β2 = 2

2r2
Ns − 1,

and hence, β1 = γ1k ≥ 0 and β2 = γ2k ≥ 0 hold true because

r1 ≥ 0 and r2 ≥ 0. Using the fact that anywwhich is optimal
for (47) must belong to A (where |aHk w| = |a

H
k ′w| holds true

for any k and k ′), we conclude that γqk

|aHk w|
2 =

γqk′

|aH
k′
w|2

holds true

for any k and k ′. Hence, any solution to the relaxed OP (47)
is feasible for, and thus, is a solution to the original problem
in (42). As a result, solving (47) provides a solution to (42).
In order to solve (47), we can write the set A in (45) as [7]

A =
N−1⋃
n=0

Bn. (51)

Here, Bn is the set of those values of w which result in
only h[n] being non-zero, for some n ∈ N , while all other taps
of h[·] are zero1,2. The sets {Bn}N−1n=0 are mutually exclusive,
that is

Bn1
⋂

Bn2 = ∅, for n1 6= n2. (52)

The reason is that each relay subscribes to only one of the taps
of the E2ECIR h[·], For any w ∈ A, we can now write

|aHk w|
2
=

1
Ns

Ns∑
k ′=1

|aHk ′w|
2
=

1
Ns

Ns∑
k ′=1

|fHk ′ B̃w|
2

=
1
Ns
‖B̃w‖2 = wHBHBw, (53)

where the first equality relies on the fact that for any
w ∈ Bn, and for any k and k ′, |aHk w|

2
= |aHk ′w|

2 holds
true, the second equality follows from the definition of ak
in (37), the third equality is based on the Parseval’s theorem(∑Ns

k=1 |f
H
k B̃w|

2
= ‖B̃w‖2

)
, and the fourth equality follows

from the fact that the last Ns − N rows of B̃w are zero.
Using (53), the OP (47) can be rewritten as in (54), as shown
at the top of the next page. As the sets {Bn}N−1n=0 are mutu-
ally exclusive, we can decompose the OP (54) into a set of
maximum3 N subproblems, and then, separately solve each of
these subproblems. Therefore, we will have a maximum of N
candidate values for the optimal w, Among these candidates,
the one which leads to a minimum total transmission power,
is indeed the solution to the OP (54) (or to the OP (47)). To
further elaborate on how to solve the OP (54), let us rewrite
this OP as in (55), as shown at the top of the next page, where
we have used the fact that the sets {Bn}N−1n=0 are mutually
exclusive. We next define the vector wn as the vector of the
weights of the relays associated with h[n], when Bn is not
empty. For any w ∈ Bn, we have

h̃
H
(w)h̃(w) = hH (w)h(w) = wHBHBw = wH

n bnb
H
n wn (56)

where bn is an Ln × 1 vector whose l th element is the same
as the l th non-zero element of the (n + 1)th column of BH

1In other words, for w ∈ A, the E2ECIR h[·] has only a single non-zero
tap and the beamforming weights of those relays which do not subscribe to
this non-zero tap will be zero.

2Note that if no relay is associated with tap n of the E2ECIR h[·], then Bn
will be empty.

3Note that some of Bn’s could be empty.
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min
w

min
γ 1,γ 2

1
σ 2

 1
Ns

 2∏
q=1

(
wHDqw+ σ 2

) 1

|aHk w|
2

( Ns∑
k=1

γ1k +

Ns∑
k=1

γ2k

)
+ σ 4wHw


s.t.

Ns∑
k=1

log2 (1+ γ1k) = 2r1

Ns∑
k=1

log2 (1+ γ2k) = 2r2

w ∈ A. (47)

min
w

1
σ 2

(
Ns

(
wHD1w+ σ 2

) (
wHD2w+ σ 2

)
(β1 + β2)

wHBHBw
+ σ 4wHw

)
, s.t. w ∈

N−1⋃
n=0

Bn. (54)

min
0≤n≤N−1,Bn 6=∅

min
w∈Bn

1
σ 2

(
Ns

(
wHD1w+ σ 2

) (
wHD2w+ σ 2

)
(β1 + β2)

wHBHBw
+ σ 4wHw

)
, (55)

min
0≤n≤N−1,Bn 6=∅

min
wn

1
σ 2

(β ′1 + β ′2)
(
wH
n D

(n)
1 wn + σ

2
) (

wH
n D

(n)
2 wn + σ

2
)

wH
n bnb

H
n wn

+ σ 4wH
n wn

 (57)

min
0≤n≤N−1,Bn 6=∅

min
wn

σ 2

(β ′1 + β ′2)
(
1+ wH

n Q
(n)
1 wn

) (
1+ wH

n Q
(n)
2 wn

)
wH
n bnb

H
n wn

+ wH
n wn

 . (58)

and Ln counts the number of these non-zero elements. Note
that Ln counts also the number of relays which subscribe
to h[n]. Using (56), we rewrite the OP (55) as in (57), as
shown at the top of this page, where β ′1 , Nsβ1 and β ′2 ,
Nsβ2 and D(n)

q , for q = 1, 2, is a diagonal matrix with its
diagonal elements being a subset of those diagonal elements
of Dq which correspond to the relays that subscribe to h[n].
To arrive from (55) to (57), we rely on the fact that when
w ∈ Bn, then those entries of w which do not correspond to
the entries of wn, are all zero. Defining Q(n)

q ,
1

σ 2D
(n)
q , for

q = 1, 2, we can further simplify (57) as in (58), as shown at
the top of this page. It is well-known that forBn 6= ∅, the inner
minimization in (58) has a semi-closed-form solution for the
optimal wn, denoted as wo

n, which is given by [12]

w o
n =

√
(β ′1 + β

′

2)

κnλn
((β ′1 + β

′

2)Q
(n)
2 + λn(znQ

(n)
1 + ILn ))

−1bn

(59)

where

κn = bHn (znQ
(n)
1 +ILn )((β

′

1 + β
′

2)Q
(n)
2 +λn(znQ

(n)
1 +ILn ))

−2bn.

(60)

Here, zn ∈
(
β ′1+β

′

2

‖g(n)1 ‖
2
,+∞

)
is an intermediate parameter

obtained by solving (61), as shown at the top of the next
page, and λn is an implicit function of zn, which is calculated
numerically as the only positive solution to the following
equation:

Ln∑
i=1

zn(zn|g
(n)
i1 |

2
+ 1)−1|g(n)i1 |

2
|g(n)i2 |

2

(β ′1 + β
′

2)|g
(n)
i2 |

2(zn|g
(n)
i1 |

2 + 1)−1 + λn
= 1. (62)

Note that here, g(n)iq is the coefficient representing the link
between TRx q and the ith relay which subscribes to h[n].
In (58), we can now find the optimal tap n, for n =
0, 1, . . . ,N − 1, by determining which {wo

n}
N−1
n=0 yields the

smallest value for the objective function in (58). Hence,
the optimal n, denoted as no, can be found as in (63), as shown
at the top of the next page. Indeed, in the 1-dimensional
integer search in (63), we are looking for a subset of the
relays which subscribe to one of the taps of the E2ECIR that
yields the smallest possible value for the total transmission
power among other relay sets. The search for the optimal tap
index n is limited only to those taps of h[·] which can be
non-zero. If for any n, none of the relays subscribes to h[n],
then h[n] = 0, which means that row (n + 1) of B is zero.
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h̄n(zn) ,
1/z2n + λnb

H
n (
(
β ′1 + β

′

2

)
Q(n)

2 − λn(znQ
(n)
1 + ILn ))

−2Q(n)
1 bn

λ2nb
H
n (
(
β ′1 + β

′

2

)
Q(n)

2 + λn(znQ
(n)
1 + ILn ))−2(znQ

(n)
1 + ILn )bn

−
1

β ′1 + β
′

2
= 0 (61)

no = arg min
0≤n≤N−1,Bn 6=∅

σ 2

(β ′1 + β ′2)
(
wo,H
n Q(n)

1 w o
n + 1

) (
wo,H
n Q(n)

2 wo
n + 1

)
wo,H
n bnbHn wo

n

+ wo,H
n wo

n

 (63)

Having no, we calculate the optimal P1 and P2 (denoted by
Po1 and P

o
2, respectively) as

Po1 =
β ′2

(
1+ wo,H

no Q(no)
2 wo

n o

)
wo,H
no bnob

H
no
wo
n o

, (64)

Po2 =
β ′1

(
1+ wo,H

no Q(no)
1 wo

n o

)
wo,H
no bnob

H
no
wo
n o

(65)

Our proposed algorithm is summarized as Algorithm 1.
Remark 1: The proposed scheme enjoys a distributed

implementation as explained in the sequel. As the two
transceivers are assumed to have the knowledge of global
CSI, each transceiver can use (59)-(65) to obtain the design
parameters. One of the two end-nodes can then broadcast
three parameters, namely κno , zno , and λno to all the active
relays (i.e., those relays contributing to h[no]. Each of the Lno
active relays can then use (59), with n = no, to calculate its
own beamforming weight using these three parameters along
with its own local channel state information. Indeed, in (59),
the matrix Q(no)

q , for q = 1, 2, is a diagonal matrix with its
ith entry being amplitude squared of the channel coefficient
between TRx q and the ith relay which subscribes to tap no

of the E2ECIR. Also, the ith element of the vector bno is
the product of the two channel coefficients representing the
two links between the two end-nodes and the ith relay which
subscribes to h[no]. As such, the ith active relay can calculate
its own beamforming vector using its own local CSI along
with the three parameters κno , zno , and λn o .
Remark 2: Note that our results in this paper differ from

the results of [4] in several aspects: i) The communica-
tion scheme studied in [4] is a multi-carrier scheme, while
we herein assume a single-carrier network, ii) The design
approach of [4] is based on maximizing the sum-rate over
all sub-carriers and at the two transceivers under a total
transmission power budget, whereas our design approach
in this paper relies on minimizing the total transmission
power subject to two constraints on the minimum data rates
at the two end-nodes, iii) In [4], the design parameters at
each transceiver include transmit powers over all sub-carriers
at the two transceivers, but in this paper, per transceiver,
there is only one design parameter, which is the transmission
power of that transceiver. Due to these differences, the multi-
carrier sum-rate maximization based method of [4] cannot
be used to obtain the design parameters which minimizes
the total transmission power in the single-carrier scheme we

consider in this paper. Indeed, in [4], the input parameter is
the maximum total transmission power consumed throughout
the network, while the input parameters in our problem in
this paper are the minimum data rates at the two transceivers.
Note that while deriving our solution, we relied on the results
of [4]. More specifically, to solve the relaxed problem in (43),
we introduced the OP (44). The latter OP has been solved
in [4], where it has been shown that at the optimum, w ∈ A
holds true. We proved that the solution to (43) is the same
as the solution to (44). Hence, we could obtain the solution
to (44) from the solution to (44), if and only if we knew
the value of Pmin

T . Obviously, the value of Pmin
T is indeed

what we are trying to obtain and it is not known to us.
Hence, we cannot use the solution to (44) to find the solution
to (43). Nevertheless, we benefited from the fact that the
optimal w for the OP (44) belongs to the set A, and hence,
the optimal value for w in the OP (43) also belongs to the
set A. This fact allowed us to write the OP (43) as in (47),
thereby enabling us to solve the problem of interest. It is also
noteworthy that our technique in this paper and the algorithm
of [4] result in a relay selection scheme, but the parameters
and the criteria used in the process of relay selection in these
techniques are different, so are the algorithms used in the
two methods to obtain the corresponding optimal values of
the relay beamforming weights and the optimal values of
transceivers transmit powers.

IV. NUMERICAL RESULTS
We assume an ABAR network where L = 60 single-antenna
relays are used to facilitate information exchange between
two transceivers. Based on a block transmission scheme,
the signals are transmitted in blocks of Ns = 64 symbols.
In each simulation run, the coefficient glq is modeled as a
zero-mean complex Gaussian random variable whose vari-
ance is inversely proportional to the path loss given by (τ ′lq )

−3,
that is the path loss exponent is chosen to be equal to 3. The
random propagation delay τ ′lq is uniformly drawn from the
interval [Ts, 4Ts].
Fig. 2 shows the average minimum total transmission

power Ptotal, the average of the corresponding relay transmit
powers Pr , and the averages of the corresponding transmit
transceiver powers P1 and P2 versus r , r1 = r2 in dB.
In this figure, we compare the performance of our proposed
method schemewith two other techniques, 1) the equal power
allocation algorithm, denoted as the EPA method and 2) the
modified equal power allocation, abbreviated as the MEPA
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Algorithm 1 : Proposed Power-Optimal Network Beamforming
1: Set n = 0.
2: If none of the relays subscribes to h[n] (i.e., if all entries of row (n+ 1) of B are zero), then go to Step 12.
3: Let bn be an Ln × 1 vector whose l th element is the same as the l th non-zero element of column (n + 1) of BH , where Ln

counts the number of the non-zero elements in column (n + 1) of BH . Define Q(n)
q , diag{|g(n)1q |

2, |g(n)2q |
2, . . . , |g(n)Ln,q|

2
},

where g(n)iq is the channel coefficient between TRx q and the ith relay which subscribes to h[n], for q = 1, 2. Let g(n)1 =

[g(n)1q , g
(n)
2q , . . . g

(n)
Ln,q]

T be the channel vector between TRx 1 and the relays associated with h[n]. Let Ns be the number of

symbols in each block and define β ′1 , Ns

(
2

2r1
Ns − 1

)
and β ′2 , Ns

(
2

2r2
Ns − 1

)
. Also, define h̄n(z), for z ∈

(
β ′1+β

′

2

‖g(n)1 ‖
2
,+∞

)
as

h̄n(z) , 1− (β ′1 + β
′

2)
1/z2 − λnbHn ((β

′

1 + β
′

2)Q
(n)
2 − λn(zQ

(n)
1 + ILn ))

−2Q(n)
1 bn

λ2nb
H
n ((β

′

1 + β
′

2)Q
(n)
2 + λn(zQ

(n)
1 + ILn ))−2(zQ

(n)
1 + ILn )bn

, for n = 0, 1, . . . ,N − 1

where for any given value of z ∈
(
β ′1+β

′

2

‖g(n)1 ‖
2
,+∞

)
, λn is the only real and positive solution to the following non-linear

equation:

Ln∑
i=1

z(z|g(n)i1 |
2
+ 1)−1|g(n)i1 |

2
|g(n)i2 |

2

(β ′1 + β
′

2)|g
(n)
i2 |

2(z|g(n)i1 |
2 + 1)−1 + λn

= 1, for n = 0, 1, . . . ,N − 1.

4: Let pl ,
β ′1 + β

′

2

‖g(n)1 ‖
2
, choose pu to be a sufficiently large number, and choose the real scalar ε arbitrarily small.

5: Let k = 1 and set z(k)n = (pl + pu)/2.
6: If for h̄n(z

(k)
n ) > 0, then set pu = z(k)n . If h̄n(z

(k)
n ) < 0, then set pl = z(k)n .

7: Calculate z(k+1)n = (pl + pu)/2.
8: If |z(k+1)n − z(k)n | < ε, go to Step 9, otherwise let k = k + 1 and go to Step 6.
9: Set zn = z(k+1)n and calculate κn using

κn = bHn (znQ
(n)
1 + ILn ))λn(znQ

(n)
1 + ILn ))

−2bn.

10: Calculate the optimal value of wn, denoted as wo
n, from

wo
n =

√
(β ′1 + β

′

2)

κnλn
((β ′1 + β

′

2)Q
(n)
2 + λn(znQ

(n)
1 + ILn ))

−1bn.

11: Calculate the cost function fn(wo
n) as

fn(wo
n) = σ

2

(β ′1 + β ′2)
(
wo,H
n Q(n)

1 wo
n + 1

) (
wo,H
n Q(n)

2 wo
n + 1

)
wo,H
n bnbHn wo

n

+ wo,H
n wo

n

 .
12: Let n = n+ 1, if n < N go to Step 2, otherwise go to the next step.
13: Find the optimal n, denoted as no, which results in the smallest value for fn(w o

n ), i.e., n
o
= arg min

0≤n≤N−1,Bn 6=∅
fn(wo

n).

14: Let wopt stand for the optimal w. If Relay l subscribes to tap no of the E2ECIR, then the l th element of wopt is the same as
that entry of wo

no which corresponds to Relay l, and if Relay l does not subscribe to tap n
o of the E2ECIR, then the l th entry

of wopt is zero.
15: Calculate the transceiver transmit powers as

Po1 =
β ′2

(
1+ wo,H

no Q(no)
2 wo

n o

)
wo,H
no bnob

H
no
wo
n o

, Po2 =
β ′1

(
1+ wo,H

no Q(no)
1 wo

n o

)
wo,H
no bnob

H
no
wo
n o

. (66)

algorithm. In the EPA technique, the total transmission power
consumption throughout the network is assumed to be evenly
distributed among all nodes, and thus, in the EPA technique

each node in the system receives 1/(L + 2) of the total
transmission power. In the MEPA technique, half of the total
transmission power is assumed to be shared between the two
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FIGURE 2. The average Ptotal , the corresponding average Pr ,
the corresponding average P1 and P2, for the proposed method,
the average total transmission power for the EPA technique and the
average total transmission power for the MEPA method versus
r1 = r2 = r .

FIGURE 3. Bit error rate versus r1 = r2 = r for different methods.

end-nodes and the remaining half of the total transmission
power is assumed to be evenly distributed among all relay
nodes. Fig. 2 shows that our algorithm outperforms the EPA
algorithm with a large margin and also consumes less trans-
mission power than theMEPAmethod does. Indeed, as shown
in this figure, our proposed solution outperforms the MEPA
method and the EPA algorithm bymore that 10 dB and 20 dB,
respectively, when r is larger than 50 bits. Moreover, it is
shown in Fig. 2 that for our algorithm, the average relay
transmit power is always 3 dB below the average minimum
total transmission power. Indeed, in our power allocation
scheme, for any channel realization, half of the power budget
is allocated to the two transceivers and the remaining half is
shared among all the relay nodes, when the rate thresholds are
identical. It can be seen from this figure that the average of
transceiver powers P1 and P2 are identical. Note that P1 and
P2 may not be identical for a given channel realization.

FIGURE 4. The minimum total transmission power versus β′

1 for different
values of β′

2.

FIGURE 5. The average minimum total transmission power versus r for
different number of relays.

In Fig. 3, assuming QPSK modulation, we illustrate the
end-to-end average bit error rates (BERs) performance for our
proposed algorithmwhich is plotted versus r and is compared
with those of the EPA and MEPA schemes. As can be seen
from this figure, our total transmission power minimization
approach outperforms the EPA and MEPA methods.

Fig. 4 shows the minimum total transmission power Ptotal
achieved by our power minimization method for one random

channel realization, versus β ′1 = Ns(2
2r1
Ns −1) and for different

values of β ′1 + β
′

2. It can be seen from this figure that as
long as the sum of β ′1 and β

′

2 remains constant, changing β ′1
does not change the minimum total transmission power of
the network. This phenomenon is the direct result of the fact
that the solution to the problem of total transmission power
minimization depends on β ′1 + β

′

2.
In our next simulation example, we assume that the two

transceivers are located at (5 km, 0 km) and (−5 km, 0 km),
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and that the relays locations are randomly distributed in a
square area, with dimensions 5 km × 5 km, centered around
the point (0 km, 0 km). We assume a path-loss exponent
of 3.8, while the standard deviation of shadowing is 8 dB.
We model the small-scale fading channel coefficients as
zero-mean complex Gaussian random variables with unit
variance. The relays’ and transceivers’ noises are modeled
as zero-mean spatio-temporally white Gaussian random pro-
cesses with variance σ 2

= −130 dBm. Fig. 5 illustrates
the average minimum total transmission power versus r for
networks with different numbers of relays. As Fig. 5 shows,
when number of relays is small, doubling this number results
in about 6 dB saving in total transmit power, while for large
number of relays, this saving is about 2-3 dB.

V. CONCLUSIONS
Considered is a single-carrier asynchronous bidirectional
cooperative network, where multiple amplify-and-forward
relays rely on the so-called multiple access broadcast chan-
nel protocol to establish a two-way information exchange
between two transceivers. The network considered herein is
assumed to be asynchronous in the sense that the signals trav-
eling between the two end-nodes through different relaying
paths undergo different propagation delays. As a result, such a
two-way relay channel can be seen as a multi-path link which
can cause inter-symbol interference (ISI) at the two end-
nodes. In a block-wise communication scheme, ISI results
in both inter- and intra-block interference. While inter-block
interference can be eliminated by cyclic prefix insertion and
deletion, tackling intra-block interference requires the opti-
mal design of the underlying bidirectional relay channel.
Considering the transceivers’ transmission powers and the
relay complex beamforming weights as the design parame-
ters, we optiamlly designed this bidirectional relay channel
via minimizing the total transmission power consumption
throughout the communication scheme, under two constraints
on the minimum data rates at the two transceivers. Our rigor-
ous proof showed that, at the optimum, only a subset of the
relays will have to participate in the information exchange
between the two transceivers and the rest of the relays have
to be turned off. More specifically, our power-optimal rate-
constrained design of the asynchrnous bidirectional relay
channel requires the impulse response of the end-to-end
channel be single-tap. Therefore, only the relays associated
with that single tap have to be turned on and the rest of
the relays will have to be turned off. We devised a simple
1-dimensional integer search algorithm to optimally find the
index of the non-zero tap of the impulse response of the
end-to-end channel. We also developed a computationally
efficient semi-closed-form expression for the optimal values
of the transceivers’ transmission powers and those of the
relays’ complex weights. Our numerical results showed that
our proposed scheme outperforms an equal power allocation
scheme, where all nodes in the network consume the same
amount of power, while satisfying the same constraints on
the transceivers’ data rates as our approach does.
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APPENDIX
PROOF OF LEMMA 1
To prove this lemma, we note that the cost function in (50)
can be replaced with 1 + 1

M

∑M
i=1 xi =

1
M

∑M
i=1(1 + xi) and

the constraint can be replaced with
(∏M

i=1(1+ xi)
)1/M

= c.
Hence, solving (50) is equivalent to finding M non-negative
numbers {1 + xi}Mi=1 which have the smallest possible arith-
metic mean while their geometric mean is constant. We know
that the arithmeticmean of such numbers is always larger than
or equal to their geometric mean with the equality occurring
when all these numbers are equal. Hence, the cost function
in (50) is minimized when all xi’s are equal. The proof is
complete. �
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