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ABSTRACT The extensions of Advanced Video Coding (AVC) and High-Efficiency Video Coding (HEVC)
for multiview video plus depth allow for the coding of 3D video scenes. During the standardization
of these extensions, it was demonstrated that compression performance can often be improved by the
application of nonlinear depth transformation prior to the compression and applying the respective backward
nonlinear depth transformation after decompression. Such an approach is referred to as the compression of
nonlinear depth representation (NDR). In this paper, a survey of the NDR technology is provided, but a
large part of this survey comprises yet unpublished results. First, the motivation and rationale behind the
idea of NDR are discussed. The options for the choice of nonlinear transformation are provided with the
respective formulations. Also, the standardization of 3D video coding with NDR within ISO/IEC and ITU
is discussed along with the experimental results that demonstrate benefits related to the application of NDR
in 3D-AVC and 3D-HEVC. Furthermore, the experimental comparisons are provided for simulcast coding
of multiview plus depth video using AVC and HEVC technology with and without the NDR. The similar
experimental results are also provided for simulcast coding using the current version of Versatile Video
Coding technology that is under development for the forthcoming standard of ISO/IEC (MPEG-I) and ITU.
All of the experimental results have been obtained for the standard JVC-3V video test sequences under
common test conditions for 3D video coding.

INDEX TERMS 3D video, 3D-HEVC, AVC, coding, compression, depth coding, depth representation,
MVD representation, Versatile Video Codec, VVC.

I. INTRODUCTION
3D video compression is strongly related to the compression
of depth maps, which should be considered in the context
of their exploitation in the system. Depth maps may be
used directly in order to calculate the distance to obstacles,
e.g., in navigation systems of mobile robots [1], or may be
used in the synthesis of virtual views, i.e. in Depth-Image-
Based Rendering (DIBR) [2], [3]. The latter is substantial for
emerging communication applications where compression is
crucial. These applications include Free-viewpoint TeleVi-
sion (FTV) and virtual navigation in a scene [3], [4], as well as
3D video gaming and content delivery to glasses-free 3D dis-
plays, such as autostereoscopic, super-multiview, lightfield or
holographic displays (e.g. [5]), or immersive media [6]. For
these and similar application scenarios, the coding errors in
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depth maps should influence the quality of the synthesized
virtual views as weakly as possible. Therefore, in this paper,
the quality of the virtual views is used as a metric in order
to assess the compression performance for the depth maps,
as in [7]–[10].

For 3D video, the most widely used video format is Mul-
tiview Video plus Depth (MVD) [11]. The video and depth
components may be coded independently (simulcast coding)
or jointly. For the latter case, there exist two options:

1. The depth maps are coded first and are then used for
the view-synthesis-based prediction of the remaining
views [9], [10], [12].

2. The views are coded before the depth maps, and the
coding of depth maps exploits information from the
views [9], [13]–[15]. This approach was standard-
ized by ISO and ITU as 3D HEVC [16], [17] that
is the current state-of-the-art compression technology
for MVD.
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For MVD video coding, the recent investigations concern
optimal mode selection [18], as well as optimal bit allocation
between views and depth maps [19], [20].

As the depth is more vulnerable to degradation of the edges
than is the natural image or video, depth-specific coding
methods were developed. The state-of-the-art techniques for
depth coding include platelets [21]–[23] and wedgelets [24],
[25]. The general idea of platelets is that inside a given coded
region of depth (e.g., corresponding to a macroblock or a
coding unit), the depth is modeled as a flat plane called a
platelet [21]–[23]. In [26], the platelets are considered in
the context of AVC-based (Advanced Video Coding) multi-
view coding. Wedgelets extend the platelets in such a way
that a given block of depth samples is represented using
multiple planes separated by edges [27]. The applications
of platelets and wedgelets in depth coding are considered
in [24], [25], and [28]. Other depth coding techniques are
synthesis-based [8], [13], [14], based on compressed sens-
ing [29], or else exploit predictions between MVD compo-
nents [30]–[32].

Unfortunately, for several of the aforementioned tech-
niques of depth compression (e.g., those based on platelets
or wedgelets) the implementations are different from those
for general-purpose monoscopic codecs. This is significant
especially at the low level of the video coding layer, where the
processing speed must be extremely high. From the imple-
mentation point of view, high-level depth coding tools that
exploit low-level structures from general-purpose codecs are
highly desirable. Indeed, depth consumes about 10% or less
of the total 3D video bitrate [9], [10], thus the fingerprint of
depth-specific tools should be minimal.

The research on MVD coding techniques has also been
stimulated by the standardization of ISO/IEC and ITU,
which coordinated the activities of the respective expert
groups: MPEG (Motion Pictures Experts Group) and VCEG
(Video Coding Experts Group) and worked together in a
Joint Collaborative Team on 3D Video Coding Extension
Development (JCT-3V). In 2011, in response to a Call for
Proposals (CfP) on 3D Video Coding Technology [33], sev-
eral interesting codecs were proposed as the starting point for
two tracks of standardization, aimed at extending Advanced
Video Coding (AVC) [34] and High Efficiency Video Coding
(HEVC) [16] monoscopic video coding standards, respec-
tively. In 2015, the AVC standard has been amended by
extension of its Multiview Video Coding part by the depth
coding tools (so called MVC+D) as well by new 3-D video
coding technology (3D-AVC), currently used in 3-D High
profile [12].Moreover, theHEVC standard has been amended
by the MV-HEVC technology that does not have explicit
tools for depth coding [17]. The encoding of depth in MVD
representation was addressed with by the 3D-HEVC which
also has been included in HEVC standard.

One of the tools studied during the standardization pro-
cesses for AVC and HEVC is Nonlinear Depth Representa-
tion (NDR) [35]. The idea of NDR is to transform the depth
values before processing and compression, and then to restore

the original depth values before virtual view synthesis, i.e.
to compress the transformed samples of depth instead of the
depth itself (depth in this paper is synonymous to normalized
disparity). Therefore, NDR involves coding a signal that is
varied in a nonlinearly with respect to depth, so that, for
instance, close objects are given a higher dynamic range than
farther ones. The idea of NDR is close to that of video contrast
correction, also known as gamma correction, which is widely
used in video processing and compression, e.g., [37].

NDR is assumed to provide the two fundamental
features:

1. The forward and backward transformations related to
NDR are simple and their implementations have very
low complexity.

2. For most of the mentionedMVD compression methods
including trivial application of monoscopic compres-
sion methods, compression of NDR is, on aver-
age more efficient than compression of direct depth
representations.

The idea of nonlinear representation of depth has already
been proposed by Krishnamyrthy et al. in 2001, but in their
paper [38] it is mentioned rather briefly, e.g., no methodology
for the selection of parameters of the nonlinear transform
function of normalized disparity is given. Also, the paper
considers only still image coding with JPEG2000. Therefore,
at that time, the idea had no impact on 3D video coding
standards.

In the context of aforementioned video coding standardiza-
tion, the use of NDR has been proposed by the authors of this
paper already in their coding technology proposal [10], [36]
for the MPEG’s ‘‘Call for proposals on 3D video coding
technology’’ [33]. Later, during a series of so-called core
experiments, NDR has been tested and finally accepted as
a part of the extensions of the AVC standard: for depth
compression (so called MVC+D), and 3D-AVC [34].

This paper is devoted to study of NDR and mainly its
implementations in current 3D video standards. Nevertheless,
the paper goes beyond the results that are published in pre-
vious works, in which study on NDR is rather brief [10],
does not include the rationale behind the idea of NDR,
is related to AVC video coding technology only [35], or is
dissolved in documents inMPEG and JCT-3V databases [36],
[47], [48], [52], [53], [64], [65]. In the present work NDR is
studied holistically, in the context of the most important state-
of-the-art video and 3D video coding technologies, including
Versatile Video Coding (VVC) [39]–[41] - a new video cod-
ing technology that is currently being prepared and is planned
to be standardized during until year 2020. In the present
paper, the rationale behind the idea of NDR is considered, and
the derivation of the transform functions is studied in detail,
as this is an issue not included into standards.

The main contributions of this paper include:
- Presenting a holistic, previously unpublished study of
NDR and survey of its applications within the current
technologies: MVC+D, AVC-3D, HEVC, HEVC-3D
and VVC.
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- Providing novel results for compression with NDR on
top of HEVC-3D and VVC video coding technologies.

- Providing exhaustive results, of both subjective and
objective evaluation, and discussion of the results among
different codecs.

II. NONLINEAR TRANSFORMATION OF DEPTH
The straightforward approach to depth map representation
is to use uniformly quantized disparity values, linearly nor-
malized to range 0 . . . 2N − 1 (e.g., 0 . . . 255 for N = 8 bits
per sample), commonly called depth. Unfortunately, for a
finite number of bits per sample, a uniform quantization is
often accompanied by annoying artifacts in the synthesized
views. A uniform quantization of disparity does not match
the properties of the human visual system that is more tolerant
to disparity errors in the background of a synthesized scene
(Fig. 1) than to errors in the foreground.

FIGURE 1. Examples of artifacts related to linear quantization in coding
of depth maps, especially visible for objects in the foreground, marked
with ellipses. a) ‘‘Poznan Hall 2’’ sequence, b) ‘‘Undo Dancer’’ sequence,
and c) ‘‘Poznan Street’’ sequence.

A. CONCEPT OF NONUNIFORM QUANTIZATION
In terms of the motivating rationale of the present study, it is
beneficial to develop a scheme that resembles nonuniform
quantization such that the depth values for close objects,
(especially the foreground objects) are given a finer quan-
tization than the depth for distant objects. A direct imple-
mentation of such a nonuniform quantization of depth would
be inconvenient in the current video coding technologies
such as AVC or HEVC, where the residual signal is quan-
tized rather than the original depth signal. The residual sig-
nal results from complex processes involving transforma-
tion (e.g. Discrete Cosine Transform), prediction (intra or
inter), in-loop filtering and rate-distortion optimization (also
influencing quantization). In video codecs, residual signal
quantization procedures are related to well-established and

highly developed procedures for bitrate and quality control.
Therefore, the modification of the disparity or depth quanti-
zation process should not influence the inner quantization in
the video codecs. Therefore, the modification of the disparity
or depth quantization process should not influence the inner
quantization in the video codecs.

Also, in standardization expert groups such as MPEG,
VCEG, and JCT-3V, there was a strong expectation [42]
to use existing monoscopic video coding tools as much as
possible for the coding of depth. The basic compression tools
that are featured in both modern video standards (AVC [34]
and HEVC [16]) are capable of processing N-bit unsigned
samples and employ uniform (or semi-uniform) quantization,
which is not optimal for coding depth that is expected to
be used for virtual view synthesis. Therefore, in order to
preserve conformance with standards such as AVC or HEVC,
in the formulation of the NDR technique it was proposed
to process depth values using a nonlinear function. Such
processing together with uniform quantization is equivalent
to the requested nonuniform quantization (Fig. 2).

FIGURE 2. Nonuniform depth quantization realized using the nonlinear
transform F performed on the input depth representation δ and the
inverse nonlinear transform F−1 applied to the output of the codec.

B. ASSUMPTIONS AND DEFINITIONS
Let us assume that the distance from the camera along its
optical axis to a point on a real object is z. Practical limitations
yield that for all objects in a scene, the depth values are within
a finite range, i.e., znear < z < zfar , where znear and zfar are
the distances to the nearest and the farthest objects in a scene.
Depth data is usually stored as normalized disparity δ which
is inversely proportional to the depth [43]:

δ = δmax ·

(
1
z
−

1
zfar

)
/

(
1

znear
−

1
zfar

)
, (1)

where δmax = 2N − 1 is the maximal value of δ represented
by N -bit samples. Although N > 10 is desirable for many
depth-image based rendering (DIBR) applications [44], still
N = 8 is often used.
Uniform quantization of this standard representation has

the following advantage: greater depth resolution of nearby
objects is obtained. In order to increase this effect, an addi-
tional nonlinear transformation is proposed to be performed
on the depth-sample values:

τ = F(δ), (2)

where τ is the transformed depth and F (·) is a nonlinear
function, e.g., as shown in Fig. 3 for the most common case
of 8-bit samples.
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FIGURE 3. Family of the nonlinear depth transformation functions (17)
for α ∈

{
0.5,1.0,1.8,3.5,5.0,10.0,30.0

}
.

The transformation (2) is performed on depth samples
before coding. Now, the depth coding itself is performed on
the internal values τ instead of the external values δ. This
nonlinear depth transformation has an effect on prediction
errors and their linear transforms (mostly DCT-like) that are
used in the course of intra-frame and inter-frame coding.
The transform samples are quantized and this process is
influenced by the proposed nonlinear depth transformation.

After transmission and decoding, the inverse nonlinear
transformation F−1(·) is applied to the decoded transformed
depth τ ′, and the reconstructed normalized disparity δ′ is
retrieved:

δ′ = F−1(τ ′). (3)

In the next subsection, suitable possibilities for the nonlin-
ear transformation F will be presented.

C. POWER-LAW FUNCTION
At first, the authors of the present paper have proposed a
shape form for the nonlinear transformation function [10]
that was inspired by the idea of gamma-correction that is
well-known from classic video technology [37]:

τ =

(
δ

δmax

)γ
· τmax , (4)

where δmax and τmax are the maximal values of δ and τ ,
respectively (e.g., 255 for 8-bit samples).

In [10], it was shown experimentally that the compres-
sion performance can be increases by a simple choice of
γ in the range 1.2–1.6, depending on the quantization step
(γ ≈ 1.6 for large quantization steps, γ ≈ 1.2 for very fine
quantization).

The aforementioned proposal for nonlinear depth trans-
formation (4) has been implemented as a part of the 3D
video codec [10] developed by the Poznań University of
Technology, Chair of Multimedia Telecommunications and
Microelectronics in response to the ‘‘Call for Proposals on
3D Video Coding Technology’’ issued by the MPEG group
in 2011 [33]. This proposal has been rated very high among
other proposals and was found to be one of the best perform-
ing proposals in the HEVC category. The excellent results
attained by the proposed codec provoked a deeper analysis

of the shares of the gains provided by the particular pro-
posed coding tools [45], [46]. At the time of initial proposal,
Equation (4) was used without a theoretical background; in
the current paper a novel approach with a theoretical deriva-
tion has been undertaken, as presented below in detail.

D. EXPONENTIAL FUNCTION
Here, the theoretical derivation of the nonlinear depth trans-
formationF (δ) is provided. For the sake of simplicity, instead
of considering the values of δ and τ (within the ranges 0 −
δmax , and 0− τmax , respectively) and the transform function
F , let us first consider δ̃ and τ̃ which are normalized to the
interval [0, 1]:

δ̃ =
δ

δmax
; τ̃ =

τ

τmax
. (5)

The forward and inverse nonlinear depth transformations can
be defined for δ̃ and τ̃ similarly as in (2) and (3):

τ̃ = F̃
(
δ̃
)
; δ̃ = F̃−1(τ̃ ). (6)

The first requirement (R1) is that distant objects are quantized
less finely than the closer ones, as intended from the nonlin-
earity of the F̃ transform. Let us denote it as quantization step
function s

(
δ̃
)
such that:

δ̃ = F̃−1 (τ̃ ) =
∫ τ̃

0
s(u)du. (7)

Notably, due to a different selection of znear and zfar values,
the position of scene objects within the depth/disparity range
can vary. Therefore, function s

(
δ̃
)
should not depend on

depth position but rather on the size of the object.
Basing on the abovementioned, we define the second

requirement (R2) that s
(
δ̃
)
is position-invariant, such that a

constant shift 1δ̃ of disparity δ̃ results in the same relative
change of quantization step s

(
δ̃
)
, independently from the

value of δ̃, depending on 1δ̃ only:

s
(
δ̃ +1δ̃

)
s
(
δ̃
) = f (1δ̃). (8)

where f is a some single-argument function of 1δ̃ only.
Let us consider the following exponential function that

(as we will show later) conforms to both (R1) and (R2)
requirements mentioned above:

s
(
δ̃
)
= A · e−α·δ̃. (9)

α > 0 is a constant parameter, for which range α ∈ [0.5, 5.0]
is a good choice for experiments; for α ≤ 0.5 the nonlinear
depth transformation function becomes practically linear and
for α > 5.0 it becomes impractically bended (see Fig. 3).
The value of parameter A can be easily derived from (7),

knowing that both the domain and codomain of F̃ and F̃−1
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are interval [0, 1]:

1 =
∫ 1

0
s(u)du = A ·

∫ 1

0
e−α·udu = −

A
α
·
(
e−α − 1

)
, (10)

where u is the integration variable used in place of δ̃ or τ̃ .
Therefore, A can be expressed as follows:

A =
α

1− e−α
. (11)

Notably, for the assumed α > 0, the value of parameter A
is greater than 1.

Now, as the values of α and A are defined, we can analyze
the proposed exponential quantization step function s

(
δ̃
)
(9)

regarding the requirements (R1) and (R2) mentioned above:
R1) Distant objects are quantized more coarsely than closer

ones; for small values of δ̃ (far objects) the quantization
step s

(
δ̃
)
is large, while for large values of δ̃ (close

objects) the quantization is fine. Thus, the requirement
(R1) is met.

R2) The proposed s
(
δ̃
)
is position-invariant; (12) follows

directly from (8) and (9). Therefore, requirement (R2)
is also met:

s
(
δ̃ +1δ̃

)
s
(
δ̃
) =

A · e
−α·

(
δ̃+1δ̃

)
A · e−α·δ̃

= e−α·1δ̃ = f (1δ̃).

(12)

Knowing that the requirements are met, we can derive the
inverse nonlinear depth transformation F̃−1 as:

δ̃ = F̃−1 (τ̃ ) =
∫ τ̃

0
s(u)du = A ·

∫ τ̃

0
e−α·kdu, (13)

δ̃ = −
A
α
·

(
e−α·τ̃ − 1

)
. (14)

After some mathematical operations we can get τ̃ :

τ̃ = −
1
α
· ln

(
−
α

A
· δ̃ + 1

)
, (15)

which yields the forward nonlinear depth transformation F̃ .
After substitution of A and some further simplifications:

τ̃ = F̃
(
δ̃
)
= −

1
α
· ln

(
1− δ̃ ·

(
1− e−α

))
. (16)

Finally, in the original notation (without scaling to unit
interval (6)) we obtain the desired forward transformation

τ = F (δ) = −
τmax

α
· ln

(
1−

δ

δmax
·
(
1− e−α

))
. (17)

The results attained with the use of transformation (17)
lead not only to comparable subjective gains as in the case
of power-law-based expression (4), but also provide objective
gains as measured using Peak Signal-to-Noise Ratio (PSNR).
This fact has been brought to the attention of the MPEG
group [47] for consideration as a tool for a new generation
of coding technology standards.

III. STANDARDIZATION OF NDR
In this section, the process of adopting of Nonlinear Depth
Representation into international video coding standards will
be discussed. In particular, approximation of the transform
function F for the sake of compression will be considered
along with application schemes of NDR into different codecs.

A. SEGMENT-WISE APPROXIMATION OF THE
TRANSFORM FUNCTION F
The best practice is for standards to leave as much flexibility
as possible to their implementers. Therefore, in a video cod-
ing standard, it would not be wise to define a single arbitrary
transformation, e.g., defined by (4), or (17). In order to fulfill
the desire for flexibility, the MPEG group has accepted the
authors’ proposal [34] that the definition of function F(·) is
provided to the encoder, then transmitted in the bitstream and
finally used in the decoder. It was decided to define F (·) by
its approximation using a polygonal chain (polygonal line).
Therefore, in a standard bitstream, only equidistant deviations
from the diagonal τ = δ are transmitted, i.e. the deviation
vector:w = [w0,w1, . . . ,wN ] is transmitted (see Fig. 4) [47].
The flexible definition of the nonlinear depth transforma-

tion exhibits several advantages:
- The definition is generic and it generalizes all the afore-
mentioned nonlinear transformations.

- The transformation may be optimized in the encoder
according to the depth content.

- Further developments may result in nonlinear depth
transformations that also can be defined as in Fig. 4.

- The proposed approximation can be easily calculated
using fixed-point arithmetic [34].

FIGURE 4. Nonlinear function definition with the use of the equidistant
deviations wi and the linear approximation in the intervals (as used in
AVC extensions [34]). In this example, the deviation vector w is a
4-element vector [35].

B. CONTROL MECHANISM FOR NONLINEAR
DEPTH REPRESENTATION
The experiments performed during the standardization pro-
cedure indicated that for some content types the nonlinear
depth transformation brings no gain, and it is useful to dis-
able this tool for that content. In particular, it was noticed
(see Section IV) that, if the distribution of the normalized
disparity δ is concentrated in only a small part of interval,
the [0, δmax], it is usually better to switch off the nonlinear
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depth transformation. Such abnormal depth distributions can
be identified on the basis of the expected value E

[
δx,y

]
of the

normalized disparity δx,y:

E
[
δx,y

]
=

1
W · H

W∑
x=1

H∑
y=1

δx,y, (18)

where W and H correspond to the width and height of the
image, respectively, and x, y are the coordinates of the depth
samples in the image (a video frame).

Therefore, it is beneficial to enable a nonlinear depth trans-
formation only when E

[
δx,y

]
is above a predefined threshold

value:

Enable NDR =

{
false if E

[
δx,y

]
< Ethreshold

true if E
[
δx,y

]
≥ Ethreshold ,

(19)

where Ethreshold has been experimentally set to 100 for the
case of 8-bit samples of the depth, independently from com-
pression technology used: AVC-, HEVC- or VVC-based.
This relatively simple condition can be used for automatically
switching the tool on and off for individual sequences based
upon the decisions made for some key frames.

The mentioned advantage of flexibility of nonlinear depth
representation proposal can be used in order to improve
compression efficiency, e.g. by adaptive selection of param-
eters [48].

C. APPLICATION OF NDR IN CODECS
In the course of compression standard preparations byMPEG
and JCT-3V expert groups, two major scenarios of depth
coding have been considered:

1. Depth is compressed independently from multiview
video such that depth does not influence the coding and
decoding of multiview video.

2. Depth values are used in the course of video coding and
decoding.

In the first approach (Fig. 5a), the nonlinear depth transfor-
mation does not influence the encoding or decoding of views.
Therefore, the information about the nonlinear depth transfor-
mation may be transmitted in Supplementary Enhancement
Information (SEI) messages. Therefore, the depth coding
extension of MVC called MVC+D [34] has already incor-
porated NDR information in an SEI message that may be
used to transmit the information about the optional depth
transformation.

In the second approach (Fig. 5b), the encoding and decod-
ing of multiview video exploits information about depth.
A good example of such a depth-dependent operation is
view-synthesis prediction [49]. Performing such a prediction
requires the values of normalized disparity rather than the
transformed representation. Therefore the δ′ values should
be internally calculated using (3) both in the view encoder
and decoder. In this case, the signaling of the nonlinear
depth transformation must be included in mandatory part of
bitstream (in contrast to SEI messages which need not be

FIGURE 5. a) Independent depth and view coding and b)
Depth-dependent coding of views. δ and τ denote the original normalized
disparity map and transformed, nonlinearly represented values, δ′ and τ ′
are decoded (reconstructed) values and Views and Views′ are original
and decoded multiview video, respectively.

implemented in the decoder). Such an approach is used in 3D
video coding adopted to the AVC standard (3D-AVC [34])
and the HEVC standard (3D-HEVC [16]).

IV. EXPERIMENTAL ASSESSMENT
The goal of the experiments is to estimate the coding gains
owing to application of the nonlinear depth transformation for
various coding scenarios for multiview-plus-depth (MVD)
video. These scenarios are individually defined for MVD
compression using AVC, HEVC, and the current version of
the forthcoming VVC technology.

A. METHODOLOGY OF EXPERIMENTS
For AVC- andHEVC-based compression, the nonlinear depth
representation tool (under the name NDR) has been evalu-
ated by MPEG and JCT-3V (experts in a series of exper-
iments [50]–[53], executed according to the methodology
defined in the Common Test Conditions (CTC) [7] document,
and previously used for the evaluation of responses to the Call
for Proposals on 3D Video Coding. These experiments were
extended by the authors using the same methodology. Here,
we summarize the results obtained by the authors partially in
cooperation with MPEG and JCT-3V groups.

In the experiments, seven MPEG/JCT-3V test MVD
sequences (Table 1) are used, all with 8-bit depth samples.
For each test sequence, 3 views (‘‘1’’, ’’2’’ and ‘‘3’’ in Fig. 6)
are compressed along with the respective depth maps for four
distinct bitrates (rate points R1,. . ., R4). Using the decoded
views and the decoded depth maps, six virtual views (the
views ‘‘v1’’,. . .,’’v6’’ in Fig. 6) are synthesizedwith the use of
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TABLE 1. MVD test sequences used for experiments.

FIGURE 6. The arrangement of views: the real views are marked in black,
while the views synthesized in the receiver (‘‘v1’’. . .‘‘v6’’) are marked in
gray.

TABLE 2. Bitrates [kbps] used in video coding experiments.

MPEGView Synthesis Reference Software (VSRS) [54]. The
synthesis is also performed from the original, uncompressed
views, as a reference for comparison.

The bitrate is always the total bitrate for 3 encoded views
and 3 encoded depth maps. The rate points R1, . . ., R4 used
in the experiments are selected individually for each test
sequence and for each coding technology, i.e. AVC, HEVC,
and VVC, in order to allow reliable subjective evaluation,
e.g., the encoded video has quite low quality, not suit-
able for commercial broadcast, but allowing observation of
both degradation and enhancement. Obviously, the bitrates
selected for HEVC are lower than those for AVC, and those
for VVC ([39]–[41]) are even lower (Table 2).

The results are given as the bitrate reductions averaged
over all frame in a sequence, while sustaining the same
average quality (luma PSNR or Mean Opinion Score: MOS).
The gains are calculated using Bjøntegaard measures [60]

between the codecs with an NDR tool and the results of the
original, unmodified codecs without that tool.

The luma PSNR is calculated with respect to the views
synthesized from the uncompressed views versus the views
synthesized from the uncompressed depth maps. The luma
PSNR averages are calculated over all six synthesized views
(‘‘v1’’, . . .,’’v6’’ in Fig. 6) and over all frames from each view.

The subjective tests have been performed on a polarization
monitor (Hyundai S465D) in accordance with the general
rules of ITU Recommendation BT.500 [61]. Double Stimulus
Impairment Scale (DSIS) methodology was used and the
viewers were viewing interchangeably the reference (stereo
pair synthesized from uncompressed original) and the tested
codec (stereo pair synthesized from the compressed views
and depths). The stereo pair was composed from views ‘‘v3’’
and ‘‘v4’’ (Fig. 6).

In all experiments the nonlinear depth transformation
defined in (17) has been used with α = 1.8. The transfor-
mation was defined by approximation with 41 nodes and
therefore the deviations have been defined for 39 nodes (for
the two boundary nodes with normalized disparity values
δ = 0 and δ = 255, the deviation is trivially 0). The deviation
vector w (see Fig. 4) that has been used is as follows:

w = [2, 4, 7, 8, 10, 12, 14, 16, 17, 19, 20, 21, 22,

23, 26, 27, 27, 27, 27, 27, 27, 26, 26, 25,

24, 23, 22, 20, 19, 17, 15, 13, 11, 9, 6, 3]. (20)

B. NDR IN 3D-EXTENSIONS OF AVC
The first group of experiments in which NDR was evalu-
ated during standardization, covered so-called HP and EHP
profiles of AVC-based 3D video coding, which later became
MVC+D and 3D-AVC, respectively. For the sake of brevity
we will describe them here using the latter, more widely
known names. The results have been submitted to MPEG
in [62] and independently cross-checked [63]. The tests were
performed with the use of JCT-3V 3DV-ATM v8.0 software.
In Table 3 is presented a summary of the attained bitrate
reductions. It can be seen that in some of the sequences (Bal-
loons, Kendo, Newspaper) considerable gains are observed,
in some (GT Fly, Poznan Street) small gains or losses are
observed and in others (Poznan Hall 2, Undo Dancer) losses
are observed.

The observation summarized in Table 3 inspired our work
on a scheme that would adaptively switch the NDR tool on
or off. The result of the research is described in Section IV
B. The use of formula (19) resulted in turning on NDR in the
case of three of the sequences from the set (GT Fly, Kendo
andBalloons), while for others (Poznan Street, PoznanHall 2,
Undo Dancer, Newspaper) it has been turned off. The value
of Ethreshold was set to 100. The adequately averaged results
are also shown in Table 3.

The attained PSNR-based bitrate reduction reaches 4.13%
(for Kendo sequence) while there is no measurable increase
of complexity. On average over all of the test sequences
(including sequences that do not fulfill the requirements for
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TABLE 3. Bjøntegaard bitrate reductions (positive values), attained owing
to the application of nonlinear depth representation in MVC+D and
3D-AVC.

depth distribution, as described in Section III B, for which
the transformation was switched off) the gains are 0.98%
(MVC+D) and 0.51% (3D-AVC). When considered are only
those sequences in which the transform has been turned on,
the gains are 2.28% (MVC+D) and 1.19% (3D-AVC) on the
average.

Note that the mentioned gains are coming solely from
coding tools for depth, while depth constitutes about 10% of
the whole bitstream.

As a part of evaluation of NDR during the MPEG meeting
in Geneva in May 2012, subjective tests [62] have also been
performed by experts. These test were conducted in order to
compare the visual quality of the synthesized views produced
from the compressed depth maps both in the presence and in
the absence of NDR, both for the same bitrate. The tested
codecs were:

- 3D-AVC anchor, or
- 3D-AVC with proposed NDR.

The tested sequence was always coded at a constant bitrate:
from the highest (R4) to the lowest (R1), reflecting the Com-
mon Test Condition (CTC) [7] and the general methodology
developed by MPEG for exploration experiments (EE) [64].
The bitrates (Table 2) have been selected according to MPEG
guidelines for individual test sequences [7], [33].

The results for various bitrates (R1. . .R4) are depicted in
Fig. 7, together with 95% confidence intervals. The results
show that nonlinear depth transformation improves coding
efficiency, although some of the confidence intervals overlap.
The evaluation was performed only for the sequences for
which NDR was turned on: GT Fly, Balloons, and Kendo
(Fig. 7). Thus, the gains with respect to MOS constant quality
for other sequences has not been measured (Table 3).

C. NDR USED WITH HEVC AND 3D-HEVC
In the context of HEVC-based 3D video coding, we have
considered two base codecs:

FIGURE 7. Results of subjective evaluation of nonlinear depth
representation in the context of 3D-AVC video compression.

TABLE 4. Bjøntegaard bitrate reductions (reductions are positive values),
attained owing to the application of nonlinear depth representation in
HEVC (simulcast) and in 3D-HEVC.

- HEVC, using JCT-VC reference software HM v16.18),
- 3D-HEVC, using JCT-3VHEVC-3D reference software
HTM v16.3, based on HM v16.18.

In both of those we have tested if the usage of NDR can bring
coding gains. The tested coding scenarios were:

- HEVC simulcast,
- HEVC simulcast with Nonlinear Depth Representation,
- 3D-HEVC,
- 3D-HEVC with Nonlinear Depth Representation.
In our experiments, the number of subjects involved was

greater than in the official MPEG evaluation. The relatively
large number of subjects resulted in 95% confidence intervals
were in the range of±(0.05–0.15) and thus very small. There-
fore, those intervals were not depicted on the plots (Fig. 8).
It can be seen (Table 4) that the bitrate reductions in the
case of HEVC-simulcast are higher than in the case of AVC-
based coding. They are in the range of about 9%–21% (about
16% on average) if the same PSNR quality is considered, and
in the range of about 7%–44% if the same MOS quality is
considered. Thus, the new results are comparable with our
previous research [10], even though a different version of the
HEVC codec and nonlinear transform has been used.

In the case of 3D-HEVC the results are definitely worse
than in the case of HEVC. If the same PSNR quality
is considered, even some significant losses are observed
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(Poznan Hall 2: about 20% increase of bitrate), which on
average brings a loss of about 2%. If constant MOS quality
is considered, NDR performs a little better and the gains
are of about 3%–22% of bitrate reduction, 9% on average.
Notably, the newly attained HEVC-3D results are also worse
that those reported in our previous research for 3D video
coding proposal [10] based on HEVC, presumably due to
presence of more advanced depth-related compression tools
present in 3D-HEVC.

We have also considered the scheme in which NDR is
adaptively switched on and off, according to formula (19).
The adequately averaged results are also presented in Table 4.
It can be seen that for the worst-case sequences NDR has been
disabled, which results in better average performance.

For those sequences for which NDR remained switched on
(GT Fly, Kendo, Balloons), the average gains in 3D-HEVC
are about 1% (PSNR) and 14% (MOS). For the whole set
of sequences (including those sequences for which NDR is
disabled and thus there were no gains nor losses) the bitrate
reductions for 3D-HEVC are about 0.5% (PSNR) and about
5% (MOS).

The fact that the bitrate reductions for 3D-HEVC are
smaller than for HEVC simulcast, may be result of additional
depth coding tools in 3D-HEVC that already provide some
gain in depth substreams.

D. NDR WITH VERSATILE VIDEO CODEC
We have also tested a technology that is currently being
developed within the MPEG group in a project aiming for a
new video coding standard under the name of Versatile Video
Codec (VVC) [39]–[41]. Currently, VVC is not considered
for 3D content in the MVD format but for monoscopic video
only. However, it can be used to approximate the gains that
can be attained with NDR, just as HEVC can be used to
estimate the gains of 3D-HEVC. Therefore, the experiments
that we have performed resembled those for HEVC.

The views and depth have been coded as separate streams,
with the use of VVC reference software VVC Test Model 2
(VTM2) configured according to the JVET Common Test
Conditions [65] in the following tested variants:

- VVC simulcast without NDR.
- VVC simulcast with NDR.

In Table 5 and Fig. 9 presented are the attained results.
If MOS subjective quality is considered, the usage of NDR
provides noticeable gains for most of the sequences. On aver-
age over all sequences, the bitrate reduction while preserving
the same subjective quality is about 8%. On the other hand,
if objective quality is considered, the usage of NDR brings
a loss of about 1.4% on average over all sequences. Simi-
larly, like in HEVC, this mainly results from the influence
of the worst-performing sequences. A scenario where those
sequences are excluded because of adaptive switching of
NDR on and off, according to formula (19), is summarized
in Table 5. For those sequences for which NDR remained
switched on (GT Fly, Kendo, Balloons), the average gains

TABLE 5. Bjøntegaard bitrate reductions (reductions are positive values),
attained owing to the application of nonlinear depth representation in
VVC simulcast.

in VVC are about 1.4% (PSNR) and 16.7% (MOS). For the
entire set of sequences (including those sequences for which
NDR is automatically disabled) the bitrate reductions for
VVC are about 0.5% (PSNR) and about 7% (MOS).

E. SUMMARY OF THE RESULTS
In this subsection we summarize and discuss the overall
results attained for the use of Nonlinear Depth Representa-
tion in the context of different video coding technologies:
MVC+D, AVC-3D, HEVC, HEVC-3D, and VVC video
codecs.

Comparison of the gathered results presented in Table 6
leads to the conclusion that the coding gains attained with
NDR depend on the level of advancement of other depth
coding tools present in given codec. Notably, the greatest
gains are attained on the basis of HEVC codec, which is
missing any depth/3D-related tools; thus the depth is encoded
as a regular video. If we consider bitrate reduction when
constant MOS quality is assumed, the second greatest gains
are attained with VVC, which also does not include any
depth/3D-related tools. VVC, however, includes much more
sophisticated prediction tools which presumably reduces
PSNR gains of NDR to the moderate value of 1.23%. More-
over, inclusion of 3D/depth tools in AVC-3D and HEVC-3D,
with respect to the base coding technologies, MVC+D and
HEVC respectively, notably result in decreased gains attained
with NDR.

Therefore it can be concluded that Nonlinear Depth Rep-
resentation is a tool for depth compression that is competitive
to other depth/3D-related tools included in the new 3D-video
coding technologies – AVC-3D and HEVC-3D. The moder-
ate PSNR gains attained in those cases, e.g. 1.19% of bitrate
reduction in the case of AVC-3D, or 1.23% for HEVC-3D,
are entirely justified if computational costs are taken into
consideration. In order to assess this effect, computational
complexity of the respective components of the system has
also been evaluated during the experiments.

Table 7 presents the execution times of the encoder,
of the decoder, and of the nonlinear depth transformation
(the same for forward and inverse transforms) required for
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FIGURE 8. Quality comparison of HEVC-simulcast (‘‘HEVC’’), HEVC-simulcast with nonlinear depth representation
(‘‘HEVC+NDR’’), 3D-HEVC, and 3D-HEVC with NDR (‘‘3D-HEVC+NDR’’). Left: Objective evaluation (PSNR). Right: Subjective
evaluation (MOS). Confidence intervals of order of ±(0.05÷0.15) are omitted in the graphs the sake of clarity.

implementation of NDR. The results are presented per single
frame, averaged over all test sequences. The test was per-
formed using an Intel Core i7-3770K processor working at

3.5GHz. The execution-time share of NDR is negligible both
with respect to the runtime of the encoder as well as with
respect to the runtime of the decoder.
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FIGURE 9. Quality comparison of VVC-simulcast (‘‘VVC’’) against VVC-simulcast with nonlinear depth
representation (‘‘VVC+NDR’’), Left: Objective evaluation (PSNR). Right: Subjective evaluation (MOS). Confidence
intervals in the order of ±(0.08÷0.21) are omitted in the graphs for the sake of clarity. For the sake of brevity, only
examples of the best and worst cases are shown.

TABLE 6. Summary of Bjøntegaard bitrate reductions (reductions are
positive values), attained due to the application of nonlinear depth
representation in different codecs. Results averaged over sequences
s1-S3.

TABLE 7. Evaluation of computational complexity of nonlinear depth
representation.

V. CONCLUSIONS
In this paper, an extensive survey on Nonlinear Depth Repre-
sentation is provided. This representation of depth has been
proposed by the paper authors in the context of a search for
an efficient HEVC extension for Multiview plus depth video
coding, known also as 3D video coding. Later, the paper
authors have researched this representation during successive
years.

The idea of NDR was already briefly mentioned in [10]
together with some experimental results for HEVC. Then,
some more results have been published in the context of
AVC in the conference paper [35]. More results, mostly
experimental results are dissolved in documents in MPEG
and JCT-3V databases [36], [47], [48], [52], [53], [64], [65].
Many other results remained unpublished yet, as explained in
Introduction.

The importance of NDR is related to its usage in the
international standards on 3D video coding [16], [34]. In this
paper, also prospective application of NDR to the forthcom-
ing VVC compression technology is considered.

In this paper, for the first time, a generic Nonlinear Depth
Representation is considered with respect to several aspects,
including choice of the transformation and applications to
several variants of the MVD video compression. The ratio-
nale for application of the nonlinear depth transformation is
strongly related to the subjective quality of the synthesized
views rendered using decoded view and depth maps. There-
fore, it is not astonishing that the coding gains are larger when
considering subjective quality measured as Mean Opinion
Score (MOS) whereas the gains are moderate for quality
measured by PSNR of the synthesized views.

For simulcast HEVC, the average bitrate reduction reaches
even 27% for subjective quality assessment whereas it is only
16% for PSNR quality measurements. Even for simulcast
coding using the current version of the novel highly efficient
VVC technology, the average gain reaches 8% for subjective
quality assessment. Smaller, but still mostly significant gains
are achieved for special 3D and multiview+depth video cod-
ing techniques, both AVC- and HEVC-based.

The complexity of Nonlinear Depth Representation is
very low. For the HEVC-based technology, on average
it is much less than 1% of the total decoder com-
plexity, and even less for encoders. Therefore, the rela-
tion between the complexity and bitrate reduction is very
advantageous.

The average gains are reduced for some specific content
for which we do not observe any significant bitrate reduc-
tion upon application of NDR. Fortunately, a simple control
procedure was found, that allows for switching off the NDR
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tool when its application is inefficient. The decision is made
upon simple analysis of a key frame.

The paper provides a general framework for nonlinear
depth transformations that may be further developed. More-
over, the paper reviews the standardization of nonlinear depth
representation. This issue was not considered in previous
research papers.

Avenues for future research include development of an
adaptive control mechanism that would allow for efficient
use of nonlinear depth representation for a broader variety
of content.
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