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ABSTRACT At present, the probability density of most chaotic systems is unknown, and the statistical
characteristics of chaotic sequences cannot be described by the probability density of chaotic maps. This
paper constructs a class of quadratic polynomial chaotic maps with three system parameters, which are
topologically conjugated with Tent maps. The probability density functions of this kind of chaotic maps are
given. Then, an arcsine function is designed to transform the chaotic sequence generated by the quadratic
polynomial chaotic map into a new random sequence, which obeys the uniform distribution on the interval
(−0.5, 0.5). In order to show the application of the new uniform random numbers, the applications of it in
generating random arrangement, Gaussian measurement matrix of compressed sensing, and pseudo random
number generator are discussed.

INDEX TERMS Quadratic polynomial chaotic maps, probability density function, random arrangement,
Gaussian measurement matrix, pseudo random. number generator.

I. INTRODUCTION
With the arrival of the era of big data and the openness and
sharing of the network, the security of multimedia informa-
tion has become a research hotspot [1], [2]. The methods
to protect information security mainly include information
encryption [3], [4], authentication [5], digital watermark-
ing [6], searchable encryption [7], etc. Among them, informa-
tion encryption is widely used in secure communications [8],
cloud storage [9], wireless mesh networks [10], Edge Com-
puting Environment [11], and other occasions. Information
encryption is the most basic means of information security
technology. Chaos is a unique nonlinear dynamical phe-
nomenon, which has the characteristics of extreme sensitivity
to the initial state and system parameters, unpredictability,
ergodicity, mixing and so on. These meaningful properties
make chaotic systems widely used in many fields, including
meteorology, sociology, physics, computer science, engineer-
ing, economics, and many others, especially in designing
cryptographic algorithms [12]–[17]. Zheng et al. [3]
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proposed a lightweight authenticated encryption scheme with
associated data based on a novel discrete chaotic S-box
coupled map lattice (SCML), which avoids the dynamic
degradation of the digital chaotic system and low efficiency
of the chaos-based cryptosystem. Yu et al. [4] presented a
novel four-image encryption scheme based on the quaternion
Fresnel transforms computer generated hologram and the 2D
Logistic-adjusted-Sine map.

Theoretically, a chaotic behavior will never close or repeat
in the phase plane, However, from a practical point of
view, the chaotic system is digital rather than analog, which
makes the chaotic behavior degenerate into periodic behav-
ior, which cause negative impact to the chaos-based appli-
cations [18], [19]. For example, some common insecurity
problems in the field of chaotic image encryption are found
in some encryption algorithms based on chaos because of
the short orbits of the digital chaotic system [18]. In order
to counteract the degeneration of chaos, Hua et al. [20]
presented a sine chaotification model (SCM) as a general
framework to enhance the chaos complexity of existing
one-dimensional (1-D) chaotic maps. Li et al. [21] ana-
lyzed the dynamics behavior of digital chaotic maps via
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state-mapping networks, which can facilitate counteracting
the undesirable degeneration of chaotic dynamics in finite-
precision domains.

The key indicators of random numbers are randomness,
independence, and even distribution. At present, the long-
term statistical characteristics of chaotic systems can not be
described by means of probability theory, that is, the proba-
bility density of most chaotic systems is unknown, and the
statistical characteristics of chaotic sequences can not be
described by the probability density of chaotic maps. So the
judgment of the independence and uniform distribution of
random numbers generated by chaotic systems depends on
the experimental simulation results, lacking theoretical basis.
In chaotic systems, only the probability density functions of
several simple chaotic maps, such as Chebyshev map [22],
Tent map [23] and Logistic map [24], are known. In this
paper, we construct a class of quadratic polynomial chaotic
maps which is topologically conjugate with Tent maps and
has three system parameters and the probability density func-
tion of this kind of chaotic map is derived according to the
probability density function of Tent mapping. Then, accord-
ing to the corresponding probability density function, an arc-
sine function is designed. By using the transformation of the
arcsine function, the random number sequences generated by
the quadratic polynomial chaotic map is transformed into a
new sequence and the new sequence is subject to the uniform
distribution in the interval (−0.5, 0.5). Finally, the applica-
tions of the new random number sequences in generating
random arrangement, Gaussian measurement matrix of com-
pressed sensing and pseudo random number generator are
discussed. The innovation of this paper lies in the following
two aspects. First, we construct a class of chaotic maps of
quadratic polynomial chaotic maps with three system param-
eters which are topologically conjugated with Tent maps,
and the probability density function of this kind of chaotic
maps is given. This greatly enriches the one-dimensional
chaotic mapping systems and provides a method of gener-
ating uniform random numbers by chaotic mapping. Second,
we provide a newmethod to construct Gaussian measurement
matrix in compressed sensing. The method overcomes the
shortcomings of the previous Gaussian matrix which requires
large storage space and high computational complexity.

The remainder of the paper is organized as follows.
Section II introduces a class of quadratic polynomial chaotic
maps and their probability density functions. Several exam-
ples of chaotic mapping are demonstrated in Section III. The
applications of quadratic polynomial chaotic maps are dis-
cussed in Section IV. Section V concludes the investigation.

II. A CLASS OF QUADRATIC POLYNOMIAL CHAOTIC
MAPS AND THEIR PROBABILITY DENSITY FUNCTIONS
Definition 1 [25]: Let two maps be expressed as

xk+1 = f (xk) (x ∈ I ) , (1)

yk+1 = g (yk) (y ∈ J) . (2)

We say that the maps (1) and (2) are topologically conjugated
whenever there is a homeomorphism h: I→ J such that for
each x ∈ I one has

g (h (x)) = h (f (x)) (3)

The map h is called a topological conjugation.
Theorem 1: If the parameters a, b, c, d , e of the two

functions

g(x) = ax2 + bx + c, (x ∈ (e− d |, e+ d) (4)

and

h(x) = d × cos(πx)+ e, (x ∈ (0, 1)) (5)

satisfy the condition
d 6= 0;
ad = 2;
2ae+ b = 0;
2d + be+ 2c = 2e.

(6)

then the function g(x) and Tent maps are topologically con-
jugate with respect to the functions h(x).

Proof: The tent map is expressed as

f (x) =

{
2x, 0 ≤ x ≤ 1/2,
2− 2x, 1/2 ≤ x ≤ 1.

(7)

On the one hand

h (f (x)) =

{
d cos 2πx + e, 0 ≤ x ≤ 1

2
d cosπ (2− 2x)+ e, 1

2 ≤ x ≤ 1.

= d cos 2πx + e = h (2x) . (8)

On the other hand

g (h (x)) = ah2 (x)+ bh (x)+ c

= a (d cosπx + e)2 + b (d cosπx + e)+ c

= ad2 cos2 πx + (2ade+ bd) cosπx + ae2 + be+ c

= ad2
1+ cos 2πx

2
+ (2ade+ bd) cosπx + ae2 + be+ c

=
ad2

2
cos 2πx+(2ade+ bd) cosπx+ae2+be+c+

ad2

2
(9)

If g(h(x)) = h(f (x)) = h(2x), if and only if conditions are
established 

ad2

2
= d;

2ade+ bd = 0;

ae2 + be+ c+
ad2

2
= e.

(10)

d 6= 0, simplify the formula (10) to get the formula (6). The
proof is over.

Reference [25] points out that two topologically conju-
gate mappings have the same Lyapunov exponent. So, if the
parameters in g (x) satisfies the condition of equation (6),
the Lyapunov exponent of g(x) is the same as the Lyapunov
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exponent of Tent mapping, which is ln2. Therefore, g(x) is a
chaotic system.

The quadratic polynomial chaotic map generated by The-
orem 1 is defined as

xk+1 = g (xk) = ax2k + bxk + c,

(x0 ∈ (e− |d | , e+ |d |)) (11)

Here, the parameters a, b, c, d and e should satisfy the
condition of Theorem 1.
Lemma 1 [25]: If the mapping f (x) and g (x) are topologi-

cally conjugate with respect to the function h(x), and ρf (x) is
the probability density function of the mapping f (x), then the
probability density function of the mapping g(x) is expressed
as

ρg (x) = ρf
(
h−1 (x)

) ∣∣∣∣dh−1 (x)dx

∣∣∣∣ (12)

Theorem 2: The probability density function of chaotic
map (11) is expressed as

ρg (x) =


|d |
πd

1√
d2 − (x − e)2

, x ∈ (e− |d | , e+ |d |)

0, others.
(13)

Proof: the probability density function of Tent mapping
is expressed as

ρT (x) = 1, x ∈ (0, 1) (14)

Theorem 1 shows that the chaotic map (11) and Tent map are
topologically conjugate with respect to the functions (5). And

h−1 (x) =
1
π
arccos

(
x − e
d

)
(15)

dh−1 (x)
dx

=
|d |
πd

−1√
d2 − (x − e)2

(16)

According to lemma 1, the probability density function of
chaotic map (11) is expressed as

ρg (x) = ρf
(
h−1 (x)

) ∣∣∣∣dh−1 (x)dx

∣∣∣∣ = |d |πd 1√
d2 − (x − e)2

(17)

The proof is over.
Theorem 2 shows that the sequences generated by the

quadratic polynomial chaotic mapping (11) are not subject to
uniform distribution and have obvious statistical character-
istics. We can transform the non-uniformly distributed ran-
dom sequence into uniformly distributed random sequence
through a nonlinear transformation.
Theorem 3: Assuming that X is a random variable gener-

ated by a chaotic map (11), then the random variable Z is
subject to uniform distribution in the interval (−0.5, 0.5).

Z =
1
π
arcsin

(
X
d
−
e
d

)
(18)

Proof: From theorem 2, we know that the probabil-
ity density function of random variable X is expressed as
formula (13). Suppose the distribution function of random
variable Z is FZ (z), then

FZ (z) = p (Z ≤ z)

= p
(
1
π
arcsin

(
X
d
−
e
d

)
≤ z

)
= p

(
X
d
−
e
d
≤ sinπz

)
= p (X ≤ d sinπz+ e)

=

∫ d sinπz+e

−∞

ρg (x) dx (19)

Then, the probability density function ρZ (z)is the deriva-
tive function of FZ (z), that is

ρZ (z) = F
′

Z (z)

= ρg (d sin(πz)+ f ) (d sin(πz)+ e)
′

=
|d |
πd

1√
d2 − (d sin(πz))2

dπ cos(πz)

= 1, z ∈ (−0.5, 0.5) . (20)

Therefore, the density function of random variable Z is
expressed as

ρZ (z) =

{
1, z ∈ (−0.5, 0.5)
0, others

(21)

III. SIMULATION EXAMPLES
Example 1:According to the condition of Theorem 1, we take
a = 2, b = −2, c = 0, d = 1, e = 0.5. Then a new discrete
chaotic map obtained, which is expressed as

xk+1 = 2x2k − 2xk , x0 ∈
(
−
1
2
,
3
2

)
(22)

The chaotic map (22) and Tent map are topologically con-
jugate with respect to h (x) = cos(πx)+ 0.5, x ∈ (0, 1).
The probability density function of chaotic map (22) is

ρg (x), which is

ρg (x) =
|d |
πd

1√
d2 − (x − e)2

=
1
π

1√
1− (x − 0.5)2

We take the initial value x0 = 0.43765, and the results
obtained by 6000 iterations of Eq. (22) is shown in Fig. 1(a).
Example 2: According to the condition of Theorem 1,

we take a = −3, b = 6, c = −4/3, d = −2/3, e = 1. Then
a new discrete chaotic map is obtained, which is expressed as

xk+1 = −3x2k + 6xk − (4/3), x0 ∈
(
1
3
,
5
3

)
(23)

Chaotic map (23) and Tent map are topologically conjugate
with respect to h (x) = (−2/3) cosπx + 1, x ∈ (0, 1).

The probability density function of chaotic map (23) is
ρg (x), which is

ρg (x) =
|d |
πd

1√
d2 − (x − e)2

=
−1
π

1√
(4/9)− (x − 1)2
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FIGURE 1. Iterative results of chaotic maps. (a) Iterative results of chaotic
maps (22). (b) Iterative results of chaotic maps 23).

We take the initial value x0 = 1.23, and the
results obtained by 6000 iterations of Eq. (23) is shown
in Fig. 1(b). It can be seen from Fig. 1(a) and Fig. 1(b)
that the iteration value is full of the whole interval,
which shows that systems (22) and (23) have chaotic
characteristics of pseudo-random, bounded, ergodicity
and so on.

IV. THE APPLICATION OF QUADRATIC
POLYNOMIAL CHAOTIC MAPS
From the Theorem 3, it is known that the random sequence X
generated by the chaotic mapping of quadratic polynomials
is transformed into the random sequence Z by an arcsine
transformation, and Z is subject to the uniform distribution
In the interval (−0.5, 0.5). The random sequence Z has
many applications, such as constructing random arrange-
ment sequence, Gaussian measurement matrix in compressed
sensing, and random sequence with good uniformity and
independence.

A. GENERATION OF RANDOM PERMUTATIONS
IN IMAGE ENCRYPTION
Scrambling is an important technology for image encryp-
tion preprocessing. At present, there are a variety of
scrambling algorithms for choice, such as Baker map-
ping method [26], piecewise linear chaotic map (PWLCM)
method [27], combined 1D chaotic maps [28], high dimen-
sional Arnold transform and Fibonacci-Q transform [29],
Hilbert method, cellular automata method, affine transfor-
mation, magic square transformation, Knight cruising trans-
formation, chaotic location exchange method, chaos ranking
method [30] and so on, and the new digital image scrambling
algorithm may be put forward constantly. In these methods,
the chaos ranking method is widely used because it makes
full use of the characteristics of chaos, such as ergodicity and
initial value sensitivity. The disadvantage of this algorithm is
that it needs to compare the nlog (n) ranking. In this paper,
a new random ranking algorithm based on chaotic uniform
distribution position exchange is proposed.
Theorem 4: Suppose that U obeys uniform distribution on

intervals (0, 1), then

X = floor(nU )+ 1 (24)

takes any one of 1, 2, . . . , n with equal probability. Where,
floor(x) rounds the elements of x to the nearest integers less
than or equal to x.
Proof: Consider that U obeys uniform distribution in inter-

val (0, 1), and define that

X =


1, 0 < U < 1/n
2, 1/n ≤ U < 2/n

· · · · · ·

n, (n− 1)/n ≤ U < 1

(25)

If 0 < a < b < 1, then P(a ≤ U < b) = b − a. Therefore,
P(X = j) = P((j− 1)/n ≤ U < j/n) = 1/n. This proves that
X takes any one of 1, 2,. . .n with equal probability.
From the above Theorem 3 and Theorem 4, we can get

the specific steps of obtaining random permutations obeying
uniform distribution.
Step (1): Setting the x0 as the initial value of the chaotic

system (22) to get a chaotic sequence X of length n.
Step (2): A new random sequences U is constructed by

random sequences X as shown by

Z =
1
π
arcsin

(
X
d
−
e
d

)
=

1
π
arcsin (X − 0.5) (26)

U = 2× |Z | (27)

According to Theorem 3, it is known that Z is sub-
ject to uniform distribution in intervals (−0.5, 0.5), then
U is subject to uniform distribution in intervals (0, 1).
U = [U (1),U (2), . . . ,U (n)].
Step (3): Let T = [t1, t2, t3, . . . , tn] = [1, 2, 3, . . . , n],

k = n.
Step (4): Let i = floor(k × U (n− k + 1))+ 1.
Step (5): Exchange the location of ti and tk .
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FIGURE 2. Scrambling effect: (a), (c), (e) are three plaintext images.
(b), (d), (f) are corresponding scrambled images.

Step (6): Let k = k − 1.
Step (7): If k > 0, then repeat the above Steps (4) - (6).

As the result, the new sequence T has the characteristics of
equal probability. In this way, a randompermutation sequence
T can be generated only by n times of exchange. Compared
with the chaotic sequence sorting algorithm, the computa-
tional complexity is greatly reduced.
Step (8):Transform the plaintext imagematrixPm×n to one

dimensional vector P = [p(1), p(2), . . . , p(l)], where, l =
m× n. According to the random sequence T , P is scrambled
as follows: temp = P(i), p(i) = P(ti), P(ti) = temp.
Step (9): Transform P into matrix of size m × n, then the

scrambled image is obtained.
Fig. 2 shows three experimental examples of image scram-

bling by using the random permutations sequence T . It can
be seen that no information of the plaintext image can be
obtained from the scrambled image, and the scrambling effect
is excellent.

B. GENERATION OF GAUSS MEASUREMENT MATRIX
IN COMPRESSED SENSING
The theory of compressed sensing was formally put for-
ward in 2006 by Donoho [31] and Donoho and Wakin [32],
and it has increasing applications in various fields such as
image processing, pattern recognition, cloud computing, and
internet of things, especially in the field of image encryp-
tion [33], [34]. It mainly includes three aspects [35]: (1)
Sparse representation of signals. Find a basis 9, so that the
signal x is sparse on 9, and obtain the transformation coef-
ficient: S = 9Tx, where S is the equivalent or approximate
sparse representation of x. The selection of transform basis9
can be a basis which has been widely used, such as wavelet
basis, Fourier basis, local Fourier basis and so on [9], [10].
(2) Design of measurement matrix. Restricted Isometry Prop-
erty (RIP) [36] is an important criterion to judge whether
a matrix can be a measurement matrix in compressed sens-
ing theory. References [37] and [38] have proved that most
random matrices satisfy RIP, such as Gaussian random mea-
surement matrix and Bernoulli random measurement matrix.
Reference [39] points out that in a sense, selecting random
measurements is the best strategy for sparse matrices. (3)
Reconstruction algorithm. Since the number of observations
m is far less than the signal length n, reconstruction can
be transformed into solving an underdetermined system of
equations. There are many commonly used reconstruction
algorithms: Orthogonal Matching Pursuit (OMP), Subspace
Pursuit (SP) and Smoothing l0 Norm (SL0) algorithm [40].

The design of measurement matrix is the key to ensure the
quality of signal sampling, and it is also the key to decide
the difficulty of hardware implementation of compression
sampling. Common measurement matrices include Gaussian
matrix, Bernoulli matrix, partial hadamard matrix, partial
Fourier matrix, sparse random matrix, toplitz matrix and
cyclic matrix [41]. Candes et al. [42] proved that the Gaussian
random measurement matrix with independent identical dis-
tribution can be a universal compressed sensing measurement
matrix. The advantages of this kind of matrix are that it is
irrelevant to most sparse signals and the number of measure-
ments needed for accurate reconstruction is small. In this
paper, Chaotic map (23) is used to generate the measurement
matrix which obeys Gauss distribution. Once the parameters
and initial values of chaotic mapping (23) are determined,
the Gaussian measurement matrix is determined, which over-
comes the shortcomings of the previous Gaussian matrix
which requires large storage space and high computational
complexity.
Lemma 2: [43] Suppose that U1 and U2 are two inde-

pendent random variables and obey uniform distribution
on (0, 1),

Z1 =
√
−2 ln (U1)× cos (2πU2) (28)

Z2 =
√
−2 ln (U1)× sin (2πU2) (29)

are two independent random variables, and they all obey the
standard Gauss distribution.
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From the above Theorem 3 and Lemma 2, The spe-
cific steps of constructing Gauss measurement matrix are as
follows.
Step (1): Set the initial value x0 of the chaotic map (23),

iterate the chaotic map to generate a chaotic sequence X1 of
length L = m×n, then, generate another chaotic sequence X2
of the same length in the same way by setting another initial
value x0 of the chaotic map (23).
Step (2): Two new random sequences U1 and U2 are

constructed by transforming random sequences X1 and X2,
as shown in Eqs. (30) and (31). U1 and U2 obey uniform
distribution on the interval (0,1),

U1 = 2×

∣∣∣∣ 1π arcsin
(
−
3
2
X1 +

3
2

)∣∣∣∣ (30)

U2 = 2×

∣∣∣∣ 1π arcsin
(
−
3
2
X2 +

3
2

)∣∣∣∣ (31)

Step (3): By using formulas (28) and (29), the sequences U1
and U2 are transformed into two sequences Z1 and Z2. Then
Z1 and Z2 are independent of each other and obey the standard
normal distribution. Converting any of Z1 or Z2 into a matrix
of sizeM ×N , which is used as the measurement matrix φ in
compressed sensing.

The histograms of sequence U1, U2, Z1 and Z2 are shown
in Fig. 3. It can be seen that U1 and U2 obey uniform distri-
bution on the interval (0,1), while Z1 and Z2 obey standard
Gaussian distribution.

The core idea of compressed sensing is to project the trans-
formed high-dimensional signal into a low-dimensional space
by ameasurementmatrix unrelated to the transform basis, and
then reconstruct the original signal with high probability from
these few projections [44]. sparse signal representation, com-
pression measurement and signal reconstruction are the three
main components of CS theory. In this paper, discrete wavelet
transform (DWT) is used as sparse representation methods.
Orthogonal Matching Pursuit (OMP) is used as signal recon-
struction algorithm and the Gauss matrix φ constructed in
this paper is used as the measurement matrix. The natural
imageCameraman is used for testing. the corresponding com-
pressed ciphertext images and decompressed restored images
with different compression rates CR are shown in Fig. 4. The
compression ratio CR is computed by

CR =
C_height × C_width
I_height × I_width

(32)

where I_height and I_width denote the height and width of
the original image, respectively. And C_height and C_width
are the corresponding height and width of the cipher image.

C. DESIGN OF PSEUDO RANDOM NUMBER GENERATOR
BASED ON QUADRATIC POLYNOMIAL CHAOTIC MAP
Random numbers are widely used in encryption and signa-
ture. Random number generator is also often used to generate
the initial population of genetic algorithm [45]. Their random

FIGURE 3. The histograms of sequence U1, U2, Z1 and Z2. (a) The
histogram of U1, (b) The histogram of U2, (c) The histogram of the
measurement matrix Z1, (d) The histogram of the measurement matrix Z2.
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FIGURE 4. Experimental simulation results. (a) Plain image cameraman.
(b) Cipher image of (a) with CR = 0.5. (c) Cipher image of (a) with
CR = 0.65. (d) Decryped image for (b). (e) Decryped image for (c).

performance affects the security of encryption and signature
schemes. Therefore, it is necessary to study and construct a
good random number generator. The random number gen-
erator mainly includes the true random number generator
and the pseudo random number generator. True Random
Number Generator (RNG) is generally generated by phys-
ical method, which is vulnerable to external environmental
impact and high cost. The study of pseudo random number
generator is a hot topic. Chaos is a definite, unpredictable
complex dynamic phenomenon. Chaotic maps are sensitive
to initial values and exhibit unpredictable and random-like
properties, which are widely used in the construction of
pseudo-random number generators. References [46]–[48],
pseudorandom number generators are constructed by using
piecewise logistic mapping, k-modal mapping and improved
logistic mapping, respectively. These pseudo random number
generators improve the random performance of generated
sequences, but their computation is large. Several combi-
nations of Logistic mappings was proposed [49], [50] to
further improve the random performance of sequences, but in
the process of digitization, the influence of chaotic degrada-
tion on the randomness of sequences can not be overcome.
Liu et al. [51] used Chen continuous hyperchaotic system
to improve the random performance of output sequence by
increasing the computational cost. Bahi et al. [52] proposed
perturbation optimization and Dastgheib and Farhang [53]
constructed a chaos-based digital pseudo-random number
generator by an additive piecewise-constant perturbation to
extend the period of random sequence. Zhu et al. [54] pro-
posed a pseudo-random number generator based on hyper-
chaotic system. In this chapter, a pseudo-random number
generator is designed by using the method of interval parti-
tion. The generated random numbers have good randomness,
uniformity and independence.

1) DESIGN OF THE RANDOM NUMBER GENERATOR
Theorem 3 shows that the random sequence X generated by
the quadratic polynomial chaotic mapping is transformed into
the random sequence Z by an arcsine transformation. Z obeys
the uniform distribution on the interval (−0.5, 0.5). There-
fore, the pseudo-random number generator can be designed
by using the method of interval partition. The specific steps
are as follows

1) Use chaotic maps (11) to generate random sequences
X = [x1, x2, . . . xn].

2) Through nonlinear transformation, the random
sequence X is transformed into the random sequence
Z = [z1, z2, . . . zn]. Z obeys the uniform distribution on
the interval (−0.5, 0.5), which is calculated by Eq.(18).

3) Divide the interval (−0.5, 0.5) equally into N = 2m

subintervals τi, τi = [ti, ti+1). ti = −0.5 + i/N , i =
0, 1, . . . ,N − 1, tN = 0.5. If zk ∈ τi, then sk = i.
Then, a random sequence of {sk | k = 1, 2, · · · , l} is
generated.
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FIGURE 5. The histogram of sequence S.

Takem = 8, then sk ∈ {0, 1, 2, . . . , 255}. To iterate chaotic
map (23) with 60000 times (l = 60000), then a random
sequence of S= {s1, s2, . . . , s60000} is generated. Fig.5 is the
numerical distribution curve of S. The abscissa represents the
value of a random sequence and the ordinate represents the
frequency of each value in the sequence. From Fig. 5, we can
see that the distribution of sequence S is very uniform, and it
has good pseudo-randomness.

2) PERFORMANCE ANALYSIS OF THE CHAOTIC
PSEUDO-RANDOM NUMBER GENERATOR
In this section, initial value sensitivity analysis, information
entropy, Chi-Square Test and NIST SP 800-22 test are used
to verify the uniformity, complexity and randomness of the
generated random numbers.

a: KEY SENSITIVITY ANALYSIS
The pseudo random number generator constructed by chaos
should maintain the sensitivity of chaos to initial value. Bit
rate of change is the ratio of the pseudo-random sequence
generated after only minor changes in the key to the num-
ber of changes in the previous pseudo-random sequence.
It is used to measure the sensitivity of the chaotic pseudo-
random number generator to the initial value. When the key
changes slightly, the ideal bit rate is 50%. In the simulation
process, the initial keys are 0.43270, 0.43270 + 10−15 and
0.43270 − 10−15, respectively, to generate three random
sequences with a length of 60000, and then convert them into
binary sequences T1, T2, T3 with a length of 480000. The
change rate of the three sequences is shown in table 1, and the
rate of change is close to 50%. Therefore, a small change in
the key will cause a huge change in the generation of pseudo-
random sequences, which shows that the random sequences
generated by this method are highly sensitive to the key.

b: INFORMATION ENTROPY ANALYSIS OF RANDOM
SEQUENCES
Shannon proposed the concept of information entropy, which
is used to characterize the uncertainty of source. In this

TABLE 1. Sensitivity analysis of pseudo random sequence initial value.

paper, information entropy is used to measure the degree of
uncertainty of the sequence{sk |k = 1, 2, · · · , l}, sk ∈ {i|i =
0, 1, · · · , 2m − 1}. The formula of information entropy is
defined as

H = −
2m−1∑
i=0

pi log2(pi) (33)

where pi is the probability of the occurrence of value i. For
m = 8, when the probability distribution of values have equal
probability, then all pi is equal to 1/256 (i = 0, 1, . . . , 255).
Thus, the maximum entropy is Hm = 8. To test the informa-
tion entropy of the random sequences, we select 100 different
initial values to genarate 100 different random sequences. Let
m = 8, then the maximum information entropy, the minimum
information entropy and the average information entropy
of the 100 random sequences S are 7.9998, 7.8993 and
7.9995 respectively, which is very close to the ideal value.

c: CHI-SQUARE TEST
Fig. 5 shows that the histogram of the random sequences S is
uniformly distributed, which can be proved by the Chi-Square
Test [55]. The means of Chi-Square test is described by

χ2
=

256∑
k=1

(vk − e)2

e
(34)

where vk is the actual frequency of each value in S, and e is
the expected frequency of each value.

For chaotic system (23), 10 sets of different initial values
are selected to generate 10 chaotic key stream sequences of
length 100000 for Chi-Square test. The results are shown
in Table 2. The smaller the Chi-square value, the better
the uniformity of the sequences. For the confidence level
a = 0.05, if the chi square value does not exceed 295.25, it is
considered to pass the test. It can be seen that the chi-square
value of the sequences are less than 295.25, which means
that all sequences have passed Chi-square test for confidence
level = 0.05.

d: NIST RANDOMNESS TEST
The Random Number Generator Test Standard is the Federal
Information Processing Standard issued by the National Insti-
tute of Standards and Technology (NIST) [56]. The NIST test
suite includes 15 tests, which focus on a sort of different types
of non-randomness that could exist in a sequence. Some tests
include two sub-tests, namely, The tests of Cumulative Sums
and Serial have two sub-tests. This statistical test suite is
suitable for both the randomness test of encryption algorithm
and the performance test of the random number generator.
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TABLE 2. Chi-test results of 30 encrypted images under confidence level
is 0.05.

Usually, the NIST test requires 1000 sequences and each
one has 1000000 bits. NIST test software mainly uses two
performance indicators: pass rate and P-value to determine
the random performance of the sequence.

Since each test is independent of each other, the pass rate
of the sequences can be tested. The sequences to be tested
are 1000, the significant level a = 0.01. If the P-values
of 985 sequences are greater than 0.01, then the pass rate is
985/1000 = 0.985. The confidence interval used to test the
pass rate is defined as:

1− a±
√
a(1− a)/m (35)

where a = 0.01. If each test pass rate is within the confi-
dence interval, then the random sequence generation algo-
rithm tested can be considered to have high trust. On the
contrary, it indicates that the measured data is not random.
Using the above formula, when a = 0.01 and m = 1000,
the confidence interval is 1−0.01±3

√
0.01× 0.99/1000 =

0.99±0.0094393 = [0.980561, 0.9994393], which indicates
that the sequence pass rate must be larger than 0.980561.

The purpose of testing the P-value is primarily to detect
the uniformity of the sequence distribution. First, calculate
the chi-square value of the m groups independent random
sequences:

χ2
=

10∑
i=1

(Fi − m/10)2

(m/10)
(36)

where Fi is the number of P-value falling within the interval
[(i − 1) × 0.1, i × 0.1]. Then, the P_valueT of each test
P-values is obtained by

P_valueT = igamc(9/2, χ2/2) (37)

where igamc(n, x) is an incomplete Gamma function.
If PvalueT ≥ 0.01, it can be determined that the P-value of
the measured sequence is uniformly distributed. According
to this, the sequence has good random performance.

To test the random performance of sequences generated
by our sheme, we set the initial value x(0) of chaotic
map (23) varies from 1.0005 to 1.5 with a variable step size of
0.0005. With each initial value x(0), chaotic map (23) iterates
1000,000 times. Hence, we can generate 1000 sequences,

each of which contains 1000000 values. Each original chaotic
real sequence X = [x(i)] generated by chaotic map (23) is
transformed into a sequence Z = [z(i)] by using Eq.(18), then
each sequence Z is transformed into a binary sequence S =
[s(i)] by using the following conversion rules: If z(i) ≥ 0, then
s(i) = 1. If z(i) < 0, then s(i) = 0. i = 1, 2, . . . , 1000000.
By this way, 1000 sequences of 1000000 bits were produced.
The results from all statistical tests are given in Table 3. The
P-value in Table 3 is actually the P_valueT calculated by
Eq. (37). The calculation method of the P-values in Table 3 is
described in detail below, which is illustrated by calculating
the P-value of ‘‘Frequency (monobit)’’ as a example. In the
tests of 1000 sequences (m = 1000), the results obtained
by the NIST suite showed that there are 101 sequences have
p-values fell in the interval [0, 0.1], 100 sequences
have p-values fell in the interval [0.1, 0.2], 93 sequences have
p-values fell in the interval [0.2, 0.3], . . . , 101 sequences have
p-values fell in the interval [0.9, 1.0]. So we get F =

[F1,F2, . . . ,F10]= [101, 100, 93, 110, 80, 101, 98, 115, 101,
101]. Then we obtain χ2

= 7.8200 by using Eq.(36). Finally,
we obtain P_valueT = 0.6744 by using Eq.(37), which is the
first value in the first row of Table 3. The other results are
calculated in the same way.

TABLE 3. NIST statistical test suite results for 1000 sequences of
size 1 million bits each generated by new pseudo-random scheme.

Table 3 shows that the entire NIST test is passed success-
fully: all the P values from all 1000 sequences are distributed
uniformly in the 10 subintervals and the pass rate is also in an
acceptable range. The minimum pass rate for each statistical
test with the exception of the Random -Excursions Variant
test is 981 for a sample size of 1000 binary sequences. The
minimum pass rate for the Random -Excursion Variant test is
602 for a sample size of 609 binary sequences.

e: TESTU01 TEST
TestU01 is a software library implemented in the ANSI C
language, which offers a collection of utilities for the
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TABLE 4. Summary results of the TestU01 tests.

empirical statistical testing of uniform random number gen-
erators (RNGs). The tests can be applied to instances of
the generators predefined in the library, or to user-defined
generators, or to streams of random numbers produced by
any kind of device or stored in files. There are three prede-
fined batteries of tests for bit sequences in TestU01, namely,
Rabbit, Alphabit and BlockAlphabit. They were originally
designed to test a finite sequence contained in a binary file.

When invoking the batteries of tests, one must specify the
number nb of bits available for each test. When the bits are in
a file, nb must not exceed the number of bits in the file, and
each test will reuse the same sequence of bits starting from
the beginning of the file (so the tests are not independent).
Rabbit and Alphabit apply 38 and 17 different statistical tests,
respectively. BlockAlphabit applies the Alphabit battery of
tests repeatedly to a generator or a binary file after reordering
the bits by blocks of different sizes (with sizes of 2, 4, 8, 16,
32 bits). Sometimes, Alphabit test computes more than one
statistic and its p-value, so the number of statistics in Alphabit
may be larger than 38. In our tests, 100 sequences with length
of 1000000 bits were produced in the same way as the NIST
Statistical test, and save the 100 × 1000000 bits in a binary
file named MyData.bin. Here, Rabbit and Alphabit tests are
done with two cases. In the first case, we use at most 1048576
(= 2^20) bits from the binary file. The summary results of
the test is shown in the first and second row of Table 4, which
show that all tests were passed. In the second case, we use at
most 100000000 (= 10^8) bits from the binary file and the
summary results of the test is shown in the third and fourth
row of Table 4, which show that only one test for each test is
failed with a p-value outside [0.001, 0.9990].

For the measurement of randomness or complexity of
chaotic sequences, besides the above measures, there are
some other measures, such as entropy algorithm [57], [58].

D. COMPLEXITY OF THE PROPOSED SOLUTION
The test programs are run on a machine with a 3.3 GHz Intel
processor running under Windows 7 operation system and
Matlab R2016b software development platform.

1) FOR GENERATING OF RANDOM PERMUTATION
SEQUENCE T
By using the method introduced in sub-Section A, a random
permutation sequence T can be generated only by n times of
exchange. When n = 512 × 512, it takes 0.0150 seconds.
While generating a sequence of same length by using

chaotic sequence sorting algorithm, it takes 0.0230 seconds.
Compared with the chaotic sequence sorting algorithm,
the computational complexity of the proposed solution is
greatly reduced.

2) FOR GENERATING GAUSS MEASUREMENT MATRIX φ
By using the method introduced in sub-Section B, a gauss
measurement matrix φ can be generated. When the size of φ
is 512 × 512, it takes 0.0310 seconds.

3) FOR GENERATING PSEUDO-RANDOM
BINARY SEQUENCE S
By using the method introduced in sub-Section C, a chaotic
pseudo-random binary sequence S can be generated. When
the length of S is 1000000 bits, it takes 0.0470 seconds.

V. CONCLUSION
This paper has constructed a class of quadratic polynomial
chaotic maps which are topologically conjugate with Tent
maps. a method of generating uniform random numbers by
chaotic mapping has been provided and the applications of
random variables obeying uniform distribution in generating
position scrambling sequences, observation matrices in com-
pressed sensing and random number generator are discussed.
It has been demonstrated that the uniform random number
generated by the method in this paper has good randomness.
It has passed Chi-Square test and NIST SP 800-22 test and
TestU01. In addition, the method of constructing Gauss mea-
surement matrix using the uniform random number generated
by the method in this paper overcomes the shortcomings of
the previous Gaussian matrix which requires large storage
space and high computational complexity. Random number
generators are crucial ingredients for a whole range of com-
puter usages, such as statistical experiments, simulation of
stochastic systems, numerical analysis, probabilistic algo-
rithms, cryptology, secure communications, computer games,
and gambling machines, to name a few. Therefore, the pro-
posed approach has a wide range of industrial significance in
the field of computer application.
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