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ABSTRACT The steganographic model based on game theory is improved. A hybrid steganography model
that satisfies the Kerckhoffs principle by combining the strategy adaptation of the game theory model and the
content adaptation in the covermodel is proposed. Thismodel is used to design a high-security steganography
algorithm for an H.264 video. The distortion function in UNIWARD algorithm is improved according to the
H.264 video coding characteristics. The improved distortion function is used to generate the bias function
under the game theory model, and the embedding probability of each position in the cover is calculated. The
new distortion function under the hybrid model is generated by combining the embedding probability of
the cover position and the distortion cost function under the improved UNIWARD algorithm and using it to
embed information in the H.264 residual DCT coefficient block. The experiment proves that the algorithm
has higher security than the UNIWARD algorithm. With the same analysis algorithm, the detection error
rate is significantly improved compared to the UNIWARD algorithm. The algorithm has a large embedding
capacity and good invisibility. When fully embedded, the capacity reaches 1.9% or more, the visual effect
does not change significantly, and the PSNR value decreases within 2 dB. After the secret message is
embedded in the information, the video bit rate is increased by 9%.

INDEX TERMS Video steganography, game theory model, hybrid adaptive, H.264 encoding.

I. INTRODUCTION
Steganography is the purpose of embedding secret informa-
tion in the public multimedia cover to achieve secret com-
munication with the receiver. The requirement is to hide
the existence of information as much as possible. Therefore,
the cover after embedding the information is compared with
it before embedding. It is not only visually invisible, but more
importantly, it is indistinguishable in statistical features.

The content adaptive information embedding algorithm
has been widely used because of its high security [1]. A spe-
cific region is selected using a content-based distortion cost
function. Then use optimized coding to embed information in
the region for the purpose of minimum distortion. Generally,
more information is embedded in the complex texture area.
Embedding less or no information in simple texture regions,
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such methods are better resistant to steganalysis. However,
the problem with the content adaptive embedding method
is that it does not meet the Kerckhoffs Principle [2]. Once
the adaptive rule is known by the attacker, it will pose a
great threat to the algorithm. It has been proved that in some
cases, the leakage of adaptive rules will lead to the security
of the algorithm is lower than that of uniform random embed-
ding [3], [4], and there has been a steganalysis method specif-
ically for content adaptive embedding [5]. Another problem
is that the security of the steganographic algorithm is more
dependent on the design of the distortion function in the
framework of ‘‘distortion function + optimal coding’’, and
the distortion function design is based on accurate statistical
modeling of the cover. But the statistical modeling of the
cover itself is very difficult, and in many cases it is not even
possible to model accurately. In this case, the steganographic
algorithm using this framework is obviously not optimal.
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The purpose of information hiding is to hide the message
secret in the multimedia cover and to make it impossible for
the steganalyst to determine whether the multimedia cover
contains information. If both the steganographer and the
steganalyst are considered to be as both sides of the game,
the game theory can be applied to information hiding. All
participants in the game need to choose a strategy. In informa-
tion hiding, the steganographer can design a certain method
to select the location suitable for information embedding. The
steganalyst can also focus on and analyze the information
according to which position is more suitable for embedding
information. Under this steganography method, the embed-
ded position of the steganographer and the steganographic
analysis position of the steganalyst are determined accord-
ing to the other party. The security does not depend on the
accurate modeling of the cover; both parties are also open,
which is in line with the Kerckhoffs Principle. Therefore,
the steganographic method under the game model can theo-
retically better overcome the problems existing in the content
adaptive steganography framework.

The steganographic model based on game theory has cer-
tain research results. In [6], the game theory is introduced
systematically into the digital information hiding technology.
It is proved that there exist Nash equilibrium in both the
steganographer and the steganalyst under the hybrid strategy,
and the 2-bit information embedding is realized. In theory,
the feasibility of information hiding technology based on
game theory is demonstrated. Reference [7] further expands
the work in [6], gives the Nash equilibrium conclusion on the
n-bit information, and realizes the n-bit embedding. In theory,
an information hiding model named ‘‘Strategic adaptive’’
based on game theory is proposed. Based on the conclusions
of [6], [7], and [8] deduces the payment and Nash equilibrium
of both sides of the game when embedding 2-bit informa-
tion at each position, and expands the hidden capacity of
the model. This paper proposes a ‘‘Strategic adaptive’’ and
content adaptive hybrid hiding model. Based on this model,
a high security steganography scheme for h.264 video that
satisfies the Kerckhoffs Principle is designed.

The structure of this paper is as follows: The first section is
the introduction. The second section is hybrid adaptive mode
construction, including the establishment of the stegano-
graphic model and the correction of the model. The third
section is the new distortion function design under the hybrid
model, which mainly includes the hybrid model analysis and
the application in video steganography and the new distortion
function design. The fourth section is the design of video
steganography algorithm, including analysis and detailed
description of the algorithm. The fifth section is experimental
data and analysis. The last section is the algorithm summary.

II. HYBRID ADAPTIVE MODEL CONSTRUCTION
A. GAME THEORY IN INFORMATION HIDING
Game theory is a theory about the interaction of strategies,
that is, the theory of rational behavior in social situations. The

choice of each player in his or her actionsmust be based on his
judgment of how other players will react [9], one of the most
important research topics in game theory is the problem of
solving Nash equilibrium points. After the strategy chosen by
the players reaches the Nash equilibrium, any one of the play-
ers who unilaterally changes their strategies can only make
their own income decline (or unchanged), and it is impossible
to increase their own income, so in Nash equilibrium point,
each player does not dare to act rashly, thus forming a balance.

When the steganographer uses the newmethod to select the
embedding position for steganography in order to improve the
security of the algorithm and resist the attacker’s steganalysis,
the corresponding steganographer will also foresee this new
location selection method and take a new strategy to attack.
By analyzing the steganographic model from the perspective
of game theory, we can find that the steganographer and the
steganalyst in the model just form the two sides of the game:
on the one hand, the steganographer chooses the embedded
location in the cover to embed the secret information and tries
not to be discovered by the steganalyst; on the other hand,
the steganalyst should try to find the secret information from
the steganographic cover. The benefit (payment) obtained by
one party is the other party’s contribution. In the game theory,
this situation is called the two-person zero-sum game.

B. MODEL ESTABLISHMENT
Based on the analysis of the information hiding game process,
combined with the research conclusions of [7], the two-
person zero-sum game model is summarized as follows:

1) The participants in this game are Alice and Eve. Alice is
steganographer but Eve is steganalyst. Note that the Cover =
{xi|xi ∈ {0, 1}, i = 1 . . . (n− 1)}, that is, Cover is a sequence
consisting of n bits, and the length of the secret information
m is k .
2) Alice’s strategy action space is select k locations for

embedding in a cover with n bits. Since there is no Nash
equilibrium in pure strategy action space, it is assumed that
Alice’s mixed strategy action space A is a probability distri-
bution over n cover elements:

Ai = {ai = (a1, a2, ....an−1), |ai ≥ 0,

i = 1, 2 . . . (n− 1),
n−1∑
i=0

ai = k} (1)

where ai represent the probability that Alice embeds message
in position i.

3) The corresponding Eve’s mixed strategy action space is
the probability distribution over n stego elements:

Ei = {ei |ei ≥ 0, i = 1, . . . n− 1 } (2)

ei represents the probability of Eve interrogating the i-th
position to obtain side information to determine whether the
position is steganized [9].

4) A monotonically increasing function f (i){i = 0, . . . n−
1} ∈ [1/2, 1] is defined to quantify the probability that the
cover is most likely to take a certain value at the i-th position,
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and can also measures the predictability of the i-th position
value. Without loss of generality, define f (i) = P(xi = 1),
indicating the probability that the i-th position takes a value
of 1. When f (i) = 1, the probability that xi takes 1 is 1, and
the value of the position is determined, with the ‘‘minimum’’
unpredictability. When f (i) = 1/2, the probability that xi
takes 1 is 1/2, and its value is 0 or 1 is completely random,
with ‘‘maximum’’ unpredictability.

Under the two-person zero-sum game model, [7] quantify
the payoff of Eve and Alice as a function associated with f (i)
at each position, the probability a(i) of Alice embedding k bit
messages at the i-th position and the probability e(i) of Eve
interrogating at the i-th position to obtain side information
can be expressed as (3)and (4):

a(i) =
k

f̃ (i)×
∑n−1

j=0
1
f̃ (j)

(3)

e(i) =
1

f̃ (i)×
∑n−1

j=0
1
f̃ (j)

(4)

where f̃ (i) is defined for notational convenience, f̃ (i) =
f (i) − 1/2 ∈ [0, 1/2], called the bias function. f̃ (i) indicates
the effect of a coefficient on the global statistical properties.
When f̃ (i) = 0, it means that the value of the coefficient
is completely random between 0 and 1. Alice can embed 1-
bit information on the coefficient without any risk under the
‘‘Strategic adaptive’’ embedding condition, which means that
the modification of the coefficient has no effect on the global
statistical characteristics. On the other hand, when f̃ (i) =
1/2, it means that the value of the coefficient takes 0 with
a probability of 100% (or 100% probability takes 1). If Alice
embeds secret information on the coefficient, then Eve can be
completely detected under the condition of ‘‘Strategic adap-
tive’’, that is to say, the coefficient has the greatest influence
on the global statistical characteristics. In order to avoid these
two extreme cases, set f̃ (0) = ε, f̃ (n − 1) = 1/2 − ε,
where ε ≈ 0 and ε > 0. Under the game theory model
of [6]–[8], the bias function f̃ (i) is defined to describe the
extent to which the cover is suitable for embedding, but does
not give a specific form. In (3) and (4), the calculation of the
bias function f̃ (i) is determined by the content of the cover,
which combines the game-based Strategic adaptation with the
cover-based content adaptation to generate a hybrid adaptive
steganography model in this paper.

C. MODEL CORRECTION
In the above model, the sum of the embedding probabilities

for each location in the cover is
n−1∑
i=0

a(i) = k , where k is the

maximummessage embedding length [7], i.e. a k-bit message
is fully embedded in the cover. Since k ≥ 1, the value of a(i)
may be greater than 1, which is inconsistent with the concept
of probability theory. If you simply set a(i) with a value
greater than 1 to 1 [7], this approach creates two problems:

1) The actual embedding length is made smaller than the
theoretical embedding length. Since the modification will

result in a(i) value greater than 1 becoming smaller (modified

to 1), such that
n−1∑
i=0

a(i) = k , the actual embedded information

length is less than the theoretical length k of the message that
can be embedded [8].

2) It is not optimal to select the embedding position accord-
ing to the a(i) value, such as a(m) = 2 and a(n) = 3,
when their values are all set to 1, it indicates that the m
and n positions have the same suitable embedding degree.
But in fact the n position is more suitable for embedding
(a(n) > a(m)).
In order to solve these two problems, the paper makes

corrections to the probability model as follows:
Step1: Summing all the parts whose probability exceeds 1,

that is, Sum =
n−1∑
i=0

(a(i) − 1) where a (i) > 1, and set all of

these probability values to 1.
Step2: Count the number of values in a that is less than 1,

and record it as Num. Add a(i) with a probability value less
than 1 plus Sum/Num, that is, increase the excess portion
evenly to a value less than 1.
Step3: If all the probabilities a(i) ∈ (0, 1] after completing

Step 1 and Step 2, the correction end, otherwise the steps Step
1 to Step 3 are repeated to perform the correction again until
the values of all the probabilities are between 0 and 1.
Step4: Sort a with a probability value of 1 according to the

original value to obtain a sequence (a1, a2 . . . an), where ai ≥
ai+1. The correction value a′i can be calculated according
to (5):

a′i = ai + εi (5)

where ε1, ε2 . . . εn ≈ 0, εi ≥ εi+1.
Since εi ≈ 0, the probability a(i) ∈ (0, 1] can basically be

considered. At the same time, for the probability a(m) and
a(n) (m 6= n), their relative size relationship still has not
changed, so it can still accurately reflect the suitability of
message embedding in different locations. During the actual
operation from step1 to step3, there may be cases where
the value of a(i) cannot be corrected to between 0 and 1.
The algorithm stipulates that when the number of repetitions
exceeds p steps, the correction is stopped, and the value
greater than 1 is set to 1, then execute Step4.

III. DESIGN OF DISTORTION FUNCTION
UNDER HYBRID MODEL
A. MODEL ANALYSIS AND APPLICATION
In the content adaptive model, the hidden person selects
certain regions in the cover to embed information through
specific adaptive rules, and the privacy rules are strictly kept
secret. Since the analyst does not know the adaptive rules,
it unable to get embedded area of information and the analyst
will select some areas according to experience or analysis
of the entire cover. Under the steganalysis framework of
‘‘feature extraction + classifier recognition’’, in order to
not miss the detection of the embedded region, more and
more feature types are extracted [10], and the dimension is
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increasing. This high-dimensional feature not only causes
difficulty in feature extraction, but also features that are not
embedded in the information region in the cover, which may
affect the detection effect and reduce the detection rate of
the algorithm. However, once the adaptive rules are leaked,
the analyst will know the embedded region in the cover,
and only need to extract the features of the region in the
steganographic analysis, which will effectively reduce the
feature dimension and eliminate the interference of normal
features, and greatly improve the detection rate of the algo-
rithm. Therefore, the security based on the content adap-
tive steganography algorithm is based on the violation of
the Kerckhoffs Principle, which poses a security risk to the
algorithm.

The ‘‘Strategic adaptive’’ model based on game theory
enables steganographer and the steganalyst to establish Nash
equilibrium on the hybrid strategy set. The embedded strategy
is open to both sides of the game and better satisfies the
Kerckhoffs Principle. In this model [6], [7] the probabil-
ity that the steganographer embeds information at the i-th
position of the cover and the probability that the steganalyst
interrogates the i-th position on the stego are a(i) and e(i),
respectively. It is also represented by (3) and (4), but the bias
function f̃ (i) is not give the specific generation method and is
not associated with the cover content. Although it can better
meet the requirements of statistical security in the single
‘‘Strategic adaptive’’ model, it does not consider the visual
quality of the digital cover after embedding information, and
the practicability is not strong [11].

According to the section II, the algorithm corrects the value
range of a(i) in our model, such that a(i) ∈ (0, 1], which
solves the problem that the actual embedded information
length is smaller than the theoretical embedded information
length and the optimal position cannot be selected. At the
same time, the design of the bias function f̃ (i) is combined
with the cover content. The value of the i-th position f̃ (i)
is determined by the cover content, thus converting a single
‘‘Strategic adaptive’’ model into a hybrid model combining
‘‘Strategic adaptive’’ and content adaptation. This model bet-
ter solves the statistical security and visual quality problems
of the steganography algorithm. In this section, we use the
hybrid model, combine the h.264 coding characteristics and
the video content to establish the f̃ (i), and design a steganog-
raphy algorithm suitable for H.264 video.

B. VIDEO DISTORTION FUNCTION DESIGN
The content adaptive hiding algorithm usually selects the
embedding position based on minimizing the embedding
distortion [12]. The typical ones of these algorithms are
WOW [13], UNIWARD [14], HILL [15] etc., where the
UNIWARD algorithm is applicable to the spatial domain and
frequency domain, this paper uses the improved UNIWARD
algorithm to calculate the bias function f̃ (i).
The distortion function is obtained according to the charac-

teristics of the H.264 compression standard and the original

UNIWARD algorithm, as shown in (6) and (7):

D(X ,Y ) =
3∑

k=1

15∑
u=0

15∑
v=0

∣∣∣W (k)
uv (T−1(X ))−W

(k)
uv (T−1(Y ))

∣∣∣
σ +

∣∣∣W (k)
uv (T−1(X ))

∣∣∣
(6)

DSI (X ,Y ) = D(P,T−1(Y ))− D(P,T−1(X ))

=

3∑
k=1

15∑
u=0

15∑
v=0


∣∣∣W (k)

uv (P)−W
(k)
uv (T−1(Y ))

∣∣∣
σ +

∣∣∣W (k)
uv (P)

∣∣∣
−

∣∣∣W (k)
uv (P)−W

(k)
uv (T−1(Y ))

∣∣∣
σ +

∣∣∣W (k)
uv (P)

∣∣∣
 (7)

where (6) and (7) are DCT domain embedded position
distortion functions without side information and with side
information, respectively. W k

uv(T
−1(X )) and W k

uv(T
−1(Y ))

represent the wavelet transform coefficients of the cover and
the stego video. u and v are the coefficient positions, u, v ∈
{0, . . . , 15} k is the sub-band direction, and k = 1, 2, 3 corre-
sponds to the three sub-bands LH, HL and HH in the wavelet
transform. X ,Y are the quantized DCT coefficients in the
compressed video, T−1 representing inverse quantization and
inverse DCT. σ > 0 is a stable constant used to avoid the
case where the denominator is 0. P in (7) is the original video
before compression.

Since wavelet transform and DCT are both nonlinear trans-
forms, the change of a spatial domain data element will affect
all wavelet coefficients or DCT coefficients after transfor-
mation; likewise, a wavelet coefficient or DCT coefficient
change will affect all spatial domain data. Therefore, when
calculating the position distortion according to (6) and (7),
it is necessary to keep the values of all other positions in one
transform unit unchanged, and the distortion cost value of the
(u,v) position is ρu,v(X ,Yu,v), then:

ρu,v(X ,Yu,v)

=

{
D(X ,X∼u,vYu,v) with side information
DSI (X ,X∼u,vYu,v) without side information

(8)

In the (8), X∼u,vYu,v represents a video in which only the xu,v
in the cover is changed to yu,v, and the remaining position
elements remain unchanged. Sort ρu,v(X ,Yu,v), to get a one
dimensional sequence ρ(i), and construct a new bias function
f̃ (i) from ρ(i), according to (9).

f̃ (i) =


ε f̃ (i) = 0
1
2
×

ρ(i)−MIN (ρ)
MAX (ρ)−MIN (ρ)

0 < f̃ (i) < 1/
2

1/
2− ε f̃ (i) = 1/

2

(9)

where MIN (ρ) is the minimum value of distortion cost,
MAX (ρ) is the maximum value of the distortion cost, and ε is
a minimum positive number. Substituting f̃ (i) into (3) yields
the embedding probability a(i) for each embedding position
under the game theory model.
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Correct a(i) to make a′(i) ∈ (0, 1], a′(i) indicates the
corrected embedding probability of the i-th elements in the
cover. When the embedding probability of a position is 0,
it indicates that the position is least suitable for embedding
information, and the corresponding distortion cost should be
the maximum value; otherwise, the embedding probability of
a position is 1,it indicates that the location is most suitable
for embedding information, and its corresponding distortion
cost is minimum [11]. Combining the embedded probability
a(i) with the original distortion cost function ρ(i), a new
distortion cost function is obtained according to (10).The
original distortion cost function is modified by the embedded
probability to obtain the new distortion cost function under
the content adaptive and ‘‘Strategic adaptive’’ hybrid model.

ρ′(i) =
ρ(i)
a′(i)

(10)

IV. VIDEO STEGANOGRAPHY ALGORITHM
UNDER HYBIRD MODEL
A. ALGORITHM ANALYSIS AND DESIGN
As a new generation video compression standard, H.264 has
low transmission rate, high image quality, flexible com-
pression mode, and good network adaptability. It has been
widely used in video surveillance, network TV, HD video and
other fields [16], [17]. Considering the characteristics of the
H.264 standard, each 16 × 16 residual macroblock in the P
frame (forward prediction frame) is used as an embedding
position [18], [19]. To avoid the influence of video com-
pression on the embedded information, the information is
embedded in the quantized DCT coefficients.

In H.264, the video frame is DCT-transformed in units
of 4 × 4, so that the original distortion cost is calcu-
lated in units of 4 × 4 blocks using the improved UNI-
WARD. The residual block is divided into 16 data blocks
for wavelet analysis. Since the energy in the residual sig-
nal is small, the db4 wavelet base with smaller vanishing
moment is selected in the wavelet analysis. Compared with
the db8 wavelet base in the original algorithm, the execution
speed of the algorithm is improved without degrading the
performance. The 1D low-pass and high-pass filters used in
the algorithm are shown in FIGURE1.

The distortion cost function calculation in the algorithm
can be divided into two categories: one type of H.264 cover
has a corresponding original YUV video before compression,
and this kind of cover is calculated by DCT domain distortion
cost function with side information. The second type is the
H.264 cover that cannot obtain the raw video. This type of
video is calculated using the DCT domain distortion function
without side information. After obtaining the distortion cost,
the information is embedded in the quantized DCT coeffi-
cients of the residual macroblock by the STC [20].

B. ALGORITHM DESCRIPTION
The algorithm embeds information in the 16 × 16 residual
DCT coefficients, and calculates the original distortion cost

FIGURE 1. Daubechies wavelet filter bank. (a) db 4 wavelet decomp.
low-pass. (b) db 4 wavelet decomp.high-pass.

function ρ(i) according to whether the cover has the raw
video selection D(X ,Y ) or DSI (X ,Y ). The bias function is
calculated by ρ(i) to obtain the embedding probability a(i) for
each position, and a new distortion function ρ′(i) is obtained
by ρ(i) and a(i) together. Finally, STC coding is used to form
stego H.264 video. The extraction process is to decode the
stego video with STC.

Theoretically, blocks of any size can be used as embedded
information units, but the information embedding process
uses STC coding, which has the size requirement for the
block of embedded information. When 4 × 4 is adopted,
the STC code embedded information cannot be realized.
At the same time, considering that the H.264 encoder is
encoded by macroblock-by-macroblock, 16 × 16 is used as
the embedding unit in this scheme. If a larger data block such
as 32 × 32, 64 × 64 is used, the STC encoding time will be
lengthened.

The algorithm framework is shown in FIGURE2.
The specific steps of the algorithm are as follows:
Step1: Decode the H.264 video cover to obtain one resid-

ual macroblock in the P frame. Calculate the number N of
non-zero AC coefficients of the residual DCT block. If N
is greater than or equal to the threshold T , perform Step 2,
otherwise perform Step 7.
Step2:Determine the cover video type. For the cover with-

out the raw video, according to (6) calculate the original
distortion cost value in units of residual blocks, and vice
versa, according to (7). The original distortion value of the
i-th element is denoted as ρ(i).
Step3: Substituting the maximum value MAX(ρ) and the

minimum valueMIN(ρ) of ρ(i) and ρ(i) into (9) to obtain the
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FIGURE 2. Framework of our scheme. (Contains information embedding
and information extraction.)

bias function f̃ (i). According to f̃ (i) and (3), the embedding
probability a(i) at each position is calculated, and a(i) is
corrected by the section II to make a(i) ∈ (0, 1].
Step4: From the corrected embedding probability a(i) of

the i-th position in the residual block and the i-th position

original distortion cost ρ(i) calculated in Step 1, a new dis-
tortion function ρ′(i) is obtained according to (10).
Step5: According to the new distortion cost value ρ′(i) and

the information to be embedded, the minimum distortion cod-
ing method STC is used to embed message in the quantized
DCT coefficients to obtain a block of stego residual DCT
coefficients.
Step6: Calculate the number N ′ of non-zero AC coeffi-

cients of the DCT block. If N ′ is less than the threshold T ,
it is an invalid embedded block, and the messages embedded
in the invalid block needs to be re-embedded in the next
macroblock.
Step7: Continue the H.264 encoding of the DCT coef-

ficient block to obtain the H.264 code stream of the mac-
roblock. Repeat Step1-Step7 until all messages are embedded
or all macroblocks are embedded with message.

V. ALGORITHM SIMULATION
A. EXPERIMENTAL PARAMETER SETTING
In the experiment, the video clips of 7-segment QCIF format
(176 × 144) and 4-segment CIF format (352 × 288) were
used for simulation, as shown in TABLE 1 The Baseline
Profile H.264 video codec is used for the test video using
the X264 codec and the P264 decoder with a quality factor
QP = 28. Since the experimental H.264 cover video has
corresponding raw video, the algorithm uses SI-UNIWARD
to calculate the original distortion function ρ, the stability
factor σ takes 2−6, and the non-zero AC coefficient threshold
T in the DCT block takes 4. The constraint height h = 6 in
the STC encoding.

B. EMBEDDED POSITION SELECTION
The embedding position in the algorithm is determined by the
content-based distortion cost and the embedding probability
under the game theory. FIGURE3 is a diagram of inverse
transforming into a spatial domain after embedding infor-
mation on the DCT domain of the foreman video’s second
residual frame. (a) is the luminance component of the cover
video foreman’s second frame; (b) is the residual data of
the second frame in the H.264 compression process; (c) and
(d) are diagrams of embedding information in residual DCT
coefficients using SI-UNIWARD and the proposed algo-
rithm, respectively;(e) is the embedded position of the DCT
domain obtained by the SI-UNIWARD algorithm to the spa-
tial domain; (f) is the embedded position of the DCT domain
obtained by the hybrid model algorithm to the spatial domain.

It can be seen in FIGURE3.that the embedded position
selected by the SI-UNIWARD algorithm is relatively scat-
tered, which indicates that some locations in the relatively
weak texture area are still considered to be suitable for
embedding information under the content adaptive Principle.
When the embedded position is known, these areas are easily
statistically modeled to analyze the existence of information.
The embedding position calculated by the algorithm pro-
posed in this paper is more concentrated on the texture region.

61528 VOLUME 7, 2019



K. Niu et al.: Hybrid Adaptive Video Steganography Scheme Under Game Model

TABLE 1. Experimental video clip.

Since it is very difficult to establish an accurate statistical
model for the complex texture region, the analyst cannot
easily obtain the analysis result even if he knows the possible
embedding position of the information. In accordance with
the requirements of the adaptive rule disclosure in game
theory, the Kerckhoffs Principle is better satisfied.

C. EMBEDDED CAPACITY AND BIT RATE
The algorithm uses STC encoding to embed information,
and the embedding rate needs to be pre-designed in STC
encoding. Combining the characteristics of video coding,
the embedding rate is determined according to the number of
non-zero AC coefficients in each 16×16 residual DCT block.
The embedding rate of each block is calculated by (11), where
αi is the embedding rate (bpp) of the i-th residual block, Ni
is the number of non-zero AC coefficients in the i-th residual
block. After the information is embedded, the optimal pre-
diction in the original encoding process is destroyed, so the
bitrate is increased. To measure the change of the bitrate,
Define the bit rate increase rate BR_var and calculate BR_var
according to (12). In (12), BR_em is the size of the video after
embedding the information, and BR_org is the original video
size. TABLE 2 shows the maximum embedding capacity and

FIGURE 3. Embedding position chosen by UNIWARD and our algorithm.
(a) Cover’s luminance frame. (b) Residual frame. (c) Residual frame after
embedding information with SI-UNIEWARD algorithm. (d) Residual frame
after embedding information with the proposed algorithm. (e) Embedded
position selected by SI-UNIWARD algorithm. (f) Embedded position
selected by the proposed algorithm.

bitrate of the video.

αi =
Ni

16× 16
(11)

BR_var =
BR_em− BR_org

BR_org
× 100% (12)

β =
E
S

(13)

Calculate the embedding rate according to (13). In (13), β
is the embedding rate, E is the embedded data size, and S
is the size of stego video. It can be seen that the capacity of
the algorithm is basically more than 1.9% of the video size,
and the bitrate change is controlled within 9%. Video with
complex texture and fast motion speed has a relatively high
code rate increase, such as City_qcif.yuv and Mobile_cif.yuv
video. This is due to the embedding of more information
in these videos. In this case, the embedding rate can be
appropriately controlled to reduce the change of the bitrate.

D. SECURITY AND INVISIBILITY
The algorithm is used to embed the information in the video
and compare the histogram of the DCT block before and
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TABLE 2. Capacity and bitrate of our algorithm.

after embedding. Considering the 4 × 4 DCT transform in
the h.264 encoding process, as shown in FIGURE4. It is
the second frame of the foreman video’s histogram of all 4×4
residual DCT block AC coefficients. (a) is an AC coefficient
histogram of cover, and (b) is an AC coefficient histogram at
full embedding. As can be seen from the figure, the algorithm
better maintains the DCT coefficient histogram.

Considering that both SI_UNIWARD and the NPQ [21]
are modified and embedded in the DCT coefficients of the
compressed domain based on ‘‘content adaptation’’, the pro-
posed algorithm is compared with them to further test the
security of ‘‘hybrid adaptive model’’. The SI_UNIWARD is

FIGURE 4. AC coefficient histogram. (a) is the cover video residual block
AC coefficient histogram (b) is the stego video residual block AC
coefficient histogram.

embedded with STC code, the constraint height is h = 6, and
the embedding rate is the same as the full embedding state of
our proposed algorithm. In the NPQ algorithm, the message
is embedded in the non-zero AC coefficients of all residual
DCT blocks, setting the parameter µ = 0, λ1 = λ2 = 1/2,
which is the ‘‘safest’’ embedded state in the NPQ algorithm.
Since bothNPQ and SI_UNIWARDare image steganography
algorithms, in the experiments in this paper, 16 × 16 resid-
ual macroblocks are regarded as ‘‘images’’ for information
embedding. Three types of feature sets are used in the test,
which are the joint feature set of SRM [22] and JRM [23],
the ST_D [24] feature set and the MAX-GFR [25] feature
set, and using the ensemble classifier [26] with Fisher linear
discriminant as the base learner. The definition detection error
rate is as shown in (14), where F is the detection error rate,
NF is the false alarm rate, and PF is the miss rate. The detec-
tion error rate results are shown in TABLE 3. It can be seen
that when the SRM and JRM joint feature set is used, the pro-
posed algorithm security is higher than the NPQ algorithm,
which is slightly higher than the SI_UNIWARD algorithm.
When the ST_D feature set is used, the proposed algorithm
is basically the same as SI_UNIWARD, slightly higher than
the NPQ algorithm, because the ST_D feature set is mainly
for spatial domain detection, the detection error rate is high
for all algorithms. MAX-GFR is a class of attack features of
selected channels [23], [27]. It is a weight allocation method
in which the maximum change probability of corresponding
correlation DCT coefficients is calculated as the weight of
each filtered coefficient, and the final feature set is obtained
by accumulating the weights in corresponding histogram sta-
tistical samples. It has a high detection rate for the traditional
UNIWARD algorithm. It estimates the embedding proba-
bility of each cover through content adaptive strategy, and
extracts and detects features for large probability embedding
positions. The experimental results show that the algorithm in
this chapter has better resistance to selecting channel attacks

61530 VOLUME 7, 2019



K. Niu et al.: Hybrid Adaptive Video Steganography Scheme Under Game Model

TABLE 3. Detection error rate under different feature sets.

TABLE 4. Erage PSNR value of each video.

than SI-UNIWARD.

F =
NF + PF

2
(14)

The codec of each frame in the video compression process
is referenced to the previous frame (or several frames), and
the modification of the reference frame will cause the codec
error to accumulate, resulting in the video visual quality
declining. The algorithm adaptively adjusts the embedding
amount according to the non-zero AC coefficient of the resid-
ual block, and selects the texture complex region to use STC
coding embedding information. At the same time, in order
to prevent the cumulative effect of errors from increasing,
the frequency at which I frames appear is controlled during
h.264 encoding. The algorithm sets an I frame (Intra-coded
frame) at least in 150 frames, which better maintains the
visual quality of the video.

FIGURE5. shows the effect of Saleman_qcif and City_qcif
video clips before and after information embedding, and
TABLE 4 shows the average PSNR value of each video in

FIGURE 5. The effect of some video clips before and after information
embedding, the left side is the original video frame, and the right side is
the corresponding frame after the embedded information. (a) is the 60th
frame of the Saleman_qcif, (b) is the 80th frame of the City_qicf.

our proposed and other algorithms. Algorithms 1 and 2 are
the algorithms in documents [28] and [29], respectively.

VI. CONCLUSION
Under the framework of the steganographic algorithm of
‘‘optimized coding + distortion function’’, the STC-based
optimization coding is close to the theoretical upper limit,
so designing a good distortion function is the key to
improving the security of the steganography algorithm. The
content-based adaptive distortion function has good resis-
tance to steganographic analysis in the case of adaptive rule
secrecy, but it is obviously violated the Kerckhoffs Principle
in cryptography, which makes the steganography algorithm
a security risk. The advantage of the proposed hybrid model
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is to make full use of the characteristics of Nash equilibrium
in game theory, so that the steganography algorithm under
the model has the advantages of the content adaptive algo-
rithm, and can theoretically satisfy the Kerckhoffs Principle.
Based on the hybrid model, an H.264 video steganography
algorithm is designed by improving the model to the video
cover. A new practical steganographic framework of ‘‘opti-
mized coding + distortion function + embedded probability
function’’ is implemented. Experiments show that the algo-
rithm has high security and further proves the effectiveness
of the hybrid model. Especially when resisting the ‘‘channel
selection’’ attack method (such as MAX-GFR), the security
is significantly higher than the content adaptive UNIWARD
algorithm. In the improved hybrid model steganography
framework, ‘‘Strategic adaptive’’ and content adaptation are
independent of each other. However, this kind of method
needs to calculate the embedded probability function of each
position, which has higher time complexity than the content
adaptive algorithm. In the future work, different or new con-
tent adaptive algorithms can be applied to the new framework
to further improve the performance of the steganographic
algorithm under the hybrid model. The embedded framework
proposed has good applicability. As long as it is combined
with the content adaptive algorithm of the corresponding
cover, the steganography algorithm with different types of
cover can be designed. In addition to being applicable to
video, it is also effectively applied to images and audio.
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