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ABSTRACT Network slicing has been viewed as a key enabler for the next-generation software-defined
and cloud-based network (e.g., 5G and beyond) to accommodate diverse services in a flexible and cost-
efficient fashion. Network slicing allows a network slice provider (NSP) to operate on a common network
infrastructure to create customized isolated logical networks (i.e., network slices) for network slice customers
(NSCs), (i.e., service providers). NSP and NSCs are independent operators who pursue profit maximization,
while in the literature, only network cost optimization is intensively investigated in terms of service function
chain embedding, i.e., virtual network function (VNF) placement and flow routing. Therefore, slices should
be dimensioned (i.e., resources allocated to slices) according to the resource availability and the economic
mechanism in the network, so as to optimize the resource utilization and improve the profit of NSP/NSCs.
In this paper, we study elastic slice dimensioning with resource pricing as a Stackelberg pricing game,
in which the NSP sells slices by pricing resources and NSCs adjust their slice’s resource demand on VNF
capacity and bandwidth, while both are trying to maximize their profit. Then, we formulate optimization
problems for the pricing game and find that a closed form solution of the optimal price cannot be obtained for
a non-trivial network. Hence, we propose a resource pricing algorithm that aims tomaximize the NSP’s profit
and the network’s social welfare. Compared with existing usage-based pricing method and two heuristic
methods, our proposed pricing algorithm for slice dimensioning strikes a trade-off between maximizing
NSP’s profit and other metrics, including the resource utilization. Hence, it will helpfully exploiting the
benefits of network slicing.

INDEX TERMS 5G, network slicing, profit maximization, slice dimensioning, service function chaining,
social welfare.

I. INTRODUCTION
The forthcoming next-generation mobile networks (5G)
are envisaged to support diverse application scenarios and
services with various requirements on high data rates,
low latency, seamless coverage, and dense connectivity,
etc. [1]–[3]. However, the monolithic design of the current
network architecture (e.g. the LTE networks) cannot meet all
the service requirements in a cost-efficient way, as it treats
all services in the same way (e.g. the IoT metering service
might not need mobility functions, and thus the related cost
can be saved). Instead of building special-purpose networks
for individual services, cloud-based network infrastructure
can create multiple customized logical networks (network
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slices) for individual services with network slicing, thus sav-
ing numerous building and operational cost [2]–[4]. Hence,
network slicing is prevailingly perceived as a foundational
enabler of 5G networks. Network slicing is based on a stack of
novel techniques, including network functions virtualization
(NFV) and software-defined networking (SDN) [3]–[7]. NFV
splits network functions (NFs) as software modules from pro-
prietary purpose-built hardware [8], [9], while SDN decou-
ples control functions from forwarding nodes and places
them on the logically centralized controller [10]. Compared
with legacy networks, SDN and NFV enable networks to
accommodate new type of services more easily in the future
by upgrading the software.

A service provider leases network slices from the Net-
work Slice Provider (NSP) that manages the resources of
the network infrastructure [7]. Hence, we also call a service
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provider as network slice customer (NSC). A network slice
carries a group of flows that belong to the end users that
subscribe to the service provider. The functionality of a slice
(service) is described by a Service Function Chain (SFC)
[11], [12], which can be represented as an ordered sequence
of NFs. In an SDN/NFV-enabled network, virtual network
functions (VNFs) are created on nodes and interconnected
by specifying forwarding rules so that flows are processed
following the SFC logic [13], [14].

In network slicing, only required function modules will
be provisioned for a slice, so the processing efficiency of
service flows in a slice can be improved, and thus the Qual-
ity of Service (QoS), e.g. latency, can be guaranteed more
easily. Besides, network slices are isolated from each other,
so the QoS of each slice is not influenced by other slices.
Furthermore, the role division of NSP and NSCs greatly
simplifies the network deployment, operation and manage-
ment, and improves the flexibility and efficiency for carrying
services. The NSP does not need to concern about how to
accommodate new type of services on its network. Instead,
it can focus on how to deploy and manage its networking
and computing resources, for delivering services at the lowest
possible cost without compromising service quality. On the
other hand, the NSCs realize a service logic by defining
the corresponding SFC as well as its resource requirements
and utilizing the open interface of network slicing. In this
way, network slicing can provide full flexibility for network
operators and service providers in a cost-efficient way, and
thus has been widely deemed as a fundamental technology
for 5G by industry leaders and standardization bodies [3], [4],
[7].

Although network slicing brings substantial benefits for
provisioning services, there remain some outstanding issues
to be addressed. How to efficiently map the SFC to the sub-
strate network has been considered in some work [14]–[17].
The commonality is jointly optimizing network function
placement and flow routing, so as to minimize network cost
and improve network throughput [15], fairness [16], etc.
However, existing work does not consider the NSP and NSCs
as independent operational entities, i.e., they lack a business
model for the NSP and NSCs to maximize their profits. If
the service provided by a slice has certain elasticity [18],
[19], NSCs can adjust resource demand according to the
resource prices, in order to maximize its profit. According
to the demand of slices, the NSP can adjust the prices, so as
to maximize its profit and improve resource utilization of the
substrate network. Therefore, network slices should be care-
fully dimensioned by appropriately allocating resources to
slices, according to the resource availability and the economic
mechanism in the network. This inspires us to deeply explore
resource pricing in network slice dimensioning.

To the best of our knowledge, this is the prior work that
investigates network slicing in conjunction with resource
pricing. We consider the coexisted network slices with elas-
tic traffic and ordered service function chains. The slice
dimensioning problem is considered in the form of Stack-

elberg pricing game [20], [21], where the NSCs adjust their
resource demand according to the price offered by the NSP,
in order to maximize their profit. As the demand of slices
depends on the prices, the NSP might first determine a price
that can also maximize its own profit. We formulate the opti-
mization problem for the NSP and NSCs that maximize their
respective profit (denoted as NSPP and NSCP). We analyze
how to find the optimal price for NSP by backward induction
under the scenario where multiple users share a single link.
However, finding the optimal solution is intractable in a com-
plex network setting with numerous constraints on capacity,
flow routing, and VNF placement. In this case, we cannot
determine the closed-form expression of the demand curve
for individual slices and thus the optimal resource price.

In order to perform slice dimensioning efficiently, we pro-
pose a two-stage resource pricing algorithm. The first stage
aims at maximizing the NSP’s profit by searching prices
based on resource cost, while the second stage aims to max-
imize the social welfare of the network so that both the
network resource utilization and the profit of NSCs can be
improved. In the second stage, the price is determined with
the dual variables. All slices are jointly optimized for social
welfare (the joint-Network Slice Customers Problem, joint-
NSCP in brief), making the problem large-scale, while the
variables from each slice are coupled together in the capac-
ity constraints so that the problem cannot be decomposed
directly. To cope with this issue, we solve joint-NSCP via
its dual form, decompose it on the per-slice basis based on
the dual-ADMMmethod [22]–[24], and finally obtain a price
that further improves the NSP’s profit. The numerical results
show that the proposed pricing algorithm can efficiently solve
the slice dimensioning problem and strikes a tradeoff between
optimizing the NSP’s profit and other metrics including net-
work social welfare, resource utilization, and the profit of
NSCs.

The rest of the paper is organized as follows.We discuss the
related work in Section II and present the resource and cost
model for network slicing in Section III. Next, we formulate
the NSCP and NSPP in Section IV and propose the resource
pricing algorithm in Section V. Then we present the numeri-
cal results and discussions in SectionVI. Finally, we conclude
this paper in Section VII.

II. RELATED WORK
With the advent of 5G, network slicing enabled wireless
network architectures have been proposed by industry lead-
ers and standardization bodies [3], [4], [7]. For instance,
Huawei has proposed the MyNET/SONAC platform to real-
ize network slicing for future wireless network [7]. In the
MyNET architecture, the Slice Provider builds both control
and user plane slices on network infrastructures. Once a
Slice Customer requests for a slice, the Slice Provider will
create a user plane slice, and associate it with shared control
slices or dedicated control slices. An et al. [4] study the inter-
action between user equipments (UEs) and network slices,
such as discovering and selecting appropriate slices.
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In recent days, the research work on network slicing is
mainly focused on the resource allocation aspect, i.e., service
function chain deployment and flow routing. Li et al. [13]
propose a general optimization framework, which can deal
with various objectives for SFC deployment, such as mini-
mizing delay, load balancing, etc. Also, the framework can
incorporate other technique problems, such as flow routing,
so as to improve the flexibility. In [14]–[16] and [25], an SFC
is decomposed into segments, so that the order of the func-
tion chain can be ensured when performing optimization.
Jang et al. [15] consider that a service node can deploy mul-
tiple VNF instances with fixed capacity and resource con-
sumption as [14]. Then they jointly optimize the flow routing
and the VNF placement problem, so as to achieve through-
put maximization and energy saving. Zhang et al. [16] allow
flows to be routed on multi-paths, while a flow’s traffic can
only be processed by one VNF instance of a specific type,
thus avoiding cooperation overhead. With the fixed deploy-
ment of VNF instances, Yu et al. [26] prove the NP-hardness
of the QoS routing problem with specified function chain
and then propose an FPTAS algorithm. Usually, the con-
straints on VNF placement introduce integer design vari-
ables, leading the optimization problem into NP-hardness
[15], [16]. Therefore, relaxing and rounding techniques and
heuristic methods are usually adopted to efficiently solve the
problems [14]–[16].

On the other hand, there is also related work on un-ordered
service function chains [27]–[29]. Cohen et al. [28] consider
the cost optimization in VNF placement, which assumes the
fixed flow routing and ignore the link resource constraints
in the network. Lin et al. [27] formulate the end-to-end flow
routing and VNF placement problem as a mixed integer
program, as they optimize the number of VNF instances that
have constant capacities and they enforce single path routing.
In [29], we consider the processing resource requirement is
proportional to data rate, which is different from [14], [15]
and [27]. We have studied the slice dimensioning problem
that utilizes pre-calculated multi-paths and optimizes VNF
placement and flow routing to maximize the profit of slice
provider and slice customers. Although the un-ordered func-
tion chain is easier to handle, realistic services usually specify
the processing sequence of VNFs according to the service
logic, and thus the ordered service chain would be more
realistic for most services.

Network slicing is similar to Virtual Network Embedding
(VNE) [30]–[32], whereas there are several key differ-
ences [9]. The topology of virtual networks in VNE is
explicitly known as the virtual link/node resource demand.
In network slicing, however, we indeed only know the func-
tion chains and the end-to-end service requests [25]. In addi-
tion, the endpoints of service requests in network slicing are
bound to access points or forwarding nodes, while theremight
be no such requirement for VNE requests. Besides, most work
on VNE is focused on maximizing the acceptance ratio of
VNE requests with static resource allocation schemes, with
little attention dedicated to the dynamic scaling of virtual

networks [9], [33]. Therefore, it is interesting to investigate
the difference between VNE and network slicing, in order to
design new solutions for network slicing.

The aforementioned work is discussed in the scope of a
single operator, which owns or purchases network infrastruc-
tures to build network slices (or virtual networks). Therefore,
the operator can control the resource allocation to achieve
its objective, e.g., minimizing the operational cost or maxi-
mizing profit. References [19] and [34]–[36] are focused on
maximizing network utility of elastic traffic, and [33] aims to
maximize the social welfare of the network, i.e., the user util-
ity minus the resource cost. The network utility related meth-
ods provide the insight of exploiting economic mechanism
to facilitate resource allocation to individual users/services,
so as to achieve fairness and avoid congestion, etc. Different
from thosework, NSP andNSCs in this paper are independent
operators in a cloud-based market, i.e., NSCs carry their
services by purchasing or leasing network slices from the
NSP who manages the network infrastructures. Therefore,
the economic mechanism between NSP and NSCs should be
investigated when dimensioning slices, so as to improve the
profit level and the network profitability of NSP/NSCs and
network resource utilization.

III. SYSTEM MODEL FOR NETWORK SLICING
We consider a scenario where multiple network slices are
built upon the infrastructure of an SDN/NFV-enabled net-
work, as shown in Figure 1. There are geographically dis-
tributed access nodes (BS1∼BS6) with heterogeneous radio
technologies, forwarding nodes (FR1∼FR8), and data centers
(DC1∼DC5). VNF instances, including Access Functions
(AF1∼AF2) and Network Functions (NF1∼NF4, and Con-
troller), are created at the NFV-capable nodes, such as access
nodes, edge-computing servers, and data centers. Enabled by

FIGURE 1. Illustration of network slicing.
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virtualization technology, VNF instances of the same type can
be deployed on multiple physical nodes so as to get close to
end users and achieve load balancing, and one physical node
can instantiate multiple VNF instances. In the example of
Figure 1, two network slices are instantiated on the infrastruc-
ture. In a slice, a data flow should be processed by a chain of
AFs and NFs. For example, the data flow from BS1 to DC2 in
Slice 1 is processed by AF1, NF1 and NF2.

The main focus of this paper is the resource allocation
between slices, i.e., slice dimensioning. We consider that
the network slice provider (NSP) that manages the network
infrastructure and provides network slices for network slice
customers (NSCs) to carry their services. The network infras-
tructure is represented as a directed graph G (N ,L), where
N = {i|i = 1, . . . ,N } is the node set, L = {e|e = 1, . . . ,L}
is the link set (we also use node pair to denote a link, i.e.,
e = (i, j)). The node set can be partitioned into the for-
warding node setNR and the VNF-capable node setNV . The
VNF-capable node is connected to the proximal forwarding
node with high capacity low latency link. Especially, some
VNF-capable nodes are co-located with forwarding nodes.
We use C = (Ce : e ∈ L) to denote the bandwidth of links,
and the links between VNF-capable nodes and forwarding
nodes are assumed to have infinite capacity. The processing
capacity of NFV-capable nodes means a collection of com-
puting resources, including CPU cores, memory, and storage
etc. [13], [37], [38]. We use V = (Vi : i ∈ NV ) to denote the
processing capacity of nodes, and the processing capacity of
forwarding nodes is zero.

As shown in Figure 1, a set of network slices, denoted by
S, are running on the network. The resource description of
slice s is denoted byGs (N s,Ls,ws, cs, vs), whereN s andLs
denote the subset of nodes and links used by slice s, andws, cs,
and vs respectively denote the capacity of virtual nodes, links
and VNF instances that allocated to slice s. Suppose that there
are Fs flows in slice s, denoted by Fs =

{
f
∣∣f = f1, . . . , fFs

}
.

A data flow f in the slice is defined by a tuple
(
sf , tf , rf

)
,

where forwarding nodes sf , tf are the source and destination
of the flow, and rf is the data rate.
Data flows in slice s should be processed by the SFC of the

slice, which is an ordered sequence of VNFs [15], as shown
in Figure 1. Suppose that the VNFs supported by the network
are set 5 = {π |π = 1, 2, . . . ,M}. The SFC of slice s is
denoted by 5s

=
(
π1, π2, . . . , πMs

)
, which has Ms VNFs

from the VNF set 5. To model resource consumption of a
SFC, we partition flow f into (Ms + 1) segments, denoted by
(f , πm) , m = 0, 1, . . . ,Ms (π0 is a dummy VNF at source
node). The first segment (f , π0) starts from the source node
sf of flow f and terminates at a VNF instance of type π1,
while the last segment (f , πMs ) starts from a VNF instance
of type πMs and terminates at the destination node of flow f .
The other segments (f , πm) start from a VNF instance of type
πm and terminate at a VNF instance of type πm+1. According
to the forwarding rule, a forwarding node decides if a packet
from (f , πm) should be sent to one of the VNF-capable nodes
connected to it or directly sent to the next forwarding node,

FIGURE 2. Forwarding flows via forwarding nodes and VNF-capable
nodes ((1, π1) and (1, π1) are the two segments for flow 1, (2, π2) and
(2, π3) are the two segments of flow 2).

as shown in Figure2. When a packet has been processed by
the VNF instance on the VNF-capable node and sent back to
the forwarding node, it goes into the next segment of the flow,
and then be sent to the next forwarding node.

The SFC resource consumption includes link bandwidth
and VNF processing capacity. Let xse(f , πm) denote the band-
width demand on link e of the mth segment of flow f . Then
the demand of all flows in slice s on link e is expressed as

xse =
∑
f

∑
m

xse(f , πm). (1)

The edge-flow variables x should satisfy the flow conserva-
tion law on all nodes. Firstly, at the intermediate forwarding
nodes, the incoming traffic equals to the outgoing traffic for
each flow segment, i.e.,∑
e:(j,i)

xse(f , π)−
∑
e:(i,j)

xse(f , π) = 0,

∀i ∈ N s
R, f ∈ F s, π ∈ 5s. (2)

Secondly, at source sf , the outgoing traffic of the first
segment (f , π0) equals to the flow data rate, i.e.,∑
e:(i,j)

xse(f , π0)−
∑
e:(j,i)

xse(f , π0) = rf , ∀f ∈ F s, i = sf .

(3)

Similar constraints at destination tf for the last flow segment(
f , πMs

)
is given by,∑

e:(j,i)

xse(f , πMs )−
∑
e:(i,j)

xse(f , π0) = rf , ∀f ∈ F s, i = tf .

(4)

Note that the source and destination nodes may also serve
as forwarding nodes for intermediate segments of the flow
(corresponding to the Constraint (2)). Lastly, when data of
segment (f , πm) transits a VNF-capable node, it should be
processed by type πm+1 VNF instance on that node and
then transform to the data of next segment (f , πm+1). Thus,
the flow constraint at the VNF-capable node is expressed as∑
e:(j,i)

xse(f , πm)−
∑
e:(i,j)

xse(f , πm+1) = 0, ∀i ∈ N s
V ,

f ∈ F s, πm ∈ 5
s
\πMs . (5)

30334 VOLUME 7, 2019



G. Wang et al.: Optimizing Network Slice Dimensioning via Resource Pricing

In order to guarantee the latency requirement of a slice
(SFC), we first calculate a group of candidate paths that
satisfy its delay budget for each flow. The latency of SFC
primarily consists of the link propagation and queueing delay
and the VNF processing delay. We have analyzed the VNF
processing delay in [39], in which we exploit the paral-
lelization capability of the general processing platform and
model the processing delay of VNF instances. According to
that work, with the fixed number of VNFs of the SFC in a
slice, we can predict the total processing delay of the SFC.
Therefore, giving the latency requirement and the predicted
SFC processing delay, we can derive the delay budget for the
candidate paths. The flow traffic is only allowed to route on
the candidate paths, thus guaranteeing the latency require-
ments.

Let zsi (π ) denote the capacity demand of slice s for VNF
type π on VNF-capable node i, which is given by the demand
of all flows on this VNF type,

zsi (π ) =
∑
f ∈F s

zsi (f , π), ∀π ∈5
s, i∈N s

V , (6)

where zsi (f , π) is the capacity demand of a single flow seg-
ment (f , π). Thus, the total processing capacity demand of
slice s on node i is given by

zsi =
∑
π∈5s

zsi (π ). (7)

The VNF-capable nodes (e.g. data centers) can dynami-
cally manage the VNF instances [40], so that the processing
capacity requirement is scaled according to flow data rate.
It is also commonly assumed that the computing resource
consumption of VNF instances is proportional to the flow
data rate [16], [27]. Specifically, one unit of flow data rate
requires απ units of resources for VNF type π (the processing
efficiency). As a result, the processing resource requirements
of flow f for VNF type πm on node i is expressed as

zsi (f , πm) ≥ απm
∑
e:(j,i)

xse(f , πm−1), ∀f ∈ F s, πm∈5
s, (8)

where the right-hand side is the incoming traffic rate of flow
segment (f , πm−1) at the VNF-capable node.

IV. PROBLEM FORMULATION
In this paper, we investigate the network slice dimensioning
problem, i.e., how to efficiently allocate resources to indi-
vidual slices, including determining flow routing and VNF
instance placement, assisted by resource pricing method. The
problem is modeled as a Stackelberg pricing game [21],
where the NSP first sets resource prices, and then the NSCs
determine the resource demand of their slices. Specifically,
giving the network resource information and service requests
from NSCs, in order to maximize NSP’s profit and improve
resource utilization, the NSP tries to price the resources,
so that the elastic demand of slices can be regularized by
maximizing the profit of individual NSCs.

The profit of an NSC corresponds to the surplus between
the user utility Us (·) and the payment for resource con-
sumption [19], [41]. For elastic traffic, such as multi-media
services, the typical utility function reflects the diminishing
marginal profit as the increasing of resources [18], [42].
Besides, in order to achieve proportional fairness, the utility
function is logarithmic [21]. Hence, we define the user utility
in slice s as

Us(r)=wslog (1+ r), (9)

where the weight ws reflects the level of QoS (e.g. data
rate) in slice s. On the other hand, the payment for resource
consumption of slice s is given by

φs(xs, zs, ρ)=
∑
i∈N s

V

ρizsi+
∑
e∈Ls

ρexse, (10)

where the total capacity demand of slice s, zsi and x
s
e are given

by (1) and (7), and the price ρi for processing resources and
the price ρe for bandwidth are set by the NSP.
We formulate the network slice customer’s problem

(NSCP) to maximize the profit of NSC, i.e.,

max
(zs,xs)≥0

QS ,
∑
f ∈F s

Us(rf )− φs
(
xs, zs, ρ

)
s.t. Constraints(1) ∼ (8), (11)

where the objective function is the total user utility minus
the payment to the NSP, Constraints (2)∼(5) impose the flow
conservation law at the forwarding nodes and VNF-capable
nodes, and (8) represents the processing resource requirement
of data flows on VNF-capable nodes. Note that link and
node capacity constraints are not implicitly expressed, as the
resource demand is confined by resource prices. Since the
utility function is concave and the resource payment is a
linear function, the NSCP is a convex optimization problem.
With the resource cost in the objective function, the possible
routing loops that satisfy the flow conservation law (2)∼(5)
can also be eliminated.

In our model, we have no constraint on flow splitting at
forwarding nodes, which might introduce higher controlling
overhead than that of the single path routing, especially
for VNF processing cooperation. Fortunately, with linear
resource pricing given by (10), the flows usually are not split.
Lemma 1: Giving the solution of NSCP, the traffic of indi-

vidual flows is routed on the minimum cost paths.
Proof: cf. AppendixA. Actually, it is practically rare to

result in multiple equal-cost paths, since each path has differ-
ent constituent nodes and links with different offered prices.
Therefore, flow splitting is avoided.

On the other hand, the NSP’s profit QN (x, z, ρ) is the
resource payment from all the network slices minus the total
physical resource cost, i.e.,

QN =
∑
s∈S
φs
(
xs, zs, ρ

)
−

( ∑
i∈NV

ϕizi+
∑
e∈L
ϕexe

)
=

∑
s∈S

( ∑
i∈N s

V

(ρi − ϕi) zsi +
∑
e∈Ls

(ρe − ϕe) xse

)
. (12)

VOLUME 7, 2019 30335



G. Wang et al.: Optimizing Network Slice Dimensioning via Resource Pricing

where ϕi and ϕe are respectively the unit cost for node and link
resources, and zi =

∑
s z
s
i , and xe =

∑
s x

s
e is the aggregated

demand of processing capacity and bandwidth respectively.
Hence, the network slice provider’s problem (NSPP) with the
aim to maximize profit is formulated as

max
(x,z,ρ)≥0

QN(x, z, ρ) (13)

s.t. zi ≤ Vi, ∀i ∈ NV , (13.1)

xe ≤ Ce, ∀e ∈ L, (13.2)

where (13.1) and (13.2) are respectively the node and link
capacity constraint. Since the resource demand (zsi and x

s
e) is

the function of resource price ρ, the NSP needs to find the
optimal prices that maximize its profit, while the resource
demand does not exceed the capacity of network infrastruc-
ture.

We illustrate the NSP profit optimization with a simple
example: n users (representing n slices) sharing a single link
with capacity C . The profit of user j is given by

Qj = wj log
(
1+ xj

)
− ρxj, (14)

with the data rate x∗j =
[wj
ρ
− 1

]+ to maximize the user’s
profit. By backward induction, to achieve the maximal profit
for NSP, we need to solve the problem

max
ρ≥0

(ρ − ϕ) x

s.t. x =
n∑
i=1

x∗j =
n∑
i=1

[
wi
ρ
− 1

]+
,

x ≤ C .

Since x is a piecewise function of ρ, we cannot determine the
convexity of the objective function, and thus cannot solve the
problem directly. Instead, we can divide the feasible region
of ρ into sub-intervals and investigating the local optimal
solution on each interval. Let the user weight be given by
ascending order, i.e., w0 = ϕ ≤ w1 ≤ w2 ≤ . . . ≤

wn (the user whose weight is less than ϕ will be dropped
since it contributes no profit to the link). In the price interval[
wj−1, wj

]
, users whose weight is not greater than wj−1 are

dropped first, and thus the problem is rewritten as

max
wj−1≤ρ≤wj

(ρ − ϕ) x

s.t. x =
n∑
i=j

(
wi
ρ
− 1

)
≤ C,

which is a convex optimization problem and thus could be
solved readily. Finally, we compare the objective function
value of each interval and determine the optimal price ρ∗

from local optimal solutions ρ∗j .
Under a general network setting, we need to consider the

flow reservation law and the VNF placement for individual
flows. It is intractable to explicitly express the slice’s optimal
demand (x(ρ) and z(ρ)) based on the offered prices, not to
mention solving theNSPP. From the above example, we know
that the NSPP’s objective function is even not convex, and

thus it is difficult to find the global optimal solution. Without
the knowledge of the demand curve of each slice, the NSP
cannot determine the price to stay at a local optimal solution
(i.e., an equilibrium of the pricing game). Hence, we need to
devise a resource pricing algorithm that helps NSP to obtain
a near maximal profit.

V. RESOURCE PRICING ALGORITHM FOR NETWORK
SLICES DIMENSIONING
The main objective of the pricing algorithm is to maximize
the profit of NSP, which is difficult to be found. Therefore,
we first perform a heuristic line search to determine a base
price for NSP that has maximal profit in the search direction.
On the other hand, we try to maximize the social welfare
of the network, so that network resources can be efficiently
utilized, and thus the profit of NSP can be further improved.
Lemma 2: The data rate of individual data flows is non-

increasing with the offered price, i.e., giving the offered price
ρ+ < ρ, the flow data rate rf +≤rf .

Proof: According to (26), the optimal data rate for flow
f is rf ∗ =

[ws
ρf
− 1

]+, where ρf is the unit routing cost for
the flow. When we increase the offered price, i.e., ρ+ < ρ,
we have ρf + ≥ ρf for individual flows, and thus rf + ≤ rf ,
which completes the proof.
It is easy to see that the traffic demand of individual slices
declines with the price increasing. If raising price does
not change the minimal-cost path of the flow, the resource
demand of the flow is also non-increasing with the offered
price, as the demand is proportional to the flow data rate.
On the other hand, adjusting price might direct the traffic
of a flow to a longer path (e.g. more hops on that path)
that requires more resource, although the traffic demand is
declining. However, the demand increase is only a local
phenomenon. As the price continues to increase, the traffic
and resource demand will both tends to zero, and thus the
profit of NSP will first increase with the rising of price and
then decrease with the declining of demand.

In this paper, we first perform a line search of resource
price given as Algorithm 1, which will not change the
minimal-cost path of flows, so that the resource demand is
gradually decreasing. The start price is given as the resource
costϕ of the substrate network. The trial price is doubled until
the profit of NSP Qk starts declining. Then we perform a tri-
section procedure to locate the resource price that maximizes
the profit NSP in the search direction. Note that the search
results might induce capacity violation as the capacity con-
straint is not considered when solving NSCPs separately.

Then in the second stage, we try to optimize the social
welfare of the network. Giving the base price ρ̃ of the search
result, we analyze the joint slice dimensioning problem for
NSCs (joint-NSCP), which is simply the combination of
individual NSCPs with capacity constraints, giving by

max
(x,z)≥0

∑
s∈S

∑
f ∈F s

{
Us
(
rf
)
−

( ∑
i∈N s

V

ρ̃izsi +
∑
e∈Ls

ρ̃exse
)}

s.t. (1)∼ (8), ∀s ∈ S, and (13.1), (13.2), (15)
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Algorithm 1 : Line Search of Resource Prices
Require: resource cost vector ϕ.
Ensure: resource price ρ̃.
1: Initialize: ρ0← ϕ, Q0 = −∞.
2: repeat
3: ρk ← 2ρk−1.
4: Solve NSCP for each slice, obtain Qk .
5: until Qk ≤ Qk−1
6: tri-section between [ρk−2, ρk ] for ρ̃ that maximizes Q.

where the objective function is the social welfare defined
as the total utility from all slices minus the resource pay-
ment from slices. Note that the resource payment instead
of resource cost of the network is used here, resulting in a
trade-off between maximizing the profit of NSP and max-
imizing the network social welfare. By solving this prob-
lem, we aim at deriving the final resource price that further
improves the profit of NSP and optimize the network resource
utilization.

As the base price ρ̃ cannot guarantee that the capacity
constraint is satisfied, we investigate the dual problem of
(15) to derive the final price from the dual variables of the
capacity constraints. The partial Lagrangian of problem (15)
is obtained by converting the constraints (13.1), (13.2), i.e.,

L(x, z,λ) =
∑
s∈S

QS −
∑
i∈NV

λi (zi − Vi)−
∑
e∈L

λe (xe − Ce)

=

∑
s∈S

∑
f ∈F s

{
Us
(
rf
)
−

∑
i∈NV

(
(λi + ρ̃i) zsi −

λiVi
|S|

)
−

∑
e∈L

((
λe + ρ̃e

)
xse −

λeCe
|S|

)}
=

∑
s∈S

Ls(xs, zs,λ). (16)

Thus, the dual objective function is given by

D (λ) = max
(x,z)∈R+n ∩X

L(x, z,λ) =
∑
s∈S

Ds(λ),

where R+n is the nonnegative quadrant of the domain, X is
the feasible region given by (1)∼ (8), and

Ds (λ) = max
(xs,zs)∈R+ns∩X

s
Ls(xs, zs,λ). (17)

with the sub-domain of R+ns ∩X
s corresponding to each slice.

Thus, the dual problem is given by

min
λ≥0

D (λ). (18)

Note that Ds(λ) has the same form as NSCP. Especially,
giving the dual variables λ, the resource prices in NSCP are
equivalently given by

ρi = λi + ρ̃i, ρe = λe + ρ̃e, ∀i ∈ NV , e ∈ L. (19)

According to the strong duality and max-min property [43],
the dual and primal problems have zero optimality gap, and

the optimal solution is reached when (x, z) = (x∗, z∗) and
λ = λ∗. Therefore, we can solve the problem (15) via the
dual problem (18), obtaining the prices (19) that ensures a
feasible resource allocation.

Since Ds(λ) is the result of a maximization problem,
we cannot solve problem (18) directly. Usually, this kind of
problem can be solved by dual decomposition [24]. How-
ever, it is not effective for problem (18). As we shown in
Lemma 1, the flow traffic is only routed on the minimal-
cost path. If we update the dual variables (resource price)
in dual decomposition procedure, the minimal-cost path is
likely to be changed, which causes huge demand variation
even with small changes on the dual variables. The demand
variations in turn lead to drastic changes of dual variables.
Therefore, the dual decomposition method tends to fall into
fluctuation in our problem. To address this issue, we apply
the ADMM to the dual problem (18), i.e., the method of
dual-ADMM [22], [23].

Duplicating auxiliary variables γ s from dual variables λ,
we obtain the ADMM form of problem (18), as

min
γ s≥0

∑
s∈S

Ds
(
γ s
)
, s.t. λ− γ s = 0, s ∈ S, (20)

The augmented Lagrangian of (20) is given by

Lσ
(
γ s,λ

)
=

∑
s∈S

{
Ds
(
γ s
)
+ qTs (λ−γ s)+

σ

2

∥∥λ−γ s∥∥22},
where qs are the multipliers for constraints λ − γ s = 0 and
σ is the coefficient for the quadratic penalty. Then problem
(20) is solved following the iteration procedure of ADMM,
given as Algorithm 2.

Algorithm 2 : Price Update to Maximize Social Welfare
Require: base price ρ̃, resource capacity V .
Ensure: resource price ρ, resource allocation V s.
1: initialize: γ (1)

s ← 0, q(1)s ← 0,∀s ∈ S.
2: for k = 1, 2, . . . ,K do
3: global dual variables (resource price) update:

λ(k+1)←argmin
λ

∑
s∈S

λTq(k)s +
σ

2

∑
s∈S

∥∥λ−γ (k)
s

∥∥2
2.

4: slice local variables (resource demand) update:

γ (k+1)s ←argmin
γ s

Ds
(
γ s
)
−γ Ts q

(k)
s +

σ

2

∥∥λ(k+1)−γ s∥∥22.
5: multipliers update (resource re-allocation):

q(k+1)s ← q(k)s + σ
(
λ(k+1) − γ (k+1)s

)
.

6: end for
7: set price as ρ ← ρ̃ + λ(K+1).
8: set resource capacity as V s←

V
|S| − q

(k+1)
s .
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In each iteration of the algorithm, the first step calculates
the resource price, which can be explicitly represented as

λ(k+1) =
1
|S|

∑
s∈S

γ (k)s −
1

σ |S|
∑
s∈S

q(k)s .

Then in the second step, the price is broadcast to each slice to
compute the local variables γ (k+1)s , according to Lemma 3.
Lemma 3: Giving the primal problem (15) has non-empty

solution set, γ (k+1)
s is given by

γ (k+1)
s =

[
λ(k+1) +

1
σ

(
cs
(
u(k+1)s

)
+ q(k)s

)]+
, (21)

where cs(us) is the negative residual capacity, given by

cs(us) =


(
zsi −

Vi
|S|
)
∀i∈NV(

xse −
Ce
|S|
)
∀e∈L

 , (22)

and u(k+1)s =
(
x(k+1), z(k+1)

)
is a solution of the following

maximization problem,

max
u∈R+ns∩X s

Qs(u, ρ̃)−
σ

2

∥∥∥[λ(k+1)+ 1
σ

(
cs
(
u
)
+q(k)s

)]+∥∥∥2
2
.

(23)

Proof: cf. AppendixA. According to Lemma 3, the item
q(k)s in cs

(
u(k+1)s

)
+q(k)s actually balances the capacity violation

of each slice [22]. Specifically, if q(k)s is positive, the corre-
sponding capacity in (22) (i.e., Vi

|S| and
Ce
|S| ) is balanced out

by q(k)s . Otherwise, if q(k)s is negative, the resource amount
that can be used by the slice without a penalty is increased.
On the other hand, the L2 norm of γ (k+1)

s is the penalty in
problem (23), which consists of two parts, i.e., the broadcast
resource price and the resource capacity violation weighted
by coefficient 1

σ
. Therefore, γ (k+1)

s is also an indicator of
resource demand of slice s. Hence, in the last step of the
iteration, the resource demand information is also retrieved
by updating the multipliers with γ (k+1)

s . Base on the above
analysis, the computation of the broadcasting price in the first
step is actually based on the resource demand of all slices.

In Algorithm 2, the L2-norm penalty enforces flow traf-
fic to be distributed on multiple paths with different base
prices, thus addressing the convergence issue that exists in
dual decomposition. At the same time, the network social
welfare is improved as more resource can be utilized by flows
compared with single path routing in Algorithm 1. Hence,
the profit of NSP is further improved with the price also being
increased.
Remark: (1) We set a fixed number of iterations for Algo-

rithm 2 (K = 30 in our experiments), as the ADMM algo-
rithm usually converges slowly to the optimal solution and
we only need a close optimal solution. (2) In this situation,
the resource allocation might slightly violate the capacity
constraints. So, we need to scale down the resource allocation
to obtain a feasible solution. (3) As a result of Algorithm 2,

the flows might be split, which is not desirable for mice-
flows that have low data rate and short lifetime due to the
coordinate overhead. Therefore, redundant paths should be
removed from the solution according to the specification of
slice on allowed number of paths. The resources of redundant
paths can be re-allocated to remained paths to improve the
profit of NSP and the network resource utilization.

Finally, we briefly discuss the computational complexity
of the proposed resource pricing algorithm. The number of
iterations of the loop in Algorithm 1 (Lines 2∼5) is bounded
by N1=

⌈
log2max

s,p
ws
ϕp

⌉
, where ws is the weight of slice s and

ϕp is the cost of the path in that slice. The number of iterations
for tri-section in Algorithm 1 (Line 6) is given by N2 =

log 3
2

|ρk−ρk−2|
ε

, where ε is the stop criterion for tri-section.
Given the weight of slices and the stop criteria, N1,N2 are
constant values. The number of iterations in Algorithm 2 is
fixed as K . The two algorithms need to solve subproblems,
i.e., (11) and (23) respectively in a distributed manner. The
subproblems are convex and thus have polynomial time com-
plexity, denoted by O(na), where n is related to the number
of variables and constraints in the sub-problem, and a is a
constant number. In summary, the proposed pricing algorithm
has the time complexity of (N1+N2+K ) ·O(na), and thus is
still classified into O(na) polynomial algorithms.

VI. PERFORMANCE EVALUATION
In this section, we use numerical results to demonstrate
the benefits of the proposed resource pricing algorithm for
network slice dimensioning (represented by ‘‘DualPricing’’
in the following). We use the usage-based pricing method
in [29] (represented by ‘‘UsageBased’’) and two heuristic
resource pricing methods as comparison references. The first
heuristic also searches prices as Algorithm 1, while the dif-
ference is that it will try a higher price if there are resource
capacity violations, instead of performing Algorithm 2 (rep-
resented by ‘‘Searching’’). The second one sets a fixed
price for each resource based on the resource cost (set as
5 times of the resource cost in the experiments) as a base-
line (represented by ‘‘FixPrice’’). When resource capacity
is violated with the fixed price, the FixPrice method parti-
tions resources to individual slices proportionating to their
demands.

A. NETWORK CONFIGURATION
The experiments are conducted in a network with 15-node
topology shown in Figure 3. The data centers are co-
located with some forwarding nodes. All links have a
capacity of 1000Mbps and cost of 0.05 monetary unit,
while the data centers respectively have capacities of
[12, 12, 12, 18, 9, 6] × 103 processing units and the cost of
[42, 42, 42, 28, 56, 83]× 10−3 monetary unit, inverse to the
capacity [44].

There are three types of slices for different services,
i.e., Content Cache, VPN Access, and Video Chat. Based
on [45]–[48], we summarize the specifications of the SFC of
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FIGURE 3. Substrate network topology.

TABLE 1. Service function chain of services.

TABLE 2. Slice parameters.

TABLE 3. VNF processing efficiency.

the services in Table 1 and the corresponding slice’s param-
eters are given in Table 2. The data flows in each slice are
generated with randomly selected end nodes. The processing
efficiency parameters of VNFs used by slices are specified
in Table 3.

B. NUMERICAL RESULTS
To demonstrate the performance of our proposed resource
pricing algorithm, we conduct experiments in four scenarios.
In the first three scenarios, we have one type of slices, i.e.,
Content Cache, VPN Access, and Video Chat respectively,
in the network. In the last scenario, we have equal number
of the three types of slices in the network. In the experi-

ments, the total number of slices ranges from 3 to 24. The
performance metrics investigated include: the network social
welfare, the resource utilization, the profit of NSP, and the
profit of NSCs.

Figure 4 shows the network social welfare of the compared
methods under the four scenarios. We can observe that the
social welfare of our proposed DualPricingmethod is higher
than that of the UsageBased method and the Searching price
method. As the Searching method does not consider social
welfare, when the demand increases with the number of
slices, the Searching method simply raises the price, which
limits the resource demand of slices. Instead, ourDualPricing
method uses the quadratic penalty to direct partial traffic
to alternative paths, so that more network resource can be
utilized and thus the social welfare is improved. The reason
why the UsageBased method obtains lower social welfare
is that it adopts the quadratic pricing policy [29], which
tends to more flow split in order to achieve load balancing.
As we limit the flow split in slices, the part of the traffic
demand is dropped from the solution of the UsageBased
method, hence resulting in lower social welfare. The baseline
FixPrice method actually adopts a relatively lower price and
the demand of slices is not much limited by the price, so that
it can achieve social welfare a little higher than that of the
DualPricing method when traffic is light. When the number
of slices increases and there exist resource contentions, the
FixPrice method partitions obtains lower social welfare.

Figure 5 shows the network resource utilization of the com-
pared methods under the four scenarios. Figure 5 verifies that
the network resource utilization is correlated with the social
welfare that indicates the benefit the network produces by
consuming resources. The exception is the Searchingmethod
whose resource utilization first increases and then declines.
This method increases prices of all resources, which also
discourages those flows that are not using the congested
resource, leading to the decline of resource utilization.

Next, we compare the profit of NSP in Figure 6 for the four
methods under different scenarios. The profit of the proposed
DualPricing method and the Searching method has close
profit and much higher than that of the other two methods. In
some cases (Figure 6a), the proposed DualPricing method’s
profit is lower than that of the Searching method. The reason

FIGURE 4. Network social welfare under different constituent slices. (a) Content cache slices. (b) VPN access slices. (c) Video chat slices. (d) Three
types of slices.
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FIGURE 5. Network resource utilization under different slice combinations. (a) Content cache slices. (b) VPN access slices. (c) Video chat slices.
(d) Three types of slices.

FIGURE 6. Network slice provider’s profit under different slice combinations. (a) Content Cache slices. (b) VPN Access slices. (c) Video Chat slices.
(d) Three types of slices.

is also related to flow split, as we drop partial split flow in the
solution of the DualPricing method, especially for the Con-
tent Cache slices, where we can only keep one path for each
flow. Observing the trends of the curves, we can see that as the
resource becomes scarce when more slices are added to the
network, the profit form the proposed DualPricing method
keeps increasing, while the profit growth of the Searching
method gradually slows down. As we have analyzed for the
resource utilization, although the resource price increase,
the resources are not fully utilizedwith the Searchingmethod,
and thus the profit increases slowly. Influenced by flow split,
the UsageBased method achieves lower profit similar to its
performance on social welfare. For the FixPrice methods,
as the price is fixed and relatively low, the resources are
quickly saturated by elastic slices, the achieved profit tends
to a constant and is much than that of other methods.

Finally, we illustrate the profit of NSCs for each type of
services under the compared methods. Here, we only show
the fourth scenario as it is more realistic, as different type of
slices coexist in one network. The average profit of each type
of slices is given by Figure 7. The profit of an elastic slice
is closely related to its user utility weight and the number
of flows in the slice. From the profit-axis, we can see that
the Video Chat slices have a much higher profit than that
of the other two types of slices, as the Video Chat slices
have very high utility weight, although it only has several
flows in each slice. On the other hand, the log-based utility
guarantees proportional fairness for all slices, so that even the
weight of the Content Cache slices is relatively low, it can

FIGURE 7. Network slice customer’s profit. (a) Content cache slices.
(b) VPN access slices. (c) Video chat slices.

still obtain resources and gain profit. Comparing the four
methods, we find that theFixPricemethodmakes the profit of
NSCs much higher. Comparing with the profit of NSP shown
in Fig. 6, it is easy to find that the profit loss of NSP has been
transferred to the profit of NSCs, making this pricing method
impractical to be adopted by NSP. Instead, the proposed
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DualPricing method has a better balance between maximiz-
ing the profit of NSP and maximizing the profit of NSCs,
so that both sides are willing to adopt this pricing policy. For
the Searchingmethod, its progressive pricing policy is on the
contrary of theFixPricemethod, which cannot be accepted by
NSCs. Besides, the performance of the UsageBased method
has lower profit for NSCs and the NSP, it is totally outper-
formed by our proposed algorithm, as it is originally designed
for un-ordered service function chain and does not consider
the flow split issue.

VII. CONCLUSIONS
In this paper, we have investigated resource pricing for
dimensioning network slices with elastic traffic and ordered
service function chains. We have developed an optimization
framework in the form of Stackelberg pricing game and have
found that both optimize the profit of NSCs and the profit
of the NSP is intractable in general network settings. Hence,
we proposed a resource pricing algorithm that seeks a tradeoff
between maximizing NSP’s profit and the network social
welfare. The numerical results show that with the proposed
pricing algorithm, the profit of the NSP is higher than other
methods inmost cases, while the profit of NSCs is acceptable.
In addition, the proposed method can achieve higher network
social welfare and better resource utilization. Therefore, our
proposed method can efficiently dimension elastic network
slices.

APPENDIX A
PROOF OF LEMMA I: ROUTING ON MINIMUM-COST PATH

Proof: A feasible path of a flow connects the source
and destination of the flow, with the required VNFs placed
on some nodes on that path. The set of feasible paths of flow
f is given by Pf . Thus, NSCP can be reformulated as

max
rp≥0

∑
f ∈F s

{
ws log

(
1+

∑
p∈Pf

rp
)
−

∑
p∈Pf

ρprp

}
, (24)

where the price of path ρp is determined by the prices of
the constituent links and VNFs of the path. The optimality
condition for (24) should include,

ws

1+
∑

p∈Pf
rp
− ρp − λp = 0

λprp = 0, ∀p ∈ Pf , f ∈ Fs.
(25)

Considering a path with data rate rp > 0, i.e., λp = 0 due to
complementary slackness, we have

∑
p∈Pf rp=

ws
ρp
− 1, ∀p∈

Pf (ρp < ws). Hence for two paths p, p̃ ∈ Pf if rp, rp̃ > 0,
we have ρp=ρp̃, i.e., the traffic is routed on equal-cost paths.
Thus, the problem (24) can be rewritten as

max
rf ≥0

∑
f ∈Fs

{
ws log

(
1+ rf

)
− ρf rf

}
, (26)

where rf =
∑

p∈Pf rp is the flow rate. It is obvious that ρf =
minp∈Pf ρp for maximizing the profit, i.e., the traffic is routed
on the minimum-cost paths, which completes the proof.

APPENDIX B
PROOF OF LEMMA II: COMPUTING THE LOCAL SOLUTION

Proof: To obtain the value of γ (k)
s (we drop the super-

script k and subscript s for simplicity), we need to solve the
problem

min
γ

{
D (γ )− γ T q+

σ

2

∥∥λ− γ ∥∥22}
= min

γ
sup
u

{
Q (u)− γ T

(
c(u)+ q

)
+
σ

2

∥∥λ− γ ∥∥22}
= min

γ
sup
u
L̂ (u, γ ), u= (xs, zs). (27)

Since Q (u) is concave, L̂ (·, γ ) is a concave function for u
with fixed γ . If any component of u goes to +∞, the value
of −L̂ (·, γ ) will go to +∞. Thus, for any sublevel sets
Sα =

{
u| −L̂ (·, γ ) ≤ α

}
, α < +∞, there is an upper bound

for each component of u. In addition, u is also lower bounded
by 0 in our problem. Hence, all the non-empty sublevel sets
are bounded. Therefore, the recession cone of Sα is empty,
and thus there is no common direction of recession for all
sublevel sets, and hence no common direction of recession
for all functions −L̂ (·, γ ) , γ ≥ 0 [49]. Similarly, there is
no recession direction for all functions L̂ (u, ·). Therefore,
according to [49, Ths. 37.3 and 37.6], L̂(u, γ ) has a saddle
point (ū, γ̄ ) with finite value, and the strong max-min prop-
erty holds, i.e.,

min
γ

sup
u
L̂(u, γ )

= L̂(ū, γ̄ ) = max
u

inf
γ
L̂(u, γ )

= max
u

min
γ

{
Q(u)−γ T

(
c(u)+q(k)

)
+
σ

2

∥∥λ−γ ∥∥22}. (28)

With a fixed value of u, the inner minimization problem of
(28) can be solved with the optimal solution,

γ ∗ =
[
λ+

1
σ

(
c(u)+ q

)]+
, (29)

i.e., the equation (21). Substituting the optimal solution γ ∗

into (28) to replace the inner minimization problem and
simplify it, we have the exact form of (23) in Lemma 3. Then
we solve problem (23) and obtain the primal variables u(k+1)s .
Finally, we substitute u(k+1)s into (21) and obtain the value of
γ
(k+1)
s , which completes the proof.
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