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ABSTRACT In the past few years, accuracy in determining gender from iris images has increased signifi-
cantly, approaching levels that make novel applications of this biometric technology feasible. In this paper,
we report the gender classification rate by using a 2-D Quadrature Quaternionic filter, and a selection of the
most relevant features from the normalized iris images. We encoded the phase information of the normalized
images using 4 bits per pixel with a 2-D-Gabor filter and selected the best bits from the four resulting images
(1 real and 3 imaginary) instead of the 1-D log-Gabor traditional encoding method.We used traditional hand-
crafted and automatic methods to select and extract the most relevant features from the whole iris images,
blocks from images, and pixel features and compared how effective thesemethodswere in separating features
from female and male iris images. Selecting iris blocks and features reduce the computational time and, at a
basic science level, is of great value in understanding what information features, as well as pixels from the
iris, can be extracted to classify gender. The Quaternionic-Code with the complementary feature selection
method achieved the best results on the GFI-UND database with 93.45% for the left iris and 95.45% for the
right iris, both with 2400 selected features. We compared our results and found them to be advantageous to
the best results previously published, and also to those obtained using convolutional neural network feature
extraction.

INDEX TERMS Soft-biometrics, gender classification, gender from iris, iris relevant features.

I. INTRODUCTION
Soft-biometrics using iris information is a new form of esti-
mating demographic information or forensic information,
such as gender, ethnicity, age and, emotions [1], [19], [19],
[27], [30], [32], [33]. In a biometric recognition system,
gender information may lead to searching only half of the
database [42]. If the gender is computed before a search for
a match to an enrolled iris code, then the average search
time can potentially be cut in half. In instances where the
person is not recognized, it may be useful to know the gen-
der and other information about people trying to gain entry.

The associate editor coordinating the review of this manuscript and
approving it for publication was Nilanjan Dey.

Another possible use arises in social settings where it may
be useful to screen entry to some area based on gender, but
without recording identity [39]. Gender classification is also
important for demographic information collection, marketing
research, and real-time electronic marketing [22], [28], [38].
See Figure 1.

Most gender classification methods reported in the liter-
ature use all of the features extracted for classification pur-
poses. In image understanding, raw input data often has very
high dimensionality and a limited number of samples. In this
area, feature selection plays an important role in improving
accuracy, efficiency and scalability of the object identifi-
cation process [46]. According to Bengio et al. [3], ‘‘The
success of machine learning algorithms generally depends on
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FIGURE 1. Different application scenarios where soft-biometrics such as
gender classification from iris images can be applied. Images
based on [8].

data representation, and we hypothesize that this is because
different representations can entangle and hide more or less
the different explanatory factors of variation behind the data’’.

The statistical significance tests such as: t-test, ANOVA
and Mutual Information (MI ) have been used previously as
a criteria for feature selection [21], [23], [39], [46], [47].
Nevertheless, only a few papers included statements or ref-
erences to assumption about the variance homogeneity nec-
essary for the application of the t-test, ANOVA andMI .
For instance, the t-test and ANOVA are fairly robust

to moderate departures from its assumptions of normally-
distributed data and equality of variance (homogeneity)
except in the presence of very small or unequal sample sizes,
which can considerably decrease the statistical power of the
analyses.

The p-value, the average, the relevance and the redundancy
can be used to identify the best number of features. Features
that do not show clear patterns of differential expression
are filtered out, by performing statistical group comparisons.
However, if the size of the features has not been properly
estimated before the statistical comparisons (e.g. ANOVA or
t-test), then spurious predictions and errors can be seriously
misleading. In fact, undetected significant differences may
be explained by a lack of statistical power for detecting true
differences between features or as a result of inadequate
sample sizes.

This paper shows that only a few soft-biometrics research
studies [39] discuss the quantity and the quality of sample
size requirements in biometric experiments, which are funda-
mental factors to accomplish the validation of the statistical
analyses.

Gender classification using iris information is a rather new
topic, with only a few papers published [2], [14], [25], [44].

Thomas et al. [44] were the first to explore gender-from-
iris, using normalized images acquired with an LG 2200
sensor. They segmented the iris region and employedmachine

learning techniques to develop models that predicted gender
based on the iris texture features. They segmented the iris
region, created a normalized iris image, and then a log-Gabor
filtered version of the normalized image. In addition to the
log-Gabor texture features, they used seven geometric fea-
tures of the pupil and iris and were able to reach an accuracy
close to 80%.

Lagree and Bowyer [25] experimented with normalized
iris images acquired using an LG 4000 sensor. They com-
puted texture features separately for eight five-pixel horizon-
tal bands, running from the pupil-iris boundary out to the
iris sclera boundary, and ten twenty-four-pixel vertical bands
from a 40x240 image. The normalized image was not pro-
cessed by the log-Gabor filters that were used by the IrisBEE
software [29] to create the ’iris code’ for biometric purposes
and did not use any geometric features to develop models
that predicted gender and ethnicity based on the iris texture
feature. These are the differences from features computed by
Thomas in [44]. This approach reached an accuracy close to
62% for gender and close to 80% for ethnicity.

Bansal et al. [2] experimented with normalized iris images
acquiredwith a CrossMatch SCAN-2 dual-iris camera. A sta-
tistical feature extraction technique based on the correlation
between adjacent pixels was combined with a 2D wavelet
tree based on feature extraction techniques to obtain signif-
icant features from the iris image. This approach reached
an accuracy of 83.06% for gender classification. Neverthe-
less, the database used in this experiment was very small
(300 images) compared to other studies published in the
literature.

Tapia et al. [42] experimented with normalized iris images
acquired using an LG 4000 sensor to classify the gender
of a person based on the analysis of the iris texture fea-
tures. We explored using different implementations of Local
Binary Patterns (LBP) from the iris image using occlu-
sion mask. It was shown that Uniform LBP with concate-
nated histograms significantly improved the accuracy of
gender prediction relative to using the whole iris image.
Results achieved over 91% correct gender prediction using a
non-person-disjoint dataset and the texture of the iris.

Costa-Abreu et al. [14] explored the gender prediction
task with respect to three approaches using only geometric
features, only texture features and both geometric and texture
feature extracted from normalized iris images. This work
used a BioSecure Multimodal DataBase (BMDB) and these
images were taken using a LG Iris Access EOU-3000. They
were able to achieve over 89.74% correct gender prediction
using the texture of the iris. Nevertheless, the dataset is not
available to other researchers.

Bobeldyk and Ross [4] explored the gender prediction
accuracy associated with 4 different regions from NIR
iris images: the extended ocular region, the iris-excluded
ocular region, the iris-only region, and the normalized
iris-only region. They used a Binarized Statistical Image
Feature (BSIF) texture operator to extract features from the
regions previously defined. The ocular region reached the
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best performance with 85.7 % while the normalized images
exhibited the worst performance, with almost a 20 per-
cent point of difference in performance over the ocular
region (65%). It was concluded that the normalization process
could be filtering out useful information.

Tapia et al. [39] predicted gender directly from the same
binary iris-code images that could be used for recognition.
It was found that information for gender prediction was dis-
tributed across the iris, rather than localized in particular con-
centric bands. It was also found that using selected features
representing a subset of the iris region achieved a better accu-
racy was achieved compared to using features representing
the whole iris region reaching 89% correct gender prediction
using the fusion of the best features of iris-code from the left
and the right eyes.

Kuehlkamp et al. [24] estimated the accuracy using a mean
of N person-disjoint train and test partitions, and considering
the effect of makeup. They also showed that classification
based on the occlusion masks, disregarding completely the
iris texture, results in an accuracy of approximately 60%.
They also showed that simple averaging of the normalized iris
image intensity and thresholding can result in approximately
60% gender-from-iris accuracy.

Only a few methods have used Deep Learning on gender
classification such as gender with periocular and normalized
NIR images respectively [24], [31], [41].

Tapia and Aravena [41] used a supervised and a
semi-supervised method with Convolutional Neural Net-
works (CNN) to classify gender, reaching an accuracy
of 83.00 % with a larger number of normalized images and
data-augmentation.

The main contributions of this paper are the following:
We measured the quality and quantity of the information
present in the iris normalized-encoded images and explored
the application of 2D Gabor filters in order to extract 2D spa-
tial information using four pixels per bit, instead of the tradi-
tional 1D Gabor filter approach with 2 pixels per bit. In more
detail, first, we evaluate the gender classification accuracy
achieved using the whole normalized image of the iris with
several machine learning classifiers. Then, we present a new
strategy for selecting the most important features, relevant,
and non-redundant, analyzing different fitness values using a
GA, p-value, t-test, and MI . The quality of different blocks
and features from the normalized iris image is estimated
to improve gender classification. Second, we compare the
performance of our method with automatic feature extraction
using Deep Learning-bottleneck and Transfer Learning with
VGG-19 [35]. Third, we encode the phase information of
the normalized iris images using 2D quadrature filtering.
A few attempts have been made to extend a 1D signal to two
dimensions, e.g., the partial Analytics Signal, Total Analytics
signal, Monogenic Signal, and Quaternionic signal [5], [11].
We evaluated the Quaternionic-Code presented in [11], which
is essentially a binarized phase representation of an iris image
using quaternion filters. The use of Quaternionic-Code is
motivated by its ability to localize spatial and frequency

TABLE 1. Summary of gender classification using eyes. I represents: Iris
Images, P represents: Periocular Images, CP represent: Cell-phones
Images. The best results of this paper is highlighted in bold.

domain phase information jointly in the normalized iris
images.We compare our results to those previously published
and summarized them in Table 1.

II. IRIS FEATURE EXTRACTION
The iris feature extraction process involves the following
steps. ‘‘First, a camera acquires an image of the eye. All com-
mercial iris recognition systems use near-infrared illumina-
tion, to be able to image iris texture of both ’dark’ and ’light’
eyes’’ [42]. Next, the iris region is located within the image.
The annular region of the iris is transformed from raw image
coordinates to normalized polar coordinates. This results in
what is sometimes called an ’unwrapped’ or ’rectangular’
iris image. A texture filter is applied at a grid of locations
on this unwrapped iris image, and the filter responses are
quantized to yield a binary iris code [6]. Iris recognition
systems operating on these principles are widely used in a
variety of applications around the world [9], [17], [45].

The radial resolution (r) and angular resolution (θ ) used
during the normalization or ’unwrapping’ step determine the
size of the normalized iris image, and can significantly influ-
ence the iris recognition rate. This unwrapping is referred to
as using Daugman’s rubber sheet model [16]. In this work,
we use a normalized image of 20 (r) × 240 (θ ), created
using Daugman’s method and Osiris implementation [37].
Both implementations also create a segmentation mask of
the same size as the normalized image. The segmentation
mask indicates the portions of the normalized iris image
that are not valid due to occlusion by eyelids, eyelashes or
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FIGURE 2. Block Diagram proposal. Number 1-represents the normalized image, 2-the
Block features, and 3-the Pixel Features. C represents the Classifiers (SVM and
10 Ensemble). FS represents the Feature Selection Method. W, I, J, and K represent the real
image, and encoding quaternionic images respectively.

specular reflections. All the pixels that belong to the mask
have the same pixel value and therefore high redundancy
information. Thus, the implementation that is used in this
work generates an iris-normalized image that is 20 × 240 =
4, 800 features. All features were used with an intensity value
using 8-bit/pixel.

Traditionally, the iris 2D normalized pattern is broken up
into a number of 1D signals, usually 20 rows for gender, and
then these 1D signals are convolved with 1D Gabor filters
with the following parameters: The wavelength (in pixels) of
the log Gabor filter is 18 pixels and the ratio (σ/f0) of the log
Gabor filter is 0.5, where σ denotes bandwidth and f0 denotes
the central frequency, as in [26].

III. METHOD
This paper presents five experiments: Experiment 1: we used
thewhole features from normalized images to classify gender.
This experiment was used as a baseline. Experiment 2: we
used a transfer learning approach with a VGG19 model as
feature extractor for gender classification. Experiment 3: we
selected the most predominant blocks for gender classifica-
tion from normalized images using a genetic algorithm (GA).
Experiment 4: we selected the most predominant pixels using
p-values, Conditional Mutual Information (CMI), Condition
Mutual Information Maximization (CMIM) and Random
Forest (RF) as feature selection methods. Experiment 5: we
encoded the images using a Quaternionic-Code with 4 bits
per pixels for classifying gender. Also, we selected the most
relevant features from the four result images (one real and
three imaginary) in order to reduce the number of features.
In Figure 2, we shown a block diagram of the experiments.

A. ALL FEATURES
To classify gender, we used a normalized image from the
left and right iris images separately. Each image has a size
of 1× 4, 800 because we used only the real part of encoding

image [18]. We transform each image into a vector of a
matrix, M . Each row of M represents one normalized image
and each column in M represents one feature. To ana-
lyze the different approaches, we used ten ensemble classi-
fiers with the normalized image: AdaboostM1, LogitBoost,
GentleBoost, RobustBoost, LPBoost, TotalBoost, RUSBoost
with ‘‘Tree learners’’ classifiers and learning rate of 0.1,
Random Forest classifier (RF) with 900 ‘‘Trees’’, and also
an SVM classifier with Gaussian kernel with LIBSVM
implementation [12].

B. TRANSFER LEARNING
We compared the hand-crafted feature extraction method
with automatic Deep Learning-feature extraction. In the lat-
ter, we used transfer learning techniques since data is not
available for direct training of the deep neural network.
In many real-world applications, such as biometrics, data
may not be available in the same domain for training, but is
available in another domain, e.g., there is sufficient training
data in Imaginet, the coco dataset [35], where the latter data
may be in a different feature space or follow a different data
distribution. In such cases, knowledge transfer, if done suc-
cessfully, would greatly improve the performance of learning
by avoiding many expensive data labeling efforts [34].

In our particular case, the VGG-19 architecture was trained
on the Imagenet dataset which contains a total number
of 1,000 different classes. Hence, these models are not
expected to have learned normalized iris features that are rel-
evant to the gender-classification problem. However, a model
trained on a large dataset will contain many learned basic
features, such as edges, spots, ridges, or horizontal lines that
might be transferable to the iris datasets. Only the convolu-
tional part of the model is instantiated, i.e., everything up to
the fully-connected layers. Subsequently, the model is run on
our training and testing data once, recording the output in
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two arrays, i.e., the ‘‘bottleneck features’’ from the VGG-19
model, the last activation maps before the fully-connected
layers. We, therefore, used the VGG-19 as a feature extrac-
tor. Then, we used the bottleneck features to initialize the
fine-tuning approach.

C. BLOCK SELECTION
Block selection is based on GAs and operate iteratively on
a population of structures, each one of which represents a
candidate solution to the problem at hand, properly encoded
as a string of symbols (binary). A randomly generated set
of such strings forms the initial population from which the
GA starts its search. Three basic genetic operators guide
this search: Uniform selection, crossover in a single bit, and
mutation. The genetic search process is iterative: evaluating,
selecting, and recombining strings in the population during
each iteration (generation) until reaching some termination
condition.

Evaluation of each string is based on a fitness function that
is problem-dependent. It determines which of the candidate
solutions are better. Selection of a string, which represents
a pixel in the search space, depends on the string’s fitness
relative to that of other strings in the population. The GA
probabilistically removes from the population those blocks
that have relatively low fitness.

Mutation, as in natural systems, is a very low probability
operator and just flips a specific bit. Mutation plays the
role of restoring lost genetic material. Crossover, in contrast,
is applied with high probability. It is a randomized yet struc-
tured operator that allows information exchange between
points. The goal is to preserve the fittest individuals without
introducing any new value. In this paper we change the
mutation rate from 0.1 up to 0.001 and cross-over rate was
set up to 0.8.

FIGURE 3. Normalized image divided in blocks of size 5× 20. In total we
have 48 blocks (4 rows and 12 columns).

1) CODIFICATION
Each image is processed starting from the normalized images
of size 20× 240 that is divided into blocks of 5× 20 without
overlap (This window size reached the best performance)
and then concatenated in a vector of images. Therefore,
we have 48 blocks for each image (4 rows × 12 columns).
See Figure 3. In our encoding scheme, the chromosome is
a bit string whose length is determined by the number of
blocks or areas. Each block is associated with one bit in
the string. If the ith bit is 1, then the ith block is selected,
otherwise, that component is ignored. Each chromosome thus
represents a different block subset.

2) INITIAL POPULATION
In general, it is common to generate the initial population
randomly, (e.g., each bit in an individual is set randomly).
In this way, however, we will end up with a population where
each individual contains the same number of 1’s and 0’s on the
average. To explore subsets of different numbers of features,
the number of 1’s for each individual is generated randomly.
Then, the 1’s are randomly scattered in the chromosome.
In this work, we changed the population from 100 up to 500.

3) FITNESS EVALUATION
The goal of feature subset selection is to use fewer features to
achieve the same or better performance. Therefore, the fitness
evaluation contains two terms: (i) accuracy from the valida-
tion data and (ii) number of block used [36] . Only the features
in the block subset encoded by an individual are used to test
a classifier. The performance of the classifier is estimated
using a validation data set and used to guide the GA. Each
block subset contains a certain number of features. If two
subsets achieve the same performance, while containing a
different number of blocks, the subset with fewer blocks is
preferred. Between accuracy and block subset size, accuracy
is our major concern. Combining these two terms, the fitness
function is given as:

fitness = 104 × Accuracy+ 2, 08× Nb, (1)

where accuracy is the classification rate achieved by an
individual from an SVM previously trained, and Nb is the
number of blocks selected. The accuracy ranges roughly from
0.5 to 1 (i.e., the first term assumes values in the interval
5,000 to 10,000). The number of block selected Nb ranges
from 0 to L where L is the length of the chromosome. The sec-
ond term takes values in the interval 0 to 100 since L = 48.

Overall, higher accuracy implies higher fitness. Also,
fewer features used imply a greater number of zeros, and as a
result, the fitness increases. It should be noted that individuals
with higher accuracy will outweigh individuals with lower
accuracy, no matter how many features they contain.

D. FEATURE SELECTION
Feature selection can be classified into three main groups:
Filters, Wrappers, and Embedded [21]. Feature selection is
closely related to feature extraction, a process in which fea-
ture vectors are created from the original dataset through
manipulations of the data space, and can be considered to be
a superset of the feature selection techniques.

Feature selection is also a broad field in continuous evo-
lution, since the problem of selecting the most relevant and
non-redundant features has not been solved for complex
problems, such as in gender classification [39]. Eliminat-
ing relevant or non-redundant features would result in poor
behavior of the classifier [39].We used a strategy for selecting
the most important features (relevant non-redundant) using
univariate, bi-variate, and multi-variate methods based on
statistical tests.
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1) UNIVARIATE
The main idea of this stage is to complement and to reduce
the dimension of the data by finding a small set of impor-
tant features which can give good classification performance
considering the previous block selection approach. Filters are
usually used as a pre-processing stage since they are simple
and fast. A widely - used filter method for data is to apply
an univariate criterion separately on each feature, assuming
that there is not interaction between features, we apply the
statistical t-test approach on each feature and compare the
p-value (p < 0.05) for each feature as a measure of how
effective it is at separating features from female and male
iris images. In order to get a general idea of how well-
separated become the two gender groups (Female and Male),
the analysis is performed by each feature. See Figure 4.

FIGURE 4. Empirical Cumulative Distribution function of the p-values for
the right (dot-line) and left iris.

Figure 4, shows in blue (left iris) that there are about 10%
of features having p-values close to zero and over 20% of
features having p-values smaller than 0.05 meaning there are
more than 960 features among the original 4, 800 features that
have strong discriminant power.

Figure 4, also shows in red (right-iris, dot-line) that there
are about 20% of features having p-values close to zero and
over 40% of features having p-values smaller than 0.05mean-
ing there are more than 1,920 features among the original
4, 800 features that have strong discriminant power. We can
sort these features according to their lower p-values and select
some features from the sorted list.

2) BI-VARIATE
The previous selection algorithm did not consider the interac-
tion between features, that means that features selected from
a list based on their individual ranking of p-values may also
contain redundant information, therefore not all the features
are needed. This kind of simple feature selection approach is
usually used as a pre-processing step since it is fast to apply.
More advanced feature selection algorithmmight improve the
performance. Sequential feature selection selects a subset of
features by sequentially adding (forward search) or remov-
ing (backward selection) until the stop condition criterion

is reached. We use a forward sequential feature selection in
a wrapper approach based on MI to find the most important
features. Thus we useMI to measure the relationship between
pairs of features.
MI is defined as a measure of how much information is

jointly contained in two variables [15], or the degree to which
knowledge of one variable determines the other variable.
MI forms the basis of information-theoretic feature selection,
as it provides a function for computing the relevance of a
variable with respect to the target class (male or female).
MI has two main properties. First, it can measure any kind
of relationship among random variables, including nonlinear
relationships. Second, MI is invariant under transformations
in the feature space that are invertible and differentiable, e.g.,
translations, rotations, and any transformation preserving the
order of the original elements of the feature vectors.

TheMI , between two variables, x and y, is defined based on
their joint probabilistic distribution p(x, y) and the respective
marginal probabilities p(x) and p(y) as:

MI (x, y) =
∫ ∫

p(x, y)log
p(x, y)
p(x)p(y)

dxdy. (2)

3) MULTIVARIATE-VARIATE
There is a limit to the level of performance that can be
extracted from bi-variate feature selection methods [46]. This
is because of feature complementarities, which means that
more information can be found through the use of mul-
tiple features (three or more) than using features individ-
ually [48]. We used three methods with complementarity
properties such as: Conditional Mutual Information Maxi-
mization (CMIM ) [20], Weighted Conditional Mutual Infor-
mationMaximization (W−CMIM ) [39] and, Random Forest
method (RF).

The CMIM criterion is a tri-variate measure of the infor-
mation associated with a single feature about the class, con-
ditioned upon an already selected feature [20]. It loops over
the selected features and assigns each candidate feature a
score based upon the lowest CMI between the selected fea-
tures, the candidate feature, and the class [20], [21]. Then,
the selected feature is the one with the maximum score.

CMIM=

{
arg maxfi∈F {MI (fi; c)} for S = ∅
arg maxfi∈F/S

{
minfj∈S MI (fi; c/fj)

}
for S 6=∅,

(3)

where, we compute the (MI ) between the candidate variable
fi and the output class c given each one of the variables in the
set S, separately. This measure allows preserving a certain
tradeoff between the power prediction of fi with respect to
the output and the independence of the candidate feature with
each one of the variables previously selected, considering
relevance and redundancy.

Random Forest (RF) also can be used to select features.
Random forest consists of a number of decision trees. Every
node in the decision tree is a condition on a single fea-
ture, designed to split the dataset into two so that similar
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response values end up in the same set. The measure based
on which the (locally) optimal condition is called impurity.
For classification, it is typically either Gini impurity (GDI),
Two Deviance Criterion (TDC) or Twoing Rule (TR) and
for regression trees it is variance [7]. Thus when training a
tree, it can be computed howmuch each feature decreases the
weighted impurity in a tree. For a forest, the impurity decrease
from each feature can be averaged and the features are ranked
according to this measure. RF also can be used when there
are many more variables than observation, has a good predic-
tive performance, incorporates interaction among predictor
variables and returns measures of variable (pixels or feature)
importance.

The Gini’s Diversity Index (GDI):

1−
∑
i=1

= p2(i), (4)

where, the sum is over the classes i at the node, and p(i) is the
observed fraction of classes with class i that reach the node.
A node with just one class (a pure node) has Gini index 0;
otherwise, the Gini index is positive. Therefore, the Gini
index is a measure of node impurity.

Also, we can use the TDC, with p(i) defined the same as
for the Gini index, the deviance of a node is:

−

∑
i=1

= p(i)logp(i), (5)

and the TR:

P(L)P(R)(
∑
| L(i)− R(i) |)2, (6)

where P(L) and P(R) are the fractions of observations that
split to the left and right respectively. If the expression is
large, the split made each child node purer. Similarly, if the
expression is small, the split made each child node more
similar to each other, and hence similar to the parent node,
and so the split does not increase node purity.

To select features (pixels) we can iteratively fit random
forests, at each iteration building a new forest after discarding
those variables (pixels) with the smallest variable signifi-
cance; the selected set of pixels is the one that yields the
smallest error rate. Random forest returns a measure of error
rate based on the out-of-bag (OOB) cases for each fitted tree,
the OOB error, and this is the measure of error we will use.
Note that in this paper we are using OOB error to choose the
final set of features (pixels), not to obtain unbiased estimates
of the error rate of this rule.

E. QUATERNIONIC-CODE
In this paper, we report enhancing iris feature extraction
by using a 2-D quadrature filter instead of the typical 1D
Gabor filter. After filtering, a phase quantization step is used
to generate the template images for gender classification.
In this approach, phase information is encoded using the 2D
Quaternioc Quadrature Filter (QQF) [11]. As will be shown,
our experimental results indicate that the performance of the

QQF applied to gender classification outperforms the tradi-
tional 1D Gabor filters. The Quaternionic-Code is essentially
a binarized phase representation of an image using QQFs [5].
The use of quadrature filters is motivated by their ability
to localize spatial and frequency domain phase information
jointly in normalized iris images.

IV. DATASET
The images used in this paper were the same used in [39]
and were taken with an LG 4000 sensor. The LG 4000 uses
near-infrared illumination and acquires a 480x640, 8-bit/pixel
images. Example of LG 4000 iris images appears in Figure 5.
The image dataset for this work is person-disjoint and consists
of one left eye image and one right eye image for each
of 750 males and 750 females, for a total of 3,000 images.
It is important to note that a person disjoint database assures
that iris images from the same person are only present
in the training or in the testing partition, but not in both.
Of the 1,500 distinct persons in the dataset, visual inspection
of the images indicates that about 1/4 are wearing clear
contact lenses. See Figure 5.

FIGURE 5. Examples of the LG 4000 iris images. Figure a) represents a
left iris female image. Figure b) represents the right eye male image.

A training portion of the 1,500-person dataset was created
by randomly selecting 60% of the males and 60% of the
females. We used 5-fold cross-validation on this training set
of 60% of the original data to select parameters of each
method. Once parameter selection is finalized, the selected
parameterization of the method is trained on the full 60%
training data, and a single evaluation is made on the 40% test
data.

It is important to note that iris images of different per-
sons, or even the left and right iris images for a given person,
may not present exactly the same imaging conditions. The
illumination by the LEDs may come from either side of the
sensor, specular highlights may be present in different places
in the image, the inclination of the head may be different,
the eyelid occlusion may be different, and so forth.

A. VALIDATION DATASET
To validate our results we used the same validation set
that [39]. The dataset contains 1,944 images: three left eye
images and three right eye images for each of 175 males and
149 females. It is known that some subjects are wearing clear
contact lenses, and evidence of this is visible in some images.
Also, a few subjects are wearing cosmetic contact lenses in
some images.
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TABLE 2. Gender classification rates for the left and right iris image using
normalized images for 10 different classifiers. Each result shows the
standard deviation. The best results are highlighted in bold.

V. EXPERIMENTS AND RESULTS
A. USING ALL THE FEATURES - EXPERIMENT 1
Table 2 shows the results of gender classification when we
used the whole normalized images (1×4, 800).We used these
results as a baseline to compare and measure the improve-
ments of the feature selection methods. The first column
of Table 2 shows the method used to classify the images.
The second and third column shows the accuracy on gender
classification rate for the left and right iris.

TABLE 3. Results of bottleneck and transfer learning approach with
VGG-19. The best results are highlighted in bold.

B. USING TRANSFER LEARNING - EXPERIMENT 2
Table 3 shows the results of gender classification when we
used transfer learning approach with VGG-19. We used these
results as a baseline to compare and measure the improve-
ments of the feature selection methods. The first column
of Table 3 shows the method used to classify the images.
The second column shows the number of dense layers. The
third and fourth columns show the accuracy on gender clas-
sification rate for the left and right iris using bottleneck
extraction method. The fifth and sixth columns show the
results when we used the fine-tuning approach.

C. USING BLOCKS SELECTION - EXPERIMENT 3
To classify gender using block selection we made a test with
the GA, we used three different feature extraction methods,

FIGURE 6. Example of the blocks selected from normalized image. The
white blocks represent the most useful blocks selected. The black blocks
represent the areas that are not relevant.

TABLE 4. Gender classification results, using Block selection with GA. The
best results are highlighted in bold.

Raw pixels values, Principal Component Analysis (PCA) and
Local Binary Patterns (LBP) to represent different features.
In order to extract Raw and LBP features, we divide the
images into 48 blocks. For PCA we used up to 50 eigen-
values vectors to rebuild the iris images. The best result was
reached with LBP with 76.67% to rebuild the iris images.
Table 4 shows the best results for RAW data, PCA and
LBP. This table also shows the best parameters selected.
To classify the images and compute the fitness we used an
SVM classifier with RBF kernel. In Figure 6 we show the
best blocks selected from the normalized image. The white
squares represent the most useful blocks selected. The black
squares represent the blocks that are not relevant. Some of
the black blocks are localized in zones where the masked
information is located. This mask is used at the initial stage
for segmentation (see Figure 6).

D. FEATURE SELECTION METHOD - EXPERIMENT 4
1) USING A UNIVARIATE METHOD
We used the 1,000 most relevant features selected for the
left iris and the 2,000 most relevant features for the right iris
(In according with Figure 4). With the purpose of comparing
the results with those of Table 2 (baseline) using again the ten
ensemble classifiers and an SVM the accuracy of gender clas-
sification was re-estimated. We present the results in Table 5.
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FIGURE 7. Features (pixels) over a particular normalized image with the lower 2,000 p-values for the right iris and the 1,000 lower p-values
for left iris.

TABLE 5. Gender classification rates for the left and right iris image using
the most relevant features in according to the p-values < 0.05 (Univariate
method). The best results are highlighted in bold.

The localization of the selected features over a particular
normalized image is shown in Figure 7. Clearly, the rank
of features based on p-values did not improve the results.
We show in gray color in Figure 7 the selected redundant
features such as those in the masked areas.

2) USING A BI-VARIATE METHOD
We consider MI based for discrete (categorical) feature vari-
ables, the integral operation reduces to summation. In this
case, computingMI is straightforward because both joint and
marginal probability tables can be estimated by tallying the
samples of categorical variables in the data. Finally, we used
the 1,000 most relevant features selected for the left iris
and the 2,000 most relevant features for the right iris, to
re-estimated the accuracy of the gender classification,
in order to compare the result with the Table 2 (baseline) using
again the ten ensemble classifiers and SVM. We present the
results in Table 6.

3) USING A MULTI-VARIATE METHOD
The CMIM criterion selects relevant variables, avoids redun-
dancy and, unlike previous methods, does not ignore variable
complementarity. We made a test using the features (pixels)
selected by CMIM in step of 50 until reach 4, 800, in order to
compare the results with the Table 2 (baseline) using the ten
ensemble classifiers and SVM again. We present the results
in Table 7.
The CMIM−W used in [39] considers that the feature fi is

relevant only if it provides high information about the gender,

TABLE 6. Gender classification rates for the left and right iris image
using the most relevant features in according to the MI (Bi-Variate
method). The best results are highlighted in bold.

TABLE 7. Gender classification rates for the left and right iris image
using the most relevant features selected by CMIM (Multivariate
method). NFea represents the number of best features selected in step
of 50. The best results are highlighted in bold.

considering the synergy and complementarity [46]. In this
method, we compute the relevance and redundancy, adding
the weight information, therefore, wi(fi) is used directly
instead of the feature fi. The weight information represents
the relationships among one random image and its neigh-
boring images. In this paper, we defined three parameters: t
represents the number of times the process is repeated, p the
number of images selected, and n the number of features
selected from the matrix of all images. We changed the num-
ber of t in steps of 5 up to 10, and n in steps of 100 features up
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FIGURE 8. Features (pixels) over a particular normalized image with the best 2,000 features selected (Nfea) by Random Forest for the right iris
and the best 1,000 features (NFea) for left iris.

TABLE 8. Gender classification rates for the left and right iris image
using the most relevant features selected by CMIM −W (Multivariate
method). NFea represent the number of best features selected in step
of 50 up to 1,000 for the left and 2,000 for the right. The best results are
highlighted in bold.

to 4,800. We also explored values of p from 5 up to 50 image
classes, searching for the value that would produce the best
classification rate using a forward and backward selection.

TheCMIM−W criterion selects relevant groups of images,
avoids redundancy and, unlike previous methods, uses the
complementarity information. To compare the results those
of Table 2 (baseline), we used the ten ensemble classi-
fiers and SVM again. We present these results in Table 8.
This approach reaches the best classification rate instead of
p-value,MI , RF , and CMIM approaches.

RF was used for the purpose of comparing our results to
those shown in Table 2 to 8. The ten ensemble classifiers
and SVM again were used, but we selected features in steps
of 50 up to 4,800. We present the results in Table 9. The
best result in Table 9 was reached by RF using the TR split
criterion.

In Figure 8, the distribution of the best features selected
by RF over a particular image in the background was used.
This approach reduces the relevance information using less
number of features, but also with high redundancy selecting
masked area. This method reaches similar results as those
reached byMI but with less number of features selected.
In Figure 9, we show the distribution of the best features

selected by CMIM − W over a particular image in the
background. This method using complementary information

TABLE 9. Gender classification rates for the left and right iris image
using the most relevant features according to the RF Ranking
(Multivariate method). NFea represents the number of best features
selected in step of 50. The best results are highlighted in bold.

that allows to reduce the trade-off between relevance and
redundancy selected the lower number of features with higher
accuracy. The difference with Figure 7 and Figure 8 is evi-
dent. The images also show that the best features did not
consider the mask area.

To validate the results we use the validation set described
in section 4.A. We evaluated the best method of Table 8 with
these images because this method reached the best results for
each experiment in accordingwith the Table 2, 3, 4, 5, 6 and 7.
The results are presented in Table 10.

E. USING A QUATERNIONIC-CODE - EXPERIMENT 5
In order to improve our results, we classified gender
using the encoding images with Quaternioc-Code(QC) with
3 and 4 bits per pixel. The best result was reached with
4 bits per pixel. The QC produces four images as results; one
image for the real part, (i), and three images, (j, k, l), for the
imaginary parts. See Figure 10.

The results with only real part encoding images are pre-
sented in Table 11. The best result was reached by Gen-
tleBoost with 79.45% and 77.45% for the left and right
irises. These results outperform the best results of Table 2
by up to 16% using the normalized images. However,
these results are not better than those reported in Table 8
with CMIM − W and Random Forest. The best results
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FIGURE 9. Features (pixels) over a particular normalized image with the best 2,000 features selected (Nfea) by CMIM −W for the right iris and
the best 1,000 features (Nfea) for left iris.

TABLE 10. Gender classification rates for the left and right iris image
using the most relevant features selected by CMIM −W . NFea represents
the number of best features selected in step of 50. The best results are
highlighted in bold.

FIGURE 10. Quaternionic image results. Top row image represents the
real part. Second, third and fourth rows represent the imaginary part.

overall were reached by CMIM −W with 10 nearest neigh-
bor images, (p), selected from the four images from the
Quaternionic-Code. We explored the best number of features
from 100 up to 4,800. A GentleBoost classifier reached
93.45% for the left and 95.45% for the right iris with
2,400 groups of features. Our results in Table 12 outperform
by up to 25% compared to the baseline presented in Table 2,
and almost 6% relative to the best results reported as the state
of the art. The results in Table 12 also exceeded the best
results in Table 2, Table 4, Table 5, Table 6, Table 7, Table 8,
Table 9, Table 10 and Table 11.
To validate the results with encoding images, we used the

validation set described in Section 4.A. We evaluated the
best method of Table 12 with these images because when we
compared the results of all the tables, this method achieved

TABLE 11. Quaternionic-Code results using only the real part encoding
images. The best results are highlighted in bold.

TABLE 12. Quaternionic-Code results plus feature selection method
using 4 bits encoding images. Number of neighbors p = 10. In the
parenthesis we show the best numbers of feature selected with
CMIM −W . The best results are highlighted in bold.

the best results for each experiment. The results are presented
in Table 12.

Figure 11, show the most relevant features from the real
and imaginaries images results from QQC. The features were
selected separated in steps of 100 up to 4,800 from each image
and then we merged the best 600 for each one of them. The
results are presented in Table 12.
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FIGURE 11. The most relevant features selected from each of the four
QQC encoding images. Top row image represents the real part. Second,
third and fourth rows represent the imaginary part. White pixels
represent features selected.

TABLE 13. Show the time spent for each feature selection method in
average to select the best 1,000 features in the standalone process using
a python implementation. RF represents Random Forest. QQC represents
Quaternionic-Code.

VI. TIME COMPLEXITY
Table 13, shows the results in seconds spent by the four
feature selection methods used in this research. The feature
selection process is performed offline only one time, and
the selected features are used to classify gender online. The
reported time is an average of all of the extracted features.
The time was computed using an Intel I7-6500U of the
6th generation 2.7 GHz, with 32 GB RAM and an Ubuntu
16.04 operative system. The feature selection methods were
implemented in Python. A C++ implementation in a parallel
processing architecture should reduce the computational time
significantly.

The computational cost of the CMIM-W algorithm
depends on the estimation ofMI . The estimation of theMI is
O(N × logN ). Therefore, the time complexity is O(2×M ×
N × logN ), where 2 is the number of classes of the vector
(Male, Female); M is the number of features in the set; and
N is the number of image samples available.

VII. CONCLUSION
The methods and the proposed experiments in this research
have the objective of finding the best features on the iris
for classifying gender using NIR images. We explored the
information from the entire image as a baseline to study the
pixel distribution (Experiment 1). Then, an automatic feature
extraction method based on transfer learning was proposed
(Experiment 2). Later, using a GA, a block localization from
the images was used to find the most relevant blocks of
pixels that improve gender classification (Experiment 3).
Afterwards, a feature selection method was proposed to ana-
lyze the quantity and the quality of information from uni-
variate, bivariate, and multivariate feature selection methods
(Experiment 4). Also, it was concluded, from state-of-the-
art literature, that traditional methods lose much information

when encoding the iris because these methods remove the
imaginary part and lose part of the 2D information after
applying 1D Gabor filters. The objective, therefore, was to
design a method that could capture the spatial relationship
in both directions in order to codify the iris information in
a better way. QQC reached the best results, encoding the
iris information in 4 bits per pixel (Experiment 5). This
codification, along with the W-CMIM, allowed reaching the
best gender classification rate.

Finally, the methods show that using all the pixels from
the normalized iris images yields only suboptimal results.
In addition, the traditional approach loses 2D informa-
tion impeding achieving the best results. The 2D spatial
information from the iris is relevant in improving gender
classification.

According to our results, the proposed method is able to
encode the phase information and the 2D spatial information
from the normalized iris images using 4 bits per pixel with a
2D Gabor filter. This information is not available with the
traditional approach using 1D Gabor filters. Additionally,
the feature selection method improves the results of gender
classification significantly, since using all the bits on the iris
tends to confuse the classifier, as has been stated previously
in the literature [3], [39], [46]. Feature selection enables elim-
inating noisy inputs and redundant features into the classifier.
The proposed encoding has the ability to localize spatial and
frequency domain phase information jointly on the normal-
ized iris images. As a result of encoding the images with the
QQCmethod, four images were obtained. Using only the real
part was not enough to reach the best results, as is shown
in Table 11. A group feature selection method was necessary
to select the most relevant features from the four images, as is
shown in Table 12.
In order to show that the number and position of fea-

tures are representative and independent of the classi-
fier, we tested our approaches using 10 popular machine
learning classifiers, and also in a pre-trained model of a
convolutional neural network using VGG-19 as the feature
extractor.

The best result achieved in this work was with a
Quaternionic-Code using 4 bits to codify each pixel. These
results are the best for gender classification with the UND
datasets and show that the Quaternionic-Code with the 2D
quadrature filter approach outperforms previous results using
a 1D approach.

Also, the results reported in this paper show the loca-
tion of the most relevant blocks and the number of features
available from the iris that improve the gender classification
rate. The paper shows that gender information in the iris
is not localized in a specific block. The results show that
the relevant information is distributed across different areas,
because the information of the iris is represented byminimum
structures, i.e., groups of the most discriminative features,
instead of isolated features. This information may shine some
light on how biological information is present and organized
on the iris.
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The GA allowed us to find the minimum block size, 5×20,
for classifying gender. The results also show that when a
selection of the most relevant blocks or features from both
the left and right irises was used, the classification rate was
significantly better than when using all the information avail-
able from both irises.

The best results for gender classification were reached
using complementary methods with normalized images
instead of univariate or bivariate methods because the uni-
variate and bivariate methods did not remove the redundancy
of the data.

For the complementary methods using an RF classifier,
CMIM−W , achieved the best results of 84.66%with 700 fea-
tures, and 85.66% with 1,000 features for the left and right
irises. This represents 15% of the number of features of the
left iris and 21% for the right iris from the total of 4,800 pixels
available. This approach also solved the problem of make-
up present in the eye image. The best results used only the
most relevant pixels and the features with make-up had lower
accuracy and higher redundancy as is shown in Figure 7 and
Figure 8.
For the 2D gabor filters, Quaternionic-Code, and

CMIM −W the best results reached were 92.45% with
2,400 features for the left iris, and 95.45%with 2,400 features
for the right iris. This represents 30% of the number of
features from the total of 4,800 bits.

This paper can be used as a guide to develop new methods
to select features and improve the new soft biometrics prob-
lems such as: gender, age, and emotion from iris.
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