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ABSTRACT The increasing use of invoicing has created an unnecessary burden on labor and material
resources in the financial sector. This paper proposes a method to intelligently identify invoice information
based on template matching, which retrieves the required information by image preprocessing, template
matching, an optical character recognizing, and information exporting. The origin invoice image is prepro-
cessed first to remove the useless background information by secondary rotation and edge cutting. Then, the
region of the required information in the obtained regular image is extracted by template matching, which
is the core of the intelligent invoice information identification. The optical character recognizing is utilized
to convert the image information into text so that the extracted information can be directly used. The text
information is exported for backup and subsequent use in the last step. The experimental results indicate
that the method using normalized correlation coefficient matching is the best choice, demonstrating a high

accuracy of 95%, and the average running time of 14 milliseconds.

INDEX TERMS
processing, convolutional neural network.

I. INTRODUCTION

An increasing amount of invoices are being issued as the
economy continues to rapidly develop [1]. The process of
invoice reimbursement is time consuming and places a burden
on financial staff, requiring the signatures of both reimburses
and financial staff, a review, record, and backup of the
invoices, as well as supervisor approval. The current invoice
reimbursement procedure is also an inefficient waste of mate-
rial resources. A simple and convenient method for invoice
reimbursement is required for the sustainable development
and efficiency of invoice reimbursement.

Delie et al. [2] proposed a solution to increase the opera-
tional efficiency of financial staff in which Arabic numerals
and Chinese characters were automatically input from the
invoice into a computer. Their proposed method preprocessed
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the invoices by smooth processing, image inclination angle
testing, and image slope adjustment. The information of the
processed invoice image could then be entered into the com-
puter by extracting the primary features of the invoice image
and identifying fixed field features.

The initial step in the method to improve reimburse-
ment efficiency is to classify various types of invoices.
Alippi et al. [3] proposed an automatic invoice document
classification system to classify invoices. The system ana-
lyzed graphical information such as logo and trademarks pro-
vided by the document to determine the category, performed
well in closed and open world classification tasks.

Hamza et al. [4] proposed an initial Incremental Grow-
ing Neural Gas (IGNG) [5] model, and subsequently the
improved, I2GNG, to solve the incremental classification
problem, and applied it to invoice classification. Both models
are related to the threshold of the creation of a new neu-
ron. The local thresholds added in I2GNG could determine
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to create or delete neurons. Model parameter settings were
automatically determined by the model itself in their future
research.

The Faster Region-based Convolutional Neural Network
method (R-CNN) [6] has experienced a high level of progress
in the field of object detection [7]. Zhu et al. [8] applied Faster
R-CNN to train a detection network which could automati-
cally detect the category and position of books. The model
included a region proposal network and an object detection
network, which were combined to predict the bounding boxes
of books and recognize their categories.

With the help of cloud storage technology [9], Zhang [10]
proposed an online invoicing system to greatly improve the
efficiency of invoice reimbursement. The system utilized
the uniqueness of the QR code on each invoice to iden-
tify the invoice to be reimbursed from the cloud storage
server. This method dramatically reduced the probability of
invoice information errors, speed up invoicing reimburse-
ment, and enhanced the overall efficiency of reimbursement
process.

The improvement of invoice reimbursement technology
is inseparable from the development of image processing
technology. Recently, with the aid of image processing
and computer vision [11], methods solving many tradi-
tional problems have been developed including object detec-
tion [7], [12], water level observing [13], speech language
identification [14], [15], intelligent energy networks [16], and
image classification [17]-[19].

In addition, deep learning is a possible solutions for
realizing intelligent invoice reimbursement technology due
to its many success applications in many fields. For exam-
ple, co-saliency detection [20]-[22] based on convolu-
tional neural network (CNN) is quite related to the feature
extraction problem. Zhang et al. [23] proposed an effective
self-paced multiple-instance learning framework to achieve
co-saliency detection. Cheng et al. [24] proposed a rotation-
invariant layer to the existing CNN architectures to improve
the performance of detection. Huang et al. proposed deep
learning based channel estimation techniques for physical
layer wireless communications [25]-[27], especially for mil-
limeter massive multiple antenna systems [28]. Liu ez al. [29]
proposed a deep learning-based message passing algorithm
for efficient resource allocation in cognitive radio networks.
However, deep learning based invoice reimbursement tech-
nology may cause high cost due to high requirements in
computation power.

A large number of companies now obtain invoice infor-
mation using scanners. The use of various scanners leads
to inconsistencies in scanning quality. High quality scanners
produce scanned images that are clear and regular so that the
information can be easily read, while low quality scanned
images are blurry and contain a high level of redundant back-
ground information and deteriorated images. An example of
a low quality scanned invoice image is provided in Fig. 1.
In this paper, such problems are solved in the preprocessing
phase using image processing technology.
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FIGURE 1. Scanned invoice image.

The method proposed in this paper utilizes image pro-
cessing techniques, and proposes a template matching-based
method to automatically identify invoice information. The
invoice image is first preprocessed to eliminate the influ-
ence of rotation, inclination, and background, then the
image is matched to extract the regions of key informa-
tion. Optical character recognition (OCR) technology [30]
is used to identify the characters in the region, and finally,
the identification results of invoice information in differ-
ent regions are exported to the excel form in the same
format.

Nowadays, the invoice reimbursement process of the most
companies is manually executed, including signatures of both
reimburses and financial staff, a review, record, and backup
of the invoices, which undoubtedly wastes a lot of human and
material resources. Therefore, the proposed novel intelligent
method in this paper can effectively solve this problem with
high accuracy and fast speed by replacing the staff with
computers.

The remainder of this paper is arranged as follows.
In Section II, the process of the proposed method is explained.
Section III describes each specific step in detail, and experi-
mental results are provided in Section IV.

Il. SYSTEM DESIGN

In this section, a template matching-based method is pro-
posed to identify invoice information. The flow chart of the
system is provided in Fig. 2, and describes the entire method
process including inputting the original image, image pre-
processing, template matching, optical character recognition,
and information exporting.

A. PREPROCESSING

The original image of the invoice used in this study is
provided in Fig. 1. This type of scanned image cannot be
directly identified due to its irregularity, and preprocessing
is required.

The preprocessing step mainly includes secondary rotation
and cutting. The method utilizes the position information of
the QR code to rotate the invoice twice, which provides a
horizontal image. The horizontal image is then cut to remove
useless background information. The preprocessed image is
shown in Fig. 3.
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/ Input original image /
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FIGURE 2. Flow chart of the entire process.
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FIGURE 3. Preprocessed invoice image.

1) SECONDARY ROTATION

To rotate the image, the point and degree of rotation must be
determined. As images scanned by individual scanners are
usually different, these two factors may also vary. However,
the relative position of the QR code in each kind of invoice
image is fixed. As a result, the relative invariance of position
can be utilized.

The fundamental principal of secondary rotation is contour
extraction, which will be explained further in Section III.
Contour extraction can determine the necessary position
information of the required contour in the image. In this study,
the position information refers to the pixel coordinates of the
four vertices of the QR code’s edge rectangle in the invoice.

In rotation phase, the image is rotated twice. The first
rotation is to ensure that the QR code is in the upper left corner
of the image. The second is to rotate the image with a smaller
angle to make the image horizontal.

To carry out the secondary rotation, the point and degree
must be determined. Because of the relative invariance of
position, the rotation angle of each point in the image remains
the same while rotating. Thus, to simplify the rotation phase,
the rotation point is set to the midpoint of the image. The
rotation angle can then be calculated according to the location
information of the QR code.
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In the first rotation phase, the vertex coordinates of the QR
code can be calculated by contour extraction. According to
these coordinates and the size of image, the location region
of the QR code can then be determined. Four possible regions
are illustrated in Fig. 4.

FIGURE 4. Four possibilities for the first rotation.

As is shown in Fig. 4, the rotation angle changes as the
region of the QR code changes. The invoice image is divided
into the four regions of a, b, ¢, and d, and the region that the
QR code belongs to is expressed by the red letter in each
image. If the QR code is judged at region a, the image will
remain still. In other three cases of b, ¢, and d, the image
must be rotated counterclockwise at 90°, 180°, and 270°,
respectively.

After the first rotation phase, the QR code is in the upper
left corner of the image. However, the first rotation is a rough
adjustment to produce a relatively regular image rather than
a horizontal image.

In the second rotation phase, due to the changes in coor-
dinates caused by the first rotation, it is necessary to recal-
culate the vertex coordinates of the QR code. Next, to obtain
the second rotation angle, the coordinates of the four vertices
must be reordered according to the value of the x-coordinate.
According to the value of the x-coordinate, the four vertices
are named A, B, C, and D in order. Here, only the first two
vertex are required to calculate the rotation angle. The angle
can be calculated as in Eq. (1):

o = arcsin( B A ) (@))

V@ —x4)2 + (g — ya)?
In which, o denotes the rotation angle, and x4, y4, xp and yp
represent the horizontal and vertical coordinates of A and B
respectively.

As seen Fig. 5, determining only the rotation angle cannot
produce a horizontal image. The angles in these two cases are
the same, so additional restrictions are required. In comparing
these two cases, it can be seen that the direction of rotation
depends only on the value of the y-coordinate of A and B.
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° (a)

FIGURE 5. Schematic diagram of the second rotation with two possible
directions of the second rotation. (a) The rotation that will be counter
clockwise. (b) The rotation that will be clockwise.

If yp > ya, the image should be rotated counter clockwise.
In other cases, the image should be rotated clockwise. After
the second rotation, the image will be horizontal, as shown
as Fig. 6.

FIGURE 6. Image after secondary rotation.

2) CUTTING EDGE

The image with secondary rotation contains a lot of useless
background information. Efficiency of identification can be
improved by removing these useless regions. Considering the
same template for each type of invoice, the QR code is utilized
in this step.

It is easy to obtain the position information of the QR code
for an invoice image after secondary rotation. The range of
coordinates in the image that should be preserved can then
be calculated using length mapping between the QR code
and the whole invoice image. The schematic diagram of the
cutting edge is presented in Fig. 7.

Yo| oo Iﬂ
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FIGURE 7. Schematic diagram of the cutting edge.
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The schematic diagram of the cutting edge is illustrated
in Fig. 7. The green rectangle represents the scanned image
with secondary rotation, the red rectangle denotes the edge
of invoice, and blue represents the QR code. The purpose of
cutting edge is to remove the middle part between the red and
the green rectangles, so that only the region within the red
rectangle remains.

The mapping between QR code and the whole image is
described by Eq. (2).

AD  ya—)yp

AD+a Y2 — YD
AD  ya—)p

AD + ¢ YA — V1
A _XB— XA @)

AB+d X — X1
AB Xp — XA

AB+b X2 — XA
Eq. (2) is simplified as

(ya —yp) * (AD +a)

2= AD D
i =y — (o —yp)*(AD +¢)

o AD

(x8 — xa) % (AB + d) &

M= AB
= (xp —xa) % (AB + b) .
2 = AB A

Here, the parameters involved are described in Fig. 7. The
AB and AD represent the length of the QR code in the actual
invoice, and a, b, ¢, and d denote the distance from each
edge of the QR code to the edge of the invoice, respectively.
The horizontal and vertical coordinates of the vertices of
the QR code are x and y, and the subscripts represent the
corresponding vertices. The four parameters to be solved are
the boundary of the invoice in the entire scanned image, that
is, the coordinate range of cutting.

The invoice image can then be cut out using the four solved
boundary ranges, and the cut image is illustrated in Fig. 3.

B. TEMPLATE MATCHING

After preprocessing the original scanned invoice image,
the next step is to extract the region where the required
information is located. This paper uses template matching to
achieve this.

The process of template matching is to find a similar image
of the template in a larger image, and determine its position
information.

Here, the information before locating what needs to be
identified in the image can be seen as a template. The similar
image block can then be found in the invoice image. Using
the geometric positional relationship between templates and
information, it is easy to determine the position of the
required information.

To obtain as much information as possible, twenty
templates are constructed in this paper. These twenty
templates are divided into six categories according to
positional relationship, which are billing information,
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purchaser information, goods information, amount informa-
tion, seller information and biller information.

Billing information mainly includes the invoice number
and billing date. Purchaser information contains the pur-
chaser’s company name, taxpayer identification number,
contact information and bank card number. Goods informa-
tion includes name, unit, quantity, unit price, amount, tariff,
and tax. The amount information is comprised of uppercase
and lowercase total-price-tax. Seller information includes
the seller’s company name, taxpayer identification number,
contact information, and bank card number, and biller infor-
mation is the name of biller.

As the image in the preprocess phase is gray, the template
image should also be gray. The twenty template images used
in this paper are provided in Fig.8. For convenience of display,
the twenty template images are stacked together.

FIGURE 8. Twenty stacked template images.

After constructing the template images, the corresponding
blocks in the invoice image can be detected using the tem-
plate matching method. The details of template matching are
explained in Section III.

For the location of goods information, the required details
are located under the template. Thus, vertical search is used,
and performs well in this situation. As a result, the number
of goods under one template is often more than one, and
constant detection is required while searching vertically, until
the lower boundary is detected.

For other information, the required details are located on
the right side of the template. In this case, a horizontal search
is useful, and it only must detect the right region.

A selection of matching results are illustrated in Fig. 9, and
contain five pieces of information with Chinese characters
and numbers. As seen in Fig.9, the main aspects of the
required information are completely extracted.

FIGURE 9. A selection of matching results.

C. OPTICAL CHARACTER RECOGNIZING

The above operations can recover the images of the required
information, however, the obtained results are images instead
of text. A method to convert image information into text is
therefore required.
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Optical character recognition is a method used to carry out
image to text conversion as fast speed and with high accuracy.
It detects the characters in an image according to brightness,
and converts the characters to text.

Invoice images tend to contain too much information how-
ever, so the identification effect will be poor if the entire
image is input. Thus, the image is separated into small parts
for inputs, which is the undertaken in the first two operations.

After preprocessing and template matching, about twenty
lines of the image is input. Every line of image contains only
one line of characters, so that these lines can be easily and
accurately recognized. Figure 10 displays some identification
results for Fig. 3.

A selection of the OCR results are provided in Fig. 10.
It can be seen that the identification effect is very successful
compared to the scanned invoice image, and the Chinese
characters, letters, and numbers are all identified accurately.

2017058108
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HEmEEEGEMISCE9O3 1 2E232x=025-518600
TiRtRTEEr L 732000608018170056924
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01320104053291673G
EmhEEEhiEREI022025-838201566
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APRS

IEB

HE

FIGURE 10. Some OCR results.

D. EXPORTING INFORMATION

Optical character recognition output is in the form of strings
which can’t be used directly and must be converted into saved
texts.

For information other than goods, each matched image
block contains only one piece of information and each piece
of information is distributed in one line of image block.
In this case, only exporting the recognized strings to their
corresponding location in the excel table is required without
any format modification.

On the other hand, for goods information, each matched
image block generally cannot contain a complete piece of
goods information, for example, when the goods name is too
long to be contained in the same line. In this case, a strategy
to judge if the information in a line is complete is necessary.

In this paper, the scanned invoice image was analyzed,
and it was determined that this situation occurs only in the
region of the goods names. Each line in this region usually
contains Chinese, English letters, and numbers, and one line
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can hold up to around 30 characters. Among them, one
Chinese character occupies two characters, and one English
letter or number occupies only one character.

Thus, when beginning to export the information in this
region, it is necessary to judge whether the total characters
of each line is equal to thirty. If so, the current goods name
will be incomplete and the remaining information will be in
the next line, meaning that, the identified information from
the current and following line must be connected together.
If the total characters of the current line is less than thirty,
the length of the current goods name is complete, and the
identified information can be exported directly. The exported
excel table results are shown in Fig. 11.

#BE- =g RmGlsrRTa
FHVE

BEZ Gl ARG SRFVS
BEARSAHAMEERFET

AFH(NBTR)VS

(a) (b)

HYRRIGSSS. BSER
BER-=%— ’ﬁﬂ:ﬁ;@?lsﬁ&?’—‘ Ve

iﬂzGIsF A ﬂE%%%?M#VS

FIGURE 11. A selection of the exported excel results. (a) The original
region of the identified part containing three pieces of information
distributed in five lines. (b) The corresponding results of optical character
recognition with the same format. (c) Results of exporting with the above
processing which contains three pieces of information, each of which is
distributed on the same line.

Ill. DETAILED EXPLANATION

A discussion of the detailed methodology mentioned in pre-
vious sections is provided in this section, including contour
extraction and template matching.

A. CONTOUR EXTRACTION

Contour extraction is a method that can extract position infor-
mation of the required rectangle. In this study, the position
introduction mainly refers to the four vertex coordinate values
of the required rectangle.

1) GRAYSCALE OPERATION

The input is a colorful image with three channels, which are
red, green, and blue, respectively. To reduce computational
complexity, the three-channel image is converted to a single-
channel image. The single-channel image has the same over-
all brightness distribution characteristics as the corresponding
three-channel image. The conversion for these two images is
described as Eq. (4).

Gray = 0.072169 - B4 0.71516 - G + 0.212671 - R (4)

Here, Gray denotes the pixel value of the grayscale image,
and B, G, and R represent the blue, green, and red component
of the corresponding colorful image, respectively.
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2) GAUSSIAN DENOISING
The grayscale image from the original scanned invoice image
still contains a lot of noise information. To improve the qual-
ity of identification, the noise must be eliminated in advance.
Gaussian filtering is a linear smoothing filter used to
smooth the signal, which can be seen as a convolution
operation between the image and normal distribution. The
operation of two-dimensional Gaussian function is described
as Eq. (5).

_ x2 +y2

1
Glx.y) = 3¢ = 5)

Here, G (x, y) denotes the two-dimensional normal distribu-
tion, and o represents the standard deviation of distribution.

The convolution operation for images can be illustrated
as Eq. (6).

gli,j) =Y _f(i—k,j—Dh(k,1) (6)

In which, g(i, k) denotes the pixel value of each point of the
convolved image, f (i — k, j — [) is the pixel value of the point
of the flipped image, and h(k, [) represents the value of each
point of the Gaussian filter.

3) EDGE DETECTION

Edge detection can provide image edge information, which is
the key step in obtaining the position information of the QR
code. This process can recover all edge information for one
image so the required details are not omitted. The canny edge
detection algorithm is used in this paper.

Edge information is detected according to the first deriva-
tive information of image in Canny. Two thresholds are then
set in order to limit the range of edge pixel values. A high
threshold is used to locate the point of the edge, and the
background is clearly distinguished in the obtained edge.
However, it is precisely because of the strict distinction that
it is often difficult to form the obtained edges into a closed
graph rather than intermittent lines. In this case, using the low
threshold is essential.

Following this step, the regions near the edges with high
threshold are detected again to find the missing edges using
low threshold. The new edges are made up of the first
and second detected edges.

4) EROSION AND DILATABILITY

The scanned invoice image usually contains some black dots
which are larger than the noise. These dots are too large to be
eliminated using the above process.

In this case, two morphological operations, erosion and
dilatability, are introduced. Erosion is a process of eliminating
boundary points and shrinking the boundary to the inside. It is
essentially an operation to locate the local minimum of an
image. This process can reduce the highlights and increase
the darkness in the image. The second opposite operation is
dilatability, which is the process of merging all background
points that come into contact with an object into the object,
and expanding the boundary to the outside. Similarly, it is
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essentially an operation to find the local maximum of an
image, and can increase highlights and reduce the darkness
in the image.

The two operations are often used in combination to
improve performance. In this paper, dilatability is used first,
following by erosion. This is called the closing operation in
morphological operations. Closing operation can fill small
cracks, leaving the overall position and shape unchanged. The
effects of this operation is illustrated in Fig. 12.

(@) (b) (©

FIGURE 12. Effects of the closing operation. (a) Image with Canny edge
detection, it is obvious that the edge is too thin to identify with human
eyes. (b) Image obtained after dilatability, its edges are enhanced enough
to be recognized by human eyes. (c) Image obtained after erosion, its
edges are still clear, with some elimination of highlights.

5) EXTRACTING CONTOUR
Some complete contours are still unable to be found using
edges detected with the above process. Thus, the next step is
to combine these edge pixels into a contour. The image with
Canny edge detection is a binary image which only contains
points with a pixel value of 1 or 0. Among them, O denotes
the black region, while 1 represents the white.

In a binary image, the contour consists of some points with
a pixel value of 1, and the pixel value of its neighboring point
is 0. The boundary points of the contours are determined by
Eq. (7) and (8).

fa.j=1H=0, fGp=1 N
fa.np=1, fGj+1H=0 ®)

Here, f (i, j) denotes the pixel value of the point in the binary
image. Both f (i, j—1) and f (i, j41) represent the neighboring
points of f(i, j). It is a simple process to locate the contours
using Eq. (7) and (8). However, the contour of the QR code is
specifically required, and this is determined in the following
step.

This paper uses mapping relations between the QR code
and the whole image. The proportion of area occupied by
the QR code in the image is the limitation used to find the
required contour. The detected contour of the QR code is
provided in Fig. 13.

B. TEMPLATE MATCHING
Template matching is a method utilized to find the part most
similar to the template in a bigger image. It is carried out by
sliding the template block in the image to find the most alike
part.

The three principles for template matching, are square error
matching, correlation matching, and correlation coefficient
matching, respectively.
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(a) (b)
FIGURE 13. Detected contours of QR code.(a) All the contours detected

are green, including the QR code. (b) The selected contour of the QR code
which is colored blue.

1) SQUARE ERROR MATCHING

Square error matching is a principle based on the square
error between the template and image. Its value is O for best
matching, and 1 for the worst. This principle is described by
Eq. 9).

Rax,y) =Y (T, y) I+ y+y)* )
x/’y/
Its corresponding normalized form is described by Eq. (10).
Yooy T Y) =TI+ X,y +))7*

\/Zx/,y’ T, y/)Z . Zx’,y’ I(x +x/, y +y,)2
(10)

R(x,y) =

Here, T denotes the template, and I is the image, and R rep-
resents the result of matching. As described in Eq. (9), the
more similar the two images are, the closer the value is to 0.
Therefore, the best matching is the image with the smallest

R(x, y).

2) CORRELATION MATCHING

Correlation matching is a principle based on multiplication
operation between the template and the image. Its value
is O for the least matching, and a larger value indicates better
matching. This principle is described as Eq. (11).

R, y) =Y (TC,y) - Ix+x,y+y) (1)
x/’y/
Its corresponding normalized form is described as Eq. (12).
Zx’,y’ (T(-x/’ y/) : I(.X + .X/, y + y/))
\/Zx/,y/ T(x/, y/)z . Zx/’y/ I(x + .X/, y =+ y/)2
(12)

R(x,y) =

Here, T denotes the template, I is the image, and R represents
the result of matching. Eq. (11) indicates that the more similar
the two images are, the larger the value. Therefore, the best
matching is the image with the largest R(x, y).

3) CORRELATION COEFFICIENT MATCHING

Correlation coefficient matching is an improvement to corre-
lation matching. Both principals are based on multiplication
operation, but the multiplications are replaced by correlation
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with their mean. Thus, as above, a larger value indicates better
matching. This principle is described by Eq. (13)-(15).

Rx,y) =Y (T'W.y) - I'x+x,y+y) (13)

Xy
TG Y) = TG = 1w-hy- )y, TG
Y
(14)
P+ a y+5) =1 +x" .y +y) = 1w - h)-
DOPCESESESE (15)

Its corresponding normalized form is described as
formula (16).

ZX’,y’ T, Y) - I'x+x',y+Yy))
\/Zx/,y’ T'(x', y/)2 . Zx/,y’ I'(x+x',y +y,)2
(16)

R(x,y) =

Here, T and I denote the template and image, and T" and I’ are
the correlation with their mean, respectively. R represents the
result of matching, and w and h denote the width and height
of the image, respectively. As above, the image with largest
R(x, y) is the best match.

The mathematical expressions of the three principles indi-
cate their computational complexity. It is clear that square
error matching has the simplest calculation and correlation
coefficient matching is the most complicated. Therefore,
in the same situation, first principle square error matching
may be the most time efficient, but third principle correlation
coefficient matching may have the highest accuracy.

IV. EXPERIMENTAL RESULTS

This paper proposes a template matching based method
to identify invoice information. In Section III, three prin-
ciples for template matching are presented and explained.
A selection of experimental results concerning the accuracy
and running speed of invoice information identification are
compared in this section.

A. IDENTIFICATION ACCURACY

To compare the identification accuracy of the three principles
and their normalized forms, experiments are carried out on
thirteen items in the invoice image, including billing informa-
tion, purchaser information, amount information, seller infor-
mation and biller information. The specific classifications are
provided in Section II.

The identification results of the same invoice image are
provided in Fig. 14. Subgraph a, c, and e in Fig. 14, represent
the results with square error matching, correlation matching,
and correlation coefficient matching, respectively, and b, d,
and f are their normalized forms, respectively.

Using these principals, each method is tested on the same
image, as shown in Fig. 3. Results clearly show that correla-
tion matching and its normalized form have the poorest per-
formance, and the correlation coefficient matching method
and its normalized form show the best performance.
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FIGURE 14. Comparison of identification results on a scanned invoice.

A comparison of the results on an electronic invoice is
provided in Fig. 15. The method with correlation coefficient
matching and its normalized form again display superior per-
formance. In this case, after careful comparison of e and f, it is
obvious that f normalized correlation coefficient matching is
the most accurate. The superior region is circled in green.
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FIGURE 15. Comparison of identification results on an electronic invoice.

Therefore, experimental results indicates that the method
with the principle of normalized correlation coefficient
matching has the best performance, which is the highest
identification accuracy.

B. IDENTIFICATION SPEED

In practical applications, speed is essential as well as accu-
racy. The test method speed is evaluated with six principles
on seven invoice images in this study, including scanned and
electronic invoices. A comparison of the individual speeds is
displayed in Table 1.
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TABLE 1. Comparison of method speed.

imgl img2 img3 img4 img5 img6 img7

Squar Eror Matching 4 6 5 5 4 5 4
Normalized Square Error Matching 11 13 12 13 13 15 14

Correlation Matching 3 5 4 4 5 4 4
Normalized Correlation Matching 13 13 9 12 13 15 14

Correlation Coefficient Matching 10 10 7 8 8 9 8
Normalized Correlation Coefficient Matching 14 14 15 14 15 14 14

Table 1 is a comparison of the identification method speed
when utilizing various principles. The numbers in the table
represent the average running time (millisecond) for template
matching on seven different invoice images.

By carefully analyzing the data, it is obvious that correla-
tion matching demonstrates the fastest identification speed,
and square error matching is slightly slower. Correlation
coefficient matching takes the most time of all methods. The
normalized forms are all slower than the methods themselves.

C. FURTHER EXPERIMENTS

While normalized correlation coefficient matching is not the
fastest, the average time for template matching is so small that
a few milliseconds of slowness will have little effect when
compared to the entire invoice identification process. Addi-
tionally, the accuracy of normalized correlation coefficient
matching is the best. Therefore, it is clear that normalized
correlation coefficient matching is the best choice.

More experimental results are provided in Fig. 16. The total
number of identified information is 98, with four misidenti-
fications which are circled in red. Thus, the overall identi-
fication accuracy is 95.92 %. After careful analysis of the
wrong identification information, it can be determined that
most unimportant in the reimbursement process. Information
like money, goods, and purchaser are identified accurately,
which are the foundation of invoice reimbursement.
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FIGURE 16. A selection of final results for invoice identification.
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V. CONCLUSION

This paper proposed a template matching based method
to intelligently identify invoice information. The method
includes four steps, which are preprocessing, template
matching, optical character recognizing, and information
exporting. Identification issues including secondary rotation,
contour extraction, and branch information were then dis-
cussed. Experimental results determining accuracy and speed
indicated that the normalized correlation coefficient match-
ing method is the best choice for template matching. The
accuracy of this method can be reach 95.92 %, and the
most important information including money, goods, and
purchaser were identified accurately. This proposed invoice
information identification method can be applied to invoice
reimbursement to greatly improve efficiency.
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