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ABSTRACT Data are being generated and used to support all aspects of healthcare provision, from policy
formation to the delivery of primary care services. Particularly, with the change of emphasis from curative
to preventive medicine, the importance of data-based research such as data mining and machine learning
has emphasized the issues of class distributions in datasets. In typical predictive modeling, the inability
to effectively address a class imbalance in a real-life dataset is an important shortcoming of the existing
machine learning algorithms. Most algorithms assume a balanced class in their design, resulting in poor
performance in predicting the minority target class. Ironically, the minority target class is usually the focus in
predicting processes. The misclassification of the minority target class has resulted in serious consequences
in detecting chronic diseases and detecting fraud and intrusion where positive cases are erroneously predicted
as not positive. This paper presents a new attribute selection technique called variance ranking for handling
imbalance class problems in a dataset. The results obtained were compared to two well-known attribute
selection techniques: the Pearson correlation and information gain technique. This paper uses a novel
similarity measurement technique ranked order similarity-ROS to evaluate the variance ranking attribute
selection compared to the Pearson correlations and information gain. Further validation was carried out using
three binary classifications: logistic regression, support vector machine, and decision tree. The proposed
variance ranking and ranked order similarity techniques showed better results than the benchmarks. The
ROS technique provided an excellent means of grading and measuring the similarities where other similarity
measurement techniques were inadequate or not applicable.

INDEX TERMS Imbalanced dataset, class distribution, binary class, imbalance ratio, majority class,
minority class, oversampling, under sampling, logistic regression, support vector machine, decision tree,
ranked order similarity, peak threshold accuracy.

I. INTRODUCTION
The problems associated with class imbalance are very com-
mon in real-life datasets, which could result in the sensitiv-
ities of predictions becoming skewed towards the majority
class target [1], while adversely becoming insensitive to the
minority target class; hence, the proportions of the captured
minority target classes are subjective and, in many instances,
mere approximations. In data mining and other predictive
scenarios, the minority classes are usually the interest group,
for instance, medical data such as diabetes or heart data [2],
financial fraud detection, credit scoring [3], Weblogs, and
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instruction detection, the interest groups are usually the
minority class. Therefore, the general performance of any
classification algorithm is relatively determined by the sensi-
tivities to theminority target class, but usually, the predictions
of the minority target class are below optimal due to the
primary design of the algorithms, which assume an equal
class distribution in both concept and application [4]. The
effects of this class imbalance become more evident when
the built model is applied to test data or deployed. External
effects have more influence on the imbalanced data; missing
data or general noise has more impact on a data distribution
that is imbalanced than those that are more closely balanced;
the more a dataset is imbalanced, the greater the impact of
noise on the model built using the data [5].
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An imbalanced dataset has some unexpected impacts
directly and indirectly on the deployments due to the class
distributions. It is relatively difficult to assess the accuracy
of the majority class that has been captured by the pre-
dictions because the accuracy boundaries are not clearly
defined [5] which raises the issues of subjective proportions.
It should be clear what a data mining or machine learn-
ing process is intended to achieve. In some processes, it is
costlier to misclassify a minority class than to misclassify
any of the majority classes, for example, in chronic dis-
eases such as diabetes, heart disease, kidney disease and
cancer [6]. If the prediction is unable to identify the sick
patient, the error could result in death or more serious health
complications [7].

Class imbalance also has a profound effect on big data
(extremely large datasets) such that the traditional techniques
of analyzing these voluminous datasets cannot produce the
expected accurate results [8]. Many of the poor results in
the classification performance are due to skewness in the
imbalanced data class ratio. The general model built with
imbalanced data has a tendency of false alarms and, in many
instances, outright misclassification.

Binary classifications (two classes, 0, 1) [9], [10] are
very common in imbalanced classed scenario and provides
a context example of the problems encountered during
predictions. [11]–[13]. An analogy is to consider a study
of a population consisting of 1000 patients, and assuming
that 900 patients out of 1000 have no disease as shown
in Figure 1, a model that predicts all 1000 as not having the
disease would still appear to be 90% accurate, even if the
remaining 100 patients have the disease, and they were not
identified [14].

FIGURE 1. (a) Imbalance data and (b) balance data.

Therefore, the challenge is to reduce the effects of the
imbalance ratio to improve the abilities of the classification
algorithm to become more sensitive to the minority class
because the minority classes are usually the reason for the
predictions [15]. Hence, if the algorithm used is unable to
perform by targeting theminority class, the accuracy obtained
becomes subjective and essentially an approximation. This
paper presents a new attribute selection technique (vari-
ance ranking) for handling imbalanced class problems in the
dataset, which are based on the intrinsic characteristics of the
data items (the variance). The contributions of this paper are
as follows:

• A novel attribute selection technique (variance ranking)
based on the intrinsic properties of each attribute in the
subsection of the classes.

• A novel similarity measurement technique (ranked order
Similarity-ROS) in Section IV-B.

• A novel method of choosing significant attributes based
on ranking by showing that the significant attributes are
those at the peak threshold performance.

• An independent process of evaluating and validating the
proposed approach and findings.

The remainder of this paper is organized as follows: Section II
provides an overview of the related works, and Section III
describes the proposed method and approach. Section IV pro-
vides the experimental results based on the attribute selection
on a set of publicly available data to validate the proposed
framework, and Section V is the discussion, summary of the
papers novelty and the conclusion.

II. RELATED WORK
Most of the real-life datasets are imbalanced, where the
classes are not evenly distributed, Figure 2 represents the
ubiquitous nature of imbalanced classed in association with
other problems that a real life data might have; that is ‘‘Most
Real-life data set must have imbalanced classed in addition
to other problems’’. Therefore, how to obtain an accurate
prediction from such a dataset is a subject of research in
industry and academia. Researchers have been devising ways
to reduce the general effects of class imbalance and improve
the predictive performance of classification algorithms.

FIGURE 2. Problems of real-life data sets.

The processes of dealing with imbalanced data can be cat-
egorized as follows: sampling-based techniques, algorithm
modifications and the cost-Sensitive Approach [16]. Details
of these techniques and their importance in dealing with class
imbalance and targeting the minority class will be reviewed
in the following sections.

24650 VOLUME 7, 2019



S. H. Ebenuwa et al.: Variance Ranking Attributes Selection Techniques for Binary Classification Problem

A. SAMPLING BASED TECHNIQUES
The main idea behind sampling-based techniques is to bal-
ance the class distribution. This method of handling imbal-
anced data has become one of the most popular due to
the ease of use. The process involves changing the total
number of class data items by either increasing the minor-
ity class [17], [18], known as oversampling or reducing the
majority class, known as undersampling.

The oversampling techniques were made popular by the
pioneeringwork of [17] through a process called the synthetic
minority oversampling technique (SMOTE), which involves
artificially generating data items to increase the minority
class in the dataset to the level where the imbalance ratio (IR),
which is the ratio of the majority class to the minority class,
is approximately equal. Although this SMOTE technique
apparently has many advantages, particularly in solving the
issues of class imbalance, it invariably introduced issues such
as the misclassification cost ratio [19], and some researchers
have also encountered problems of overfitting, which stem
from creating a replica of the same dataset and inheriting the
intrinsic errors therein.

Therefore, new approaches are necessary to solve
the issues of class imbalance, such as investigating the
relationships between variables and the measure of central
tendencies, which is our approach. Other modifications of
oversampling have been proposed, such as random oversam-
pling used by [20] and [21], which tends to select the training
data by random selection. This method, though improving
accuracy, has led to delays in the execution and overfitting
when dealing with large datasets. A generative oversampling
technique was used by [22] and [23], and the process
involved new data being created by learning from the training
data. This method made it possible for the created data to
have the basic characteristics of the existing data, thereby
maintaining the data integrity, but the accuracy improvement
is limited because the characteristics of the training data are
still maintained.

An alternative method, which is the opposite of oversam-
pling is called undersampling, it basically reduces the number
of majority classes. These methods have also gained strong
research interest in academia. The literature [15] presented
two methods of undersampling as random and informative;
the random process chooses and eliminates data from the
existing class until the class distribution is balanced, while
the informative undersampling eliminates the data obser-
vation class from the dataset based on preselected criteria
to achieve balance. A process known as active undersam-
pling that eliminates the sample of data items that are far
from the decision boundary was used by [24]. These sam-
pling methods have a problem with performance in large
datasets and can lead to the removal of important data
items.

Multiple resampling techniques were employed by [25]
because it provides better tuning results with every resam-
pling iteration. A method of integrating the oversampling

techniquewith cross-validation to improve the general perfor-
mance was proposed by [26]. Cluster sampling methods were
also used by [27], which introduced the process of cluster
density and boundary density thresholds to determine the
cluster and sampling boundary. The literature [28] used a
method called a bidirectional sampling based on K-means
clustering, which performed very well with data that had
too much noise and few samples. Each of these sampling
techniques has its benefits and drawbacks, which are very
subjective and depend on the context of the application and
usage [29].

A technique that could result in an improved performance
might not show the same performance when used in different
contexts; therefore, more modifications and improvements
in the existing sampling techniques have continued to be
presented and developed by researchers based on some local
properties of the dataset. For instance, some undersampling
methods have incorporated the mean of the attribute values
as a metric for the derivative of the sampling techniques [30].
One of the main disadvantages of the oversampling method
is the risk of overfitting due to generating a replica of the
existing data [31]. For undersampling, the main disadvantage
is the possibility of discarding some data that might present
potential useful information, particularly during the process
of variable selection that is cross dependent on other variables
or when the potential target is far away from the central data
items.

B. ALGORITHM MODIFICATIONS TECHNIQUE
This technique tends to interact with the classifica-
tion algorithm, making it less sensitive to the class
imbalance [32], [33], depending on the derivative of the clas-
sification algorithm [34] and proposes a benchmark to val-
idate other algorithm-dependent techniques; it has different
nonstandard variations that have been discovered over time;
for example, in SVM the margin of class separation is weak-
ened to align the hyperplane to accommodate extraneous
classes by adjusting the class boundary in the kernel functions
for a condition in which the training data could be represented
in a vector space or using a kernel matrix if it is sequential
data [35], [36].

A modification of the K-nearest neighbor, called the
weighted-K-nearest neighbor (W-KNN) was used by [37].
The process utilized a wider region around the data item dis-
tribution to deduce the nearest neighbor, but this has resulted
in accommodating some extraneous data, such as outliers,
which may add some noise, resulting in the whole prediction
becoming less accurate when applied to datasets that has
large variances. Recently, a new approach of handling imbal-
anced datasets known as conditional generative adversarial
networks (cGAN) was introduced by [38], which is based on
a concept of continuous competitions by two vectors known
as generators and discriminators, while the discriminator tries
to learn the actual data set pattern by comparing it to the
data being generated by the generator, feedback between the
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FIGURE 3. An overview of the proposed method.

two vectors results in adaptation and improvement to the data
quality.

C. COST SENSITIVE APPROACH
This approach considers the cost of misclassification and
adjust the results into empirical consequences of misclassi-
fication by allotting a different cost threshold to the target
class [39]. In a cost-sensitive approach, the accuracy is not
as important as the implication of wrongly classifying the
target. In this context, cost might allow a loose boundary,
in predicting chronic diseases, an incorrect prediction such as
not being able to capture the presence of illnesses or any other
unpleasant occurrence; hence, results are computed with a
class that leads to minimum cost [40]–[42].

The cost-sensitive learning (CSL) was implemented in
combination with resampling and an imbalance ratio by [43].
When using the cost-sensitive approach, each scenario must
have a baseline for measuring the acceptable cost and may be
modified based on the context of the situation. Combination
algorithms such as the ensemble and bagging approaches,
although in their infancy, are becoming popular for han-
dling imbalanced datasets. For instance, in [44] and [45],
balance-bagging was utilized to study the characteristics of
data items as it affects the class distributions.

All the existing methods, as explained in this section,
differ from our approaches because they are based on two
main methods. Firstly, its either artificially generate or reduce
the existing data items to equalize the class distributions.
Secondly, the existing machine learning algorithms are mod-
ified. However, our approach is based on looking at the
intrinsic properties of the attribute distributions within a
term of reference (measure of central tendency); we con-
sider how the attribute values are distributed in context to
the domain (variable) being measured. We believe that the
attribute value arrangement within a central term of reference
can provide insight into the relevance of such attributes to
the class that they belong to in a binary classed context,
and hence, they can be metrics to predictions in binary
classification.

III. PROPOSED METHOD AND APPROACH
The classification of imbalanced data poses a significant chal-
lenge capable of skewing sensitivities to the majority class
target. In addition, the proportions of captured minority target
classes may be below the actual numbers of the minority
class in the dataset. To achieve proper classification while
retaining the sensitivities and features of the data, we propose
the technique as illustrated in Figure 3.

By definition, variance is a measure of the spread of the
data items of number N , from the mean and is given by σ 2

=∑
(x−µ)2

N if the whole population is considered. However, this
equation is slightly different, when a sample of the whole
population is used; σ 2

=

∑
(x−µ)2

N−1 . Consequently, to what
extent does the type of variable data item affect the overall
variance? Variables are made up of discrete and continuous
data items, as in the case of our dataset, and the effect of these
intrinsic properties of the data item can be deduced accord-
ingly. For an input dataset with N = {n1......nx}, where n is a
combination of discrete and continuous variables [46]–[48],
if the variance of the continuous random variable x is given
by Varx which is the expected value of the square of the
the deviation, for all the variable x with a mean of µ the
variance is;

Varx = E
{
(x − µ)2

}
(1)

The Equation 1 [47] is modified to accommodate both dis-
crete and continuous variables. Hence, when variable x is
continuous the variance is

Varx = E
{
(x − µ)2

}
=

n∑
i=1

(xi − µ)2 f (x) (2)

Also for discrete variable Equation 1 would resolve to;

Varx = E
{
(x − µ)2

}
=

∫
∞

−∞

(x − µ)2 f (x) dx (3)

When the whole population is considered, the population
variance becomes subjective to the probability density func-
tion f (x) such that that the expectation values and mean of x
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is the sum of Equation 2 and Equation 3 V(total) = V(disrete)+
V(continuous) ie sum of discrete and continuous variable. There-
fore, if for independent random variables the variance of their
sum or difference is the sum of their variances:

Vtotal =
n∑
i=1

(xi − µ)2 f (x)+
∫
∞

−∞

(x − µ)2 f (x) dx (4)∫
x2f (x) dx − µ2 (5)

if µ is considered as being the propability density functions
expected value of x which is equal to xf (x) dx = pi then the
population variable, V(ar) is also deduced by [49]:

V(ar) =
n∑
i=1

pi. (xi − µ)2 (6)

For all values of pi being the probability density functions,
for equation 5 and 6, the similarity is deduced by equating
the integral to f (x) dx and

∑n
i=1 pi. Due to the premise

of the same range of probability density function, the vari-
ables transformable vis-a-vis discrete and continuous as pro-
vided by [46], [50], and [51]. This link between the discrete
and continuous distribution under the condition of the same
range [52] therefore equalized the variables; hence, the vari-
ances of the discrete and continuous variables are equal if
f (x) dx and

∑n
i=1 pi are equal. Our technique implemented

the concept of sample variance by taking n values in the range
of y1....yn of the population where n < N . Estimating the
variance of the sample data variables gives the average of the
square deviations as in σ y2 =

1
n

∑n
i=1 (y− ȳ)

2
=

(
1
n

∑n
i=1

)
−

ȳ2 = 1
n2
∑1

i<j
(
yi − yj

)2. This computation confirms that the
range of the variable values of x is still within that of the
mean, as explained earlier. This derivative will hold true in
both cases of variances if and only if the distribution of the
variable x is completely determined by the probability density
function f (x) [53], [54], which is shown in Equation 5 and 6.

In carrying out the experiments, we have to contend with
the properties of the attributes like the continuous and discrete
data, the numerous data type and the natural partition in the
in the datasets. Therefore, the selection of appropriate sta-
tistical techniques that could accommodate these properties
on the subpopulation (binary groups). The work of [55], [56]
and [57] provided an insight in such processes, the subgroup
distribution is not normal as such non parametric statistical
techniques as recommended by [58] and [59] will be used.
Consequently, we have to considered a process of variance
ranking known as Kruskal-Wallis one-way analysis of vari-
ance by rank test [60]–[62], which addresses the nonparamet-
ric differences between the continuous and discrete variables.
This test is used as an alternative to one-way analysis of
variance (ANOVA) when a normal distribution in the dataset
is not assumed in the probability density functions of f (x) dx
and

∑n
i=1 pi.The Kruskal-Wallis ANOVA by rank is given by

H = N − 1

∑g
i=1 ni (r̄i − r̄)

2∑g
i=1

∑nj
j=1 nj

(
x̄j − x̄

)2 (7)

Based on the probability density of Equations 5 and 6,
the Equation 7 would resolved to

Nmaj
Nmin

=

∑g
i=1 nmaj (xi − x̄)

2∑g
i=1 nmin

(
xj − x̄

)2 (8)

The ratio of two random variable events is the same if they
share the same probability function and sample space [63],
agreeing with Equation 8.

A. VARIANCE SIGNIFICANT TEST
We have to ascertain if the pattern noticed in the variances
are significant or just due to mere coincidence, that is the
variance of each of the variable in the majority and minority
data subsets different from each other? this is done by con-
sideration the F-distribution [64]–[66] as against other dis-
tributions functions like chi-squared distribution because the
F-distribution could deal with multiple sets of events [67] as
represented by different variables in the majority and minor-
ity data groups or classes. By definition the F-distribution
(F-test) [65], [68] is given by

F =
Larger variance
smaller variance

(9)

For the the sum of discrete and continuous variable, will be
Fi = Fdiscrete + Fcontinuous as provided in Equation 4,

Fi =
[
V1d
V2d
+
V1c
V2c

]
(10)

Therefore, for subset (class 1 and 0)

Ffinal = Fi + Fj (11)

The Equation 10 and 11 agreed with the rules that
‘‘variance of independent variable is additive’’ please
see [69], [70] Var[X+Y] = Var[X]+Var[Y].
The unit ofFfinal is the same unit as variance, henceFfinal is

a measure of variance of the variancesF1 and Fj. For a Binary
classed data set, if the sub classes variance is Vi and Vj, then
the 11 would resolved to 12, the squaring is a mathematical
expediency to eliminate any negative in the value of Ffinal

Ffinal =
[
V1i
V0i
+
V0j
V1j

]2
(12)

B. SPLITTING THE DATA SET
In splitting of the data set, the total number of instances
were taken into consideration, were the numbers are below a
thousand like in (Pima, Wiscosin and Bupa) all the data were
taken and split into two (training and test) data by the ratio
of 60% and 40%, the reason for taken this close proportion is
to avoid ending up with very few numbers of minority groups
in both the training or the test data since it will be split again
into positive and negative down along the line. For Cod-rna
data set random selection of one 1000 instance from the total
of 488565 in the proportion of 67% and 33% (see Table 1)
which is the ratio of the positive and negative instances in the
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TABLE 1. Table of the four data set.

total data set, this was done before splitting it further to 60%
and 40% of (training and test) data set.

The training data set was divided into two subsets of
different classes to represent the two events (positive and
negative). If the variance of subset V0 (Variance of negative
class) is

∑g
i=1 nmaj (xi − x̄)

2 and V1 (Variance of positive
class) is

∑g
i=1 nmin

(
xj − x̄

)2 of the data set were obtained,
the ratio of V0 to V1 was added to the ratio of V1 to V0, and
we squared the results to eliminate any negative values. The
results were then ranked to achieve the final classification.
The criteria used for evaluation are as follows. First, we com-
pared the results obtained with two benchmarks of attribute
selection (Pearson correlations and information gain), and in
the second evaluations, we provided a series of experiments
of binary classification: logistic regression (LR), support vec-
tor machine (SVM) and decision trees (DT) without attribute
selection and with attribute selection obtained in our vari-
ance ranking techniques. We describe in detail the processes
in Section 4.

C. DATA ACQUISITION AND DESCRIPTIONS
The datasets used in this research are the Wisconsin Breast
Cancer data, the BUPA liver disorders data, the Pima Indians
Diabetes data and the Cod-rna data. The datasets are from the
machine learning archive [71], [72], the full descriptions and
other details of the datasets are listed in Tables 1.

The data are in the public domain; hence, no extra per-
mission was needed. All references to the data have been
acknowledged. Detailed descriptions such as the number of
instances, total attributes, missing data, and class distributions
are all provided. The main similarities in the datasets are that
the target classes are all binary (two classes).

D. DATA PREPARATION
Although the Weka data mining and machine learning soft-
ware were used for most analyses, we also used Microsoft
Excel for initial analysis and data preparation, such as count-
ing the missing values and descriptive statistics. The work
involved four datasets, Pima Indians Diabetes data, Wiscon-
sin Breast Cancer data, BUPAliver disorders data and the
cod-rna dataset (please see Section III-C). These datasets
were explored to ascertain the types of data preparations that
would be applied to each in accordance with Cross Industrial
Standard Process- CRISP for data mining [73], [74].

For the Missing data, two of the datasets had missing
data; the Pima Indians Diabetes data and the BUPA Liver

Disorders data. This was treated using the average of the data
column items because the Skewness for the missing columns
are zero, hence their mean value were used as replacement
for the missing data in the body mass index (BMI) and
age attributes in the Pima Indians Diabetes data, also for
the BUPA Liver Disorders data, the aspartate aminotrans-
ferase (sgot) and alanine aminotransferase (sgpt) columns
were also treated for missing data values. The Wisconsin
Breast Cancer data are well organized and were treated from
source, so there were no problems with the data, while the
cod-rna dataset had very few cases of missing values; thus,
it was deleted. Additionally, none of the data had any prob-
lem with outliers. Finally, the inconsistency of representing
missing values with zero in the Pima Indians Diabetes data
was also addressed in the BMI column. For any part of this
research, three binary classification algorithms (DT, LR and
SVM). These three Machine Learning algorithm belong to
the group of supervised learning algorithms, DT have the
advantages of being able to handle both regression and clas-
sification problems, in its simplest form it takes the training
data set as the root node and split it into two and continue
splitting until the final node, see Figure 4.

FIGURE 4. Decision tree.

The splitting is based on intrinsic properties of the data
set known as Entropy Entropy H (X ) = −

∑
p(X ) log p(X )

which is a measure of the homogeneity of the data
therein and is derived from either information Gain
Information Gain I (X ,Y ) = H (X ) − H (X |Y ) or Gini index
Gini(E) = 1−

∑n
j=1 (p)

2 [75]–[77].
The LR is an Logistic Regression is an offshoot of linear

regression y = mx + c, which is basically an equation of
straight line. LR uses a logistic sigmoid function to transform
its output into a probability discrete binary like(1 or 0, yes or
no, true or false) see Figure 5, LR is very easy to implement,
interpret and train [78]–[80].

The SVM algorithm considered all data items as a point in
a plane where a dividing line that demarcate (the hyperplane)
the data points into two parts representing the binary classes
which the data belong to see Figure 6 .

Any new test data will either belong to one of the
classes. Apart from some of the advantages of these three
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FIGURE 5. Logistic regression.

FIGURE 6. Support vector machine.

algorithms mentioned earlier, the main reasons for selecting
these algorithms is because of their performance with corre-
lated attributes that are not directly related to the outputs but
could be related to other attributes, these machine learning
algorithms could detect such indirect relations [81]. We also
used k-fold cross-validation to avoid over-fitting. The metric
of measurement in the binary context is addressed in the next
section.

E. RESULT AND MATRIX TERMS DEFINITIONS
While there are different binary classification algorithms, all
the performance evaluations uses the confusion matrix [82].
The confusion matrix is represented by a table summary
of numbers in a group that have been correctly and incor-
rectly predicted [83], [84] therefore, the classification results
will be explained using a confusion matrix, which is a
cross-section table that evaluates how accurate the model
classifies the binary groups. One major reason for using
this metric in measuring binary classification is the insight
into how the algorithm identifies the classes and how many
classes have been confused and mislabeled and the ability to
visualized the classification performance as explained in [85]
and [86]. This enables the assessment of the accuracy of the
model to be easily compared to the benchmark.

The confusion matrix in Table 2 is especially useful in
binary situations as against multiclass classification, where

TABLE 2. Confusion matrix.

multiple overlapping classifications could make the result
less discriminant. The terms in the confusion matrix tables
are defined below:
True positives (TP): These are cases in which the sys-

tem predicted yes and they do have the disease.(Correctly
predicted).
True negatives (TN):We predicted no, and they don’t have

the disease.(Correctly predicted).
False positives (FP):We predicted yes, but they don’t have

the disease.(Incorrectly predicted)
False negatives (FN): We predicted no, but they do have

the disease.(Incorrectly predicted).
True Positive Rate (TPR) = Sensitivity = Recall; defined

as the proportion of actual positives which are predicted
positive).

Recall =
TP

(TP+ FN )
. (13)

Precision =
TP

(TP+ FP)
. (14)

F =
Precision.Recall

(Precision+ Recall)
. (15)

Accuracy =
tp+ tn

(tp+ tn+ fp+ fn)
=
tp+ tn
n

. (16)

The formulas show that the F-score is another means of
testing the accuracy of the binary classification [87].

IV. EXPERIMENT
A. VARIANCE RANKING FEATURE SELECTION METHOD
The proposed method of attribute selection should depend on
the nature of the data and the target. For instance, in discrete
and continuous numeric data with a binary class target of
1 or 0, variance ranking has been found to show a very
promising result. Missing values and other data preparations:
the first step was to treat the missing values and other neces-
sary data preparations as described above in the Pima Indians
Diabetes data, Wisconsin Breast Cancer data, BUPA Liver
Disorders data and the cod-rna data, which have a high imbal-
ance ratio. Note that none of the datasets has the problems of
outliers. The missing values were treated by replacing them
with the average of the data in each of the columns that had
missing values. The variables are numeric with a binary target
(0, 1 or as detailed in the dataset). The aim was to find which
of these variables could be very significant in predicting the
target class. First, a subsection of the dataset that belongs to
each target class was selected, e.g., 1 and 0. The variance
of each of the subsections, class target 1 and class target 0,
of the dataset was computed using the following variance
formula v =

∑
(x−x̄2)
(n−1) . If The Variance subsection of class 0 is
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given by:

V0 =

∑n
i=1(x0 − x̄0

2)
(n− 1)

(17)

If then Variance subsection of class 1 is given by:

V1 =

∑n
i=1(x1 − x̄1

2)
(n− 1)

(18)

The Variance Ranking is then deduced by:

VR =

(
V 2
1 + V

2
0

V1V0

)2

(19)

being a derivatives from equations 9 to 11 as applied to both
the majority and minority classes in the data set.

TABLE 3. The variance ranking of Pima India Diabetes data.

TABLE 4. The variance ranking of liver disorder Bupa data.

TABLE 5. The variance ranking of Wisconsin breast cancer data.

TABLE 6. The variance ranking of cod-rna data.

In Tables 3, 4, 5 and 6, the column V1 and V0
are the results of the variance of each subsection class
(positive=1 and negative=0) for each attribute. The column
(V1/V0) and (V0/V1) is the division of each variance and
inverted and divided again to produce the values that could

be added to each other. The VR =
(
V1+V0
V1V0

)2
is the addition

of the two columns (V1/V0) and (V0/V1) and finally, the result
is squared.

B. COMPARISON OF VARIANCE RANKING
FEATURE SELECTION WITH OTHER
BENCHMARKS TECHNIQUE
Attribute selections in general could be categorized as filter
and wrapper methods [88], [89]. The filter method uses the
general characteristics of the data item to determine the fea-
tures that are more significant without involving any intended
learning algorithm, while wrapper method on the order hand
tend to determined the features in data set that would produce
the best performance on a predetermined learning algorithm,
putting it succinctly, wrapper method suggest the attributes to
use for a given classifier. This suggestive and predetermining
the classifier made the wrapper method less generic and
limited as a means of comparison with our method (Vari-
ance raking) which is independent of any learning algorithm.
Beside wrapper methods create a subset of features which
are deemed to be most importance for a specific classifier’s
performance, these subsets more often than not does not
contained all the original features meaning that some features
are eliminated in the subsets and each feature relevance to the
subsets are not made known, but filter methods uses all the
features and rank them to produce the order of relevance of
each, ie no feature is eliminated from the ranking [88] The
comparison of variance ranking attribute selection will be
done with similar filter method that are not classifier sugges-
tive and uses all the features. Consequently, We compare our
method to the state-of-art filter feature selection methods; the
Pearson correlation (PC) and [90]–[92] and information gain
(IG) [93], [94] the results are provided in Tables 7, 8, 9 and 10
for the four data sets used in the experiment.
Variance(V ) is given by:

V =

∑
(x − x̄2)
(n− 1)

. (20)

Pearson Correlation(PC) is given by:

PC =

∑
(x − x̄)(y− ȳ)∑

(x − x̄)2
∑

(y− ȳ)2
. (21)

and Information Gain(x,y)(IG) between X and Y is

IG = Entropy(x) − Entropy(x,y). (22)

TABLE 7. Comparison of variance ranking with PC and IG variable
selection for Pima India Diabetes data.

Tables 7, 8, 9 and 10 show the results obtained using the
three attribute selections on the four binary classed datasets;
Pima Indians Diabetes, BUPA Liver Disorders, Wisconsin
Breast Cancer data and the cod-rna data ranked the attributes
according to their relevance to the target class (1, 0). The four
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TABLE 8. Comparison of variance ranking with PC and IG variable
selection for liver disorder Bupa data.

TABLE 9. Comparison of variance ranking with PC and IG variable
selection for Wisconsin breast cancer data.

TABLE 10. Comparison of variance ranking with PC and IG variable
selection for cod-rna data.

results were comparatively similar but had someminor differ-
ences. For instance, in Table 7, the most significant attribute
using variance ranking and information gain was (age) for
the Pima Indians Diabetes data, while the first in the Pearson
correlation was plasma glucose; in row numbers 6, 7 and
8 of Table 7, the three attribute selection techniques selected
pedi, skinfold and diapres, respectively, as the least sig-
nificant attribute in a slightly different order. Also in the
BUPA Liver Disorders data in Table 8,the most significant
attribute using variance ranking and the Pearson correlation
was agot while sgot ranked third by the information gain
selection, but in Table 8, in row numbers 5 and 6, each of
the attribute selection techniques selected mcv and alkphose,
respectively, as the least significant attributes. For Table 9
For the Wisconsin Breast cancer data, two of the techniques
(variance ranking) and (information gain) were in agreement
selecting Mitoses and MarginalAdhesion as the least signifi-
cant attributes, while the Pearson correlation also identified
Mitoses as the least significant attribute but selected Sin-
gleEpithelialCellSize as the second least significant attribute.
For Table 10 for the cod-rna data, the variance ranking and
the information gain techniques were similar in rows 1, 2,
3 and differed slightly in rows 4 and 5. However, clear
similarities were very noticeable for all three techniques.
Generally, the three selection methods identified the same
sets of attributes but ranked them in a slightly different order.

C. COMPARISON OF VARIANCE RANKING FEATURE
SELECTION TO OTHERS USING RANKED
ORDER SIMILARITY-ROS
Similarity and dissimilarity measure has been used to to
compare item and results of two or more structures, but quite

recently many data centric researches like data mining and
machine learning have used this process to compare and
validate the results [95]–[97] of experiments and predictive
modeling, this is done by measuring the similarity index of
a new concept with existing benchmarks knowledge, concept
or results. With this in mind we proposed a novel similarity
measure technique-ROS, we want to determine how similar
the results are in Tables 7, 8, 9 and 10, Considering Table 7
for instance. Should we say that the result of variance rank-
ing and the Pearson correlation are 50%,70%, 80% or 90%
similar? How should their similarities be graded? Although
there are different approaches to measuring the similarities,
the five most popular are Euclidean distance, Manhattan
distance, Minkowski distance, cosine similarity and Jaccard
similarity [98], [99]; however, none of these is appropriate to
measure the similarities between two or more sets that con-
tain the same objects but are arranged or ranked differently.
If three Sets α = {a, b, c, d, e, f }, β = {a, b, c, f , e, d} and
γ = {f , b, c, d, e, a} contain the same elements arranged or
ranked in a different order as in Table 11, based on the order
of ranking, what are the percentage similarities?

TABLE 11. Three sets arranged and ranked in different order.

Let us determine the similarities betweenα and β. The total
elements in α and β is 12 ie N = 12, Since we wish to find
the percentage similarities, we use Equation 23 we defined
a quantity which is called Element Percentage Weighting =
EPW given by:

EPW =
∑ 100

N
(23)

Therefore, 100/N = 8.33; thus,each element of the set
has a percentage weighting of 8.33%; two elements in a
row would have a total percentage weighting of the sum of
their weightings; for example, in row 1 in Figure 7, the total
percentage weighting of an element a in Set α and element a
in Set β is 8.33+ 8.33 = 16.66.
Additionally, each set has a total number of n. When an

element moves downward or upward in a column to be in
the same row with its similar element, it loses a percentage
weighting equal to EPW − (2 ∗ EPWj

n ). the 2 is because
there are two elements. The quantity (EPWj

n ) is called the unit
Element Percentage Weighting. The sum of all the (EPWj

n ) is
equal to the EPW for the two set:

ROS =
n∑

1−J

EPW −
n∑

1−j

2 ∗
EPW
n

(24)
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FIGURE 7. Ranked order similarity-ROS percentage weighting calculation
for α and β.

In rows 4 and 6 for sets α and β, the element d and f
are not in the same row with their similar item. To calculate
their weighting using Equation 23 is given by 8.33-

∑
Loss

percentage weighting, if Loss percentage weighting =
EPW/n = 8.33/6 = 1.388. Elements d and f have moved
up and down three steps (including their row), the total Loss
percentage weighting for each is 3 ∗ 1.388 = 4.164, and the
final weighting for each is 8.33−4.164 = 4.166. Therefor in
row 4, f + f = 4.166+ 4.166 = 8.33. Additionally, Also in
row 6, d+d = 4.166+4.166 = 8.33. The similarity between
sets α and β is 83.3%, Please see 24 and Figure 7 represents
the process of calculating the ranked order similarity-ROS.

TABLE 12. Comparison of varinace ranking, Pearson correlation and
information gain using ROS.

Table 12 is the comparison table using the ranked order
similarity-ROS to compare the results of variance ranking,
Pearson correlation and information gain attributes selection
techniques in Tables 7, 8, 9 and 10. In the Pima Indians

Diabetes database, variance ranking and information gain are
81.25% similar, while it is 74% similar to Pearson correlation.
Even the Pearson correlation is 86%, which is similar to
the information gain. In the BUPA Liver Disorders data,
variance ranking is 75% similar to the Pearson correlation,
while it is 56% similar to the information gain, and the
Pearson correlation is 58.35% similar to the information gain.
In theWisconsin Breast Cancer data, variance ranking is 68%
similar to the Pearson correlation and 82% to the information
gain, while the information gain and Pearson correlation are
78% similar. Finally, in the cod-rna data variance ranking is
84.38% similar to the information gain and 69% similar to
the Pearson correlation, the Pearson correlation and the infor-
mation gain are 77% similar. This comparison establishes
the following facts: (1) the efficacy of the ROS similarity
measure and (2) no two attribute selection processes produce
100% of the same results.

D. VALIDATION OF VARIANCE RANKING ATTRIBUTES
SELECTION USING BINARY CLASSIFICATION
In this section, the variance ranking variable selection will be
tested; it involves carrying out binary classification using the
following three algorithms: logistic regression (LR), support
vector machine (SVM) and decision tree (DT). Three of
the datasets described in Tables 1 (Pima Indians Diabetes,
Wisconsin Breast Cancer data and Bupa liver disease data)
will be used to make the following predictions: (1) Who
among the patients is likely to be diabetic in Pima Indians
Diabetes data? (2) Which of the tumors are malignant in the
Wisconsin Breast Cancer data? and who is most likely to have
liver disease from the Bupa data set The two target classes
are 0 or 1. A confusion matrix is used to deduce the accuracy
of the binary classifications, and the details and explanations
have been provided in Section III-E (Results and matrix
terms definitions). The following will be deduced from the
confusion matrix: true positive (TP), true negative (TN), false
positive (FP) and false negative, the FMeasure and the receiver
operating characteristics (ROC).

1) THE SELECTION OF THE ATTRIBUTES FROM
PEAK ACCURACY THRESHOLD
The attributes selection has been carried out and compared
with the benchmarks in section IV-A and using ROS to
quantify the similarities of variance ranking and others bench-
marks in sections IV-B. The attributes have been ranked from
the most to the least significant, the next stage is how to
use this ranking; meaning which attributes should be selected
or eliminated as the case maybe? the work of [100]–[102]
provided an exposition by reevaluating the concept of ‘‘Most
and Least’’ significant attributes, taking a cue from this con-
cept, we made the following postulations; For any data set
A with attributes a1.....an ranked from the ‘‘Most’’ to the
‘‘Least’’ significant, if we start with the most significant
from the rank a1.....an and continued adding the attributes
toward the ‘‘least’’ significant, the accuracy (or the cap-
ture of the TPRatemin) of the prediction would increase and
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TABLE 13. Experiment without attribute selection for LR, SVM and DT for three data set.

FIGURE 8. Attribute selection by peak threshold accuracy for LR
algorithm.

FIGURE 9. Attribute selection by peak threshold accuracy for SVM
algorithm.

peak at a threshold of the most significant attributes before
decreasing in the accuracy (or the capture of the TPRatemin).
Figure 8, 9 and 10 is a representation of the of the increase
of accuracy as the most significant attributes are added until
the peak threshold is reached before decreasing or falling in
accuracy.

FIGURE 10. Attribute selection by peak threshold accuracy for DT
Algorithm.

Although, accuracy was used, but the same relationship
also exist between the number of the attributes and the
TPRatemin in Tables (14, 15 and 16) The higher accuracy the
higher the captured TPRatemin.

This peak threshold accuracy techniques were used in all
the three data set for selecting the attributes, the important
thing here is to note the number of attributes required for
our techniques (variance ranking) needed to attained the peak
threshold (only 4 attributes) as against total of 8 attributes in
the Pima data set. Also using the PC and IG attributes selec-
tion it takes a total of 6 attributes to attained the peak accuracy
threshold. Therefore not only that variance ranking attributes
selection is superior in performance, it is also superior by
using fewer attributes to attained higher accuracy.

2) VALIDATION EXPERIMENT OF BINARY CLASSIFICATION
USING PIMA INDIA DIABETES DATA
The corresponding experimental results are in
Tables (13, 14, 15 and 16) which contains the tabular
results obtained using the Pima Indians Diabetes, Wisconsin
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TABLE 14. Experiment with attribute selection using VR for LR, SVM and DT for three data set.

Breast Cancer and the BUPA Liver Disorders data sets for
the following algorithms LR, SVM, and DT, these tables
contain the following correctly and incorrectly classified:
percentage accuracy, TP rate, FP rate, precision, recall,
F-measure and ROC area for both classes (0 and 1), these
were deduces from Equations 13, 14, 15 and 16 and the
confusion matrix in Table 2. The blow-by-blow details of
the experimental results will be provided in the successive
sessions. In Tables (13, 14, 15 and 16), the results of logis-
tic regression- LR (with and without) attribute selection,
the results of the support vector machine-SVM (with and
without) attribute selection and the decision tree-DT (with
and without) attribute selection. Notice that in the above
tables, class 0 are patients without diabetes (negative) and
class 1 are patients with diabetes (positive); the total num-
ber of instances is 768, with 500 belonging to class 0 and
268 belonging to class 1; hence, the minority is 268 in
number.

The main aim of the above experiment is to show that
variance ranking attribute selection improved the sensitivities
of the algorithm to capture or target class 1 patients with
diabetes. This is shown by the increase in the TP rate for
class 1, as indicated in Table 14. From the analysis of the
results of LR, the TP rate for without attribute selection is
0.571 and that for attribute selection is 0.578. This is an
approximately 1.2% increase in the accuracy of targeting the
minority class. The results of SVM also did not show any
increase from 0.541 to 0.541 but uses fewer attribute. Finally,
the results of DT TP Rate for minority class (1) increases
from 0.563 to 0.634, is the biggest increase. This accounted
for the additional identification of more 25 patients from the
minority of 268.

The results clearly demonstrated unequivocally that the
variance ranking attribute selection works and has a direct

impact on the general accuracy of the classification model to
target the minority in an imbalanced data set.

3) VALIDATION EXPERIMENT OF BINARY CLASSIFICATION
USING WISCONSIN BREAST CANCER DATA
In Tables (13, 14, 15 and 16) is the binary classification using
LR, SVM and DT on the Wisconsin Breast Cancer data for
the predictive model. Firstly, all 9 attributes were used for
the predictions (without attributes selections) as in Tables(13)
The following the techniques as explained in sections IV-D.1
until a peak threshold with highest accuracy and highest
TPRateminority which is class(1). Figures 8, 9 and 10 showed
a similar graph of the peak threshold at which the attributes
selection was made. Any future removal or addition of
attribute(s) after this threshold resulted in the reversal of the
general accuracy and specific accuracy of the TPRateminority,
the results of the peak threshold agreed with the results
obtained from the three attributes selection techniques used
(variance ranking, Pearson correlations and information
gain). The analysis of predictive model for Wisconsin data
set in Tables (13, 14, 15 and 16) contain the following results
logistic regression (LR), support vector machine (SVM), and
decision tree (DT), with and without attributes selections.

For each of the predictions, a summary statistic is pro-
vided showing the general percentages accuracy true positive
rate (TPRate), true negative rate (TNRate), false positive
(FPRate), false negative (FNRate), F-measure and receiver
operating characteristics (ROC) for both the majority class 0
and Minority class 1, all these were deduced from the con-
fusion matrix as provided and explained in Table 2. In the
LR results, the general accuracy increases from 92.27% to
96.85% with a corresponding increase in TPRateminority class
1 from 0.863 to 0.954, the SVM accuracy increases from
95.99% to 97% and the TPRateminority class 1 increases
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TABLE 15. Experiment with attribute selection using PC for LR, SVM and DT for three data set.

TABLE 16. Experiment with attribute selection using IG for LR, SVM and DT for three data set.

from 0.95 to 0.963, finally the DT accuracy 91.56% to
94.56% while the TPRateminority increase from 0.846 to
0.925. In all experiment using the Wisconsin the variance
ranking attributes selection have achieved higher accuracy in
both general accuracy and targeting the minority classes.

4) VALIDATION EXPERIMENT OF BINARY CLASSIFICATION
USING BUPA LIVER DISEASE DATA
Tables (13, 14, 15 and 16) contains the results of experiment
for the following algorithms LR,SVM and DT using the Bupa
liver disease data sets. The results in Tables 13 is using all the
attributes in the data sets while Tables 14 is using the selected
attributes by the peak accuracy threshold as explained in

section IV-D.1 and Figure 10 is a representation of the graph
of the technique to identify the peak threshold attributes.

The general accuracy of LR for increased from 54.20%
to 68.12%, while the increased of the TPRateminority is
0.565 to 0.79. The SVM accuracy increased from 58.84%
to 70.72% while the TPRateminority increases from 0.645 to
0.89. Finally, the DT accuracy is from 57.97% to 68.70%,
the TPRateminority for DT increased from 0.64 to 0.80

V. DISCUSSION
There is a noticeable pattern in all the experiments which are
basically an increased in the TPRateminority (class 1). In gen-
eral there is an increase in accuracy as a result of an increase in
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FIGURE 11. Summary table of comparison.

the prediction of class 1 (TPRateminority). The emphasis here
is not on the machine learning algorithm that was used but
on the attribute that was selected from the variance ranking.
This is to demonstrate that our technique is independent on
any algorithm but dependent on the intrinsic properties of the
data set particularly the measurement of central tendencies,
ie the variance.

Although three algorithm LR, SVM and DT were used
on three dataset; the Pima Indians Diabetes Data, Wisconsin
Breast Cancer and Bupa liver diseases data, in all over twenty
experiment were conducted. it shows that more accurate pre-
dictions were obtained and more minority target classes were
accurately classified using the identified attributes. Addition-
ally, there was an increase in the overall precision, recall,
and F-measure. The problem associated with imbalanced data
is ubiquitous and will continue to elicit customized solu-
tions. We demonstrated a new attribute selection technique.
The variance ranking attributes selection technique is signif-
icantly similar in performance to other attributes selections
techniques, notably Pearson correlation and information gain
which are categorized as filter attribute selection technique.
We made a case why our method should be compared to
the same family of filtered selection techniques by providing
numerous cogent reasons such as; our method is not algo-
rithm suggestive and does not eliminate any attribute but
rather ranked them as done by other filter methods. To val-
idate our work, three pronged approach was used.

Firstly, we performed attributes selections using our meth-
ods (variance ranking) and compare the result with that of
PC and IG which are the state-of-art filter attributes selection
methods, the results are in Tables 7, 8, 9 and 10. The conclu-
sion here is that the choice of attributes selection technique
depends on the context of the application and the domain
of usage and that no two feature/attributes selection method
thus give the same answers 100%. Hence, we encountered a
new problem here, this led to the second validation technique.
How could we compare or rather quantitatively grade our
result with that of state-of-art filtermethods?’’, the PC and IG.
Should we say variance ranking, PC and IG are 70%, 80%
or 90% similar?. How do we calculate the similarity index?.
Thus we invented a novel approach of calculating the sim-
ilarity index, since the existing method like cosine, Jaccard
etc similarity measurement appeared to be inadequate please
see section IV-C for Ranked Order Similarity-ROS and the

reasons behind it, we used it to compare our method with
PC and IG. Finally, we also used the identified attributes
with three binary classification models (logistic regression,
support vector machine and decision tree) to filter out the
most significant attributes from the datasets used (Pima
Indians Diabetes and Wisconsin Breast Cancer data, Bupa
liver disease data set). The results obtained are shown
in Tables (13, 14, 15 and 16) an increase in capturing the
minority positive classes (rare) with the selected attributes
compared to the result without the selected attributes. Though
in some of the results the increments are significant, while in
others the increment is small, it is noteworthy that in all cases
there was an increment.

FIGURE 12. Comparison of attributes selection results for LR,SVM and DT
using Pima data.

The summary table in Figure 11 and the associated graphs
in figures (12,13 and 14) is a point of focus to explicitly
establish the superiority of our technique (variance ranking)
over PC and IG. In all the comparison eg (LR-variance
Rank, LR-Pearson C and LR-Informatiion G ) the variance
ranking have performed better. We attributed this superior
performance not only to the attributes but also to the ranking
because the most significant attributes were identified and
ranked earlier hence it took only 4 attributes to attained the
peak accuracy threshold as against others that took more than
6 attributes.

One of the strongest benefit of attributes selection
in data mining and machine learning is not only high
accuracy/predictions, but achieving the predictions with
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FIGURE 13. Comparison of attributes selection results for LR,SVM and DT
using Wisconsin data.

FIGURE 14. Comparison of attributes selection results for LR,SVM and DT
using Bupa data.

fewer attributes. If a prediction of accuracy 80% is achieved
using 10 attributes and another prediction of the same 80% is
achieved using 5 attributes out of the 10 attributes the second
predictions is more superior to the first in terms of resources
needed to get the same predictive accuracy, apart from the
accuracy another point where our techniques surpasses the
others is using fewer attributes.

A. CONCLUSION AND FUTURE WORK
We reviewed the problems of imbalanced class distribution
in a dataset as it relates to intrinsic characteristics. In this
case, the variance of the data item and the issue of imbalanced
datasets and classification algorithm, will continue to attract
interest within the data science communities both in industry
and academia. In our method for the proof of concept (POC),
several experiments were carried out. The accuracy of the
results surpassed the benchmark and was similar on some
occasions. The major finding of this work can be summarized
as follows:
• Variance ranking attributes selection techniques based
on the intrinsic properties of each attribute in a binary
classification context.

It has long been suspected that intrinsic properties of
attributes and the measure of central tendency can objec-
tively correlate with the logical distance of the attributes
to the target class. This study is the pioneer in this
regard as one of the first of its kind to consider this
area of attribute knowledge. This viewpoint has not been
explored properly by researchers. Specifically, it has
not been explored to the extent that definite conclu-
sions could be made regarding the extent to which the
intrinsic properties of attributes correlate to the tar-
get class. We have concluded that in some particular
data types similar to the ones used in this research,
variance does correlate to the target class in a binary
context.

• A novel similarity measurement (ranked order
similarity-ROS) has been invented; this technique is
intended to measure the similarity between two or more
sets that contain the same elements ranked in a different
order. The ROS techniques are a means of grading and
measuring similarities where other similarity measure-
ment techniques are inadequate or not applicable.

• When attributes are ranked, the significant attributes are
those at the peak threshold performance.
As a subset of the data has been used, this aligned very
well with the slight modification to the approach to
variance when the whole population (N) and when the
sample (N − 1) of the whole population is being con-
sidered. In this regard, there are no conflicts; therefore,
it follows that variance ranking techniques can also be
applied to the whole population as well as a sample of
the whole population.

• We also proposed that similarity index is an efficacious
way of validating the results of experimental findings
and in many instances it could be better and more
dependable means of demonstrating the proof of con-
cept (POC). The best practices in the validation of
processes and experimental results should not be tra-
ditional but rigorous, invective and context based and
each method of validation should be independent of
each other, for example we used comparison with the
bench mark, similarity index and predictive modelling
and each of them are independent of the other. On each
technique that was applied the evidential results point
in same direction, Therefore, double-blind independent
evaluation and validation (DBI-E V) techniques are
highly recommended for any POC.

Similar to many attribute selection techniques, there is no
single technique that can be used for all types of datasets.
Depending on some intrinsic properties of the data items,
each known techniquemust be used on the correct dataset. For
example, the Pearson correlation technique cannot be used for
categorical datasets.

Hence, this variance ranking attributes selection has the
following limitations.
• The variable must be numeric (discrete or continuous).
• The variable must not be categorical.
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Our next work hopes to solve the limitations as itemized
above and to apply this technique to a multiclass dataset.
We hope to ascertain the extent and threshold to which
the intrinsic properties of the data item affect the attributes
and generally, the learning algorithm. Additionally, we will
explore the relationships of the measurements of central ten-
dency to the significant attributes, if any.
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