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ABSTRACT The existing physical-layer network coding (PNC) only considers channel codes of a constant
coding rate. In this paper, we propose a rate-compatible (RC) channel coding scheme for PNC in two-way
relay systems. Our contributions are as follows. First, we propose a two-edge-type-low-density-paritycheck-
aided PNC (JTNC) scheme due to its simple implementation and excellent performance. Second, we design
an RC scheme, i.e., choice of locations and symbols, for the proposed JTNC in the relay. The simulation
results show that the proposed RC-JTNC has good error correction performance and achieves large gains
over the existing puncturing algorithms aided PNC over a wide range of rates.

INDEX TERMS CLS, TET-LDPC codes, PNC, RC, JTNC, TWRS.

I. INTRODUCTION
Physical layer network coding (PNC) can improve the
throughput significantly by exploiting the interference of user
messages [1]–[3]. One basic application for PNC is wireless
two-way relay systems (TWRS) [4]–[6]. Generally, PNC in
TWRS consists of two phases: multiple access (MAC) and
broadcast (BC). In the MAC phase, two users transmit their
messages to a relay simultaneously. The relay helps two users
to exchange messages and aims to decode the overlapped
signals into network coded (NC) messages. The simplest
form of NC messages is the XOR of two vectors which are
encoded from two user’s source messages [7]–[9].

Various channel codes have been applied in PNC to
ensure communication reliability, such as repeat accumulate
(RA) codes [9], irregular low-density-parity-check (LDPC)
codes [10], [11] and Lattice codes [12]. Most of these
channel-coded PNC systems assumed that the same linear
channel code is used at two users. By doing so, the XOR of
encoded vectors from two users, i.e., the XORmessage is also
a valid codeword of the channel code, which can be directly
decoded from received signals by the sum product algorithm
(SPA) [13], [14] or the log-likelihood-ratio (LLR) decoding
algorithm [15].

The associate editor coordinating the review of this manuscript and
approving it for publication was Rui Wang.

MET-LDPC codes, generalizations of the concept of
regular and irregular LDPC codes, include various construc-
tions and have excellent performance in threshold, adaptabil-
ity and error floor [16]. As a kind of MET-LDPC codes,
two-edge-type-low-density-parity-check (TET-LDPC) codes
which have two edge types increase the stability of den-
sity evolution and facilitate simply encoding [17]. However,
to the best of our knowledge, TET-LDPC codes have not
been studied in PNC. Thus, this paper proposes a joint
TET-LDPC aided PNC coding (JTNC) scheme and investi-
gates the corresponding LLR decoding algorithm.

Rate compatible (RC) coding has been proposed as an
effective capacity-enhancement method in wireless commu-
nication channels [18], [19]. RC can adjust the code rate
and coding scheme according to different channel situations.
In particular, RC codes can be realized from a mother code
by puncturing and can be implemented by a single pair
of encoder and decoder. RC codes have been integrated in
many channel codes, such as convolutional codes [20], [21],
irregular RA codes [22], LDPC codes [23], [24], quasi-cyclic
LDPC codes [25], MET-LDPC codes [26].

In wireless communication systems, spectrum resources
are scarce. To improve spectrum utilization and enhance
the throughput, the coordination and optimization among
physical layer, data link layer and network layer are
required [27], [28]. The channel coding, RC code and
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FIGURE 1. System model of JTNC.

PNC code can ensure the communication reliability and boost
the throughput of wireless communication systems. However,
the research on them is independent of each other still now.
Thus, this paper jointly utilizes RC-aided channel coding and
PNC techniques for wireless communications. This paper
proposes a puncturing scheme named choice of locations
and symbols (CLS) for JTNC codes in TWRS. The main
contributions of this paper are as follows.

1) First, we propose a JTNC scheme exploiting the perfor-
mance and implementation advantages of TET-LDPC
codes. The corresponding extended LLR decoding
algorithm is also investigated to reduce the decoding
complexity of JTNC.

2) Second, we develop a CLS puncturing scheme
to achieve RC-JTNC for improving transmission
efficiency. The simulation results show that the result-
ing CLS-aided RC-JTNC achieves remarkable perfor-
mance gains over the existing puncturing algorithms
over a wide rate ranges especially at the high coding
rate.

The remainder of this paper is organized as follows.
Section II presents the system model of JTNC. Section III
puts forth the puncturing scheme of JTNC. Section IV shows
simulation results of RC-JTNC. Section V concludes this
paper.

II. RELATED BACKGROUND
A. SYSTEM MODEL OF JTNC
In this section, we consider TWRS with two users A and B
and one relay R. Two users A and B transmit their messages
to the relay R simultaneously. With the help of the relay R,
users A and B exchange their messages with each other
by doing simply XOR operation. Fig. 1 illustrates a system
model of JTNC. In this paper, we use a boldface letter to
denote a vector and the corresponding italic letter to denote a
symbol within the vector. For example, xA is a vector, and xA
is a symbol within the vector.

Let St , t ∈ {A,B}, be a length-K vector over {0, 1}K

representing user t’s source message. Then, SA and SB are
encoded by the same linear channel code to generate length-
N codeword vectors CA and CB over {0, 1}N , respectively.
Assume that both users A and B adopt BPSK modulation.
Thus, users A and B create two signal vectors XA and XB
for transmission by mapping CA and CB over {−1,+1}N ,
respectively. Assuming equal powers and frame synchroniza-
tion between two users, the received signal at the relay is

TABLE 1. PNC mapping rules.

given by

YR = XA + XB + η, (1)

where η denotes a vector containing i.i.d. white Gaussian
noise samples with zero mean and variance of σ 2.

Table 1 lists PNCmapping rules between user symbols and
received symbols. Let CA⊕B = CA ⊕ CB denote the XOR
output vector of two codewords CA and CB. We can see that
CA⊕B is also a valid codeword since users A and B employ the
same channel coding. Furthermore, denoteCA+B = CA+CB
as the arithmetic sum of CA and CB.
From Table 1, we can see that if CA⊕B = 0, CA+B = 0 or 2

and YR = 2 + η or −2 + η. If CA⊕B = 1, CA+B = 1 and
YR = η. The a-priori probability of CA⊕B = 0, 1 and 2,
i.e., the a-priori probability of the corresponding received
signal YR = 2 + η, η and −2 + η, are 1/4, 1/2 and 1/4,
respectively.

B. TET-LDPC CODES
An LDPC code is a linear block code described by a very
sparse parity check matrix H . In LDPC codes, all edges are
statistical equivalence in the tanner graph and all nodes are
described by their degrees, i.e., the number of edges they are
connected to. From a edge perspective [29], LDPC codes are
specified by two polynomials λ(z) =

∑
i λiz

i−1 and ρ(z) =∑
i ρiz

i−1, where z represents variables, λi means the fraction
of edges connected to variable nodes (VNs) of degree i and
ρi means the fraction of edges connected to check nodes
(CNs) of degree i [30].
MET-LDPC codes which can yield improvements in per-

formance and error floor are first introduced in [17]. Although
MET-LDPC codes are generalizations of the concept of
LDPC codes, they are different from LDPC codes. First,
MET-LDPC codes with multiple equivalence types of edges
set the edge degree as a vector which denotes the number
of edges connected to the node from each edge equivalence
type independently. Second, MET-LDPC codes can also be
represented by two polynomials, but unlike LDPC codes,
they are done from a node perspective [29]. The polynomial
coefficients of MET-LDPC codes represent the fraction of
nodes connected to each edge equivalence type.We introduce
our definitions as follows.

Assuming that the MET-LDPC code consists of a finite
number nT of edge types. Let a length-nT vector d be a
multi-edge degree with dj being the number of the j-th type
edge, j = 1, 2, . . . , nT . Denote x as a length-nT vector,
representing variables and xj as variables associated with the
j-th type edge, j = 1, 2, . . . , nT . The coded bits (VNs) of the
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FIGURE 2. Tanner graph representation of TET-LDPC codes.

MET-LDPC code may have different received distributions,
i.e., the bits associated to the different edge types may go
through different channels. Let nθ denote the number of
different channels. Let r denote a length-nθ vector which
represents received distributions. In this paper, we focus
on two received distributions, r1 which is used to puncture
variables means an erasure channel, and r2 over which the
code bits are transmitted represents the AWGN channel. Let
a length-nθ vector b be a received degree, which means the
received probability associated with the received distribution.
Typically, only one symbol in b is set to 1, and the other
symbols are set to 0.

MET-LDPC codes can be described by two polynomials.
We denote these polynomials by

v(r, x) =
∑

vb,drbxd, (2)

µ(x) =
∑

µdxd, (3)

where xd =
∏nT

i=1 x
di
i and rb =

∏nθ
j=1 r

bj
j . In the graph,

vb,dN denotes the number of VNs with type (b,d),
µdN denotes the number of CNs with type d, v(r, x) is
associated with VNs and µ(x) is associated with CNs.

In this paper, a kind of MET-LDPC codes, i.e., TET-LDPC
codes are considered. Fig. 2 represents the Tanner graph of
TET-LDPC codes, where TET-LDPC codes have two equiv-
alence classes of edges. One is type I with d1 = q, where
qmeans the edge degree of type I, and the other one is type II
with d2 = 2. The type I edge and the type II edge are not
equivalent class of edges. Two edge classes of TET-LDPC
codes divide VNs into two parts, punctured VNs (PVNs) and
un-punctured VNs (UVNs). The structure of type I edges
connected to PVNs is constructed like regular LDPC codes
which can improve decoding threshold. Furthermore, UVNs
are connected to type II edges in a accumulate chain, which
simplifies encoding and guarantees stability to the structure.
Thus, the distribution of PVNs is (b,d) = ((1, 0), (q, 0)).

TABLE 2. The structure of TET-LDPC codes.

FIGURE 3. The decoding schematic diagram.

In particular, b = (1, 0) denotes rb = r1, which means
VNs are transmitted over the erasure channel, i.e., VNs
are punctured. The other distribution of UVNs is (b,d) =
((0, 1), (0, 2)), where b = (0, 1) denotes rb = r2, which
means VNs are transmitted over the AWGN channel. The
basic degree structure shown in Tab. 2 specifies an instance
of TET-LDPC codes. A graph ensemble of TET-LDPC codes
can be described by two polynomials as follows.

v(r, x) =
1
q
r1x1q + r2x22, (4)

µ(x) = x1x22. (5)

C. THE LLR DECODING FOR JTNC OVER
AWGN CHANNELS
We assume that the same TET-LDPC code is used at two
users. Thus, the relay decodes the XOR message with the
same Tanner graph as in the users nodes. Due to having
two types of VNs, the decoding of TET-LDPC codes is
different from the conventional iterative decoding of LDPC
codes. Fig. 3 shows the decoding schematic diagram and the
LLR messages are iterative updated between the type I
edge and the type II edge. Note that that decoding starts
with UVNs. From the perspective of edge, we give the decod-
ing steps of TET-LDPC codesas follows.

1) Decoding starts with UVNs.
2) Update the LLR messages passed from UVNs to CNs

on type II edges,
3) Update the LLR messages passed from CNs to PVNs

on type I edges,
4) Update the LLR messages passed from PVNs to CNs

on type I edges,
5) Update the LLR messages passed from CNs to UVNs

on type II edges.
Iterative Decoding over 2) − 5) steps is stopped if the

maximumnumber of iterations is reached. Next we elaborates
the LLR decoding for JTNC.

1) INITIALIZATION
Let pLch(n) denote the channel LLR message for the n-th
VN CA+B(n), given by

pLch(n) = [pLch0(n), pLch2(n)]

= [log(
¯pLch0(n)
¯pLch1(n)

), log(
¯pLch2(n)
¯pLch1(n)

)], (6)
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where n = 1, 2, . . . ,N , and ¯pLchi(n) denote the probability
ofCA+B(n) = i, i ∈ {0, 1, 2}. Given the signalYR(n), we con-
sider three cases to compute ¯pLchi(n) in the followings.
Case 1: CA(n) and CB(n) are not punctured. ¯pLchi(n) is

computed by

¯pLch0(n) =
1

4
√
2πγ

exp(−
(YR(n)− 2)2

2σ 2 ),

¯pLch1(n) =
1

2
√
2πγ

exp(−
YR(n)2

2σ 2 ),

¯pLch2(n) =
1

4
√
2πγ

exp(−
(YR(n)+ 2)2

2σ 2 ), (7)

where γ is a normalization factor to ensure
∑2

i=0
¯pLchi = 1.

Case 2: CA(n) or CB(n) is punctured. Without loss of gen-
erality, we assume thatCA(n) is punctured. Then the received
signal YR(n) becomes

YR(n) = XB(n)+ η. (8)

From Tab. 1, CA(n) = 0 implies CA+B(n) = 0 or 1 and
XA(n) + XB(n) = 1 + XB(n) = 2 or 0. If CA(n) = 1, then
CA+B(n) = 1 or 2 andXA(n)+XB(n) = 1+XB(n) = 0 or−2.
Thus, with the punctured CA(n), we have

¯pLch0(n) =
1

4
√
2πγ

exp(−
((YR(n)+ 1)− 2)2

2σ 2 )

=
1

4
√
2πγ

exp(−
(YR(n)− 1)2

2σ 2 ),

¯pLch1(n) =
1

4
√
2πγ

exp(−
(YR(n)+ 1)2

2σ 2 )

+
1

4
√
2πγ

exp(−
(YR(n)− 1)2

2σ 2 ),

¯pLch2(n) =
1

4
√
2πγ

exp(−
((YR(n)− 1)+ 2)2

2σ 2 )

=
1

4
√
2πγ

exp(−
(YR(n)+ 1)2

2σ 2 ), (9)

where γ is a normalization factor.
Case 3: Both CA(n) and CB(n) are punctured. In this case,
¯pLch0(n) =

1
4 ,
¯pLch1(n) =

1
2 and ¯pLch2(n) =

1
4 . Then the

channel LLR message pLch(n) = [pLch0(n), pLch2(n)] =
[log(0.5), log(0.5)].
Next, we show LLR messages update on different types

of edges. To facilitate describing decoding, we define two
functions � and �̄. Assume that two inputs w = [w0,w2]
and g = [g0, g2] arrive at a CN. Then the output LLRmessage
from the CN is f = [f0, f2], where

f0 = �(w0, g0,w2, g2)

= log(exp(w0 + g0)+ exp(w2 + g2)+ 0.5)

− log(exp(w0)+ exp(w2)+exp(g0)+exp(g2)), (10)

FIGURE 4. LLR messages update on the type II edge. (a)LLR message pLf.
(b)LLR message pLb.

and

f2 = �̄(w0, g0,w2, g2)

= log(exp(w0 + g2)+ exp(w2 + g0)+ 0.5)

− log(exp(w0)+exp(w2)+exp(g0)+exp(g2)). (11)

2) LLR MESSAGES UPDATING ON THE TYPE II
EDGE WITH d2 = 2
Fig. 4 shows the factor graph of messages update on the
type II edge. We denote pLf(n) = [pLf0(n), pLf2(n)] as the
LLR message from the (n − 1)-th CN to the n-th UVN on
the type II edge. Denote pLo(n) = [pLo0(n), pLo2(n)] as the
LLR message from the n-th PVN to the n-th CN over the
type I edge, n = 1, 2, . . . ,N . The pLf(n) can be computed
by

pLf0(n)

= �((pLf0(n− 1)+ pLch0(n− 1)+ log(2.0)), pLo0(n),

(pLf2(n− 1)+ pLch2(n− 1)+ log(2.0)), pLo2(n)),

(12)
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FIGURE 5. LLR messages updating on the type I edge. (a)LLR message
pLe. (b)LLR message pLo.

and

pLf2(n)

= �̄((pLf0(n− 1)+ pLch0(n− 1)+ log(2.0)), pLo0(n),

(pLf2(n− 1)+ pLch2(n− 1)+ log(2.0)), pLo2(n)).

(13)

Moreover, pLb(n) = [pLb0(n), pLb2(n)] denotes the LLR
message from the n-th CN to the n-th UVN over the type II
edge, given by

pLb0(n)

= �((pLb0(n+1)+ pLch0(n+ 1)+log(2.0)), pLo0(n+1),

(pLb2(n+1)+ pLch2(n+1)+log(2.0)), pLo2(n+1)),

(14)

and

pLb2(n)

= �̄((pLb0(n+1)+ pLch0(n+1)+ log(2.0)), pLo0(n+1),

(pLb2(n+1)+ pLch2(n+1)+ log(2.0)), pLo2(n+1)).

(15)

3) LLR MESSAGES UPDATE OVER THE TYPE I
EDGE WITH d1 = q
Fig. 5 shows the factor graph of LLR messages update over
the type I edge.

Let pLe(n) = [pLe0(n), pLe2(n)] denote the LLR message
out of CNs over the type I edge. Then, pLe(n) can be calcu-
lated by

pLe0(n) = �((pLf0(n− 1)+ pLch0(n− 1)+ log(2.0)),

×(pLb0(n)+ pLch0(n)+ log(2.0)),

×(pLf2(n− 1)+ pLch2(n− 1)+ log(2.0)),

×(pLb2(n)+ pLch2(n)+ log(2.0))), (16)

and

pLe2(n) = �̄((pLf0(n− 1)+ pLch0(n− 1)+ log(2.0)),

×(pLb0(n)+ pLch0(n)+ log(2.0)),

×(pLf2(n− 1)+ pLch2(n− 1)+ log(2.0)),

×(pLb2(n)+ pLch2(n)+ log(2.0))). (17)

Because the VN is punctured in Fig. 5(b), the channel LLR
message is pLch = [pLch0, pLch2] = [log(0.5), log(0.5)].
Then pLo(n) is calculated by

pLo0(n)

= (q−1)×log(2.0)+
q∑
j=1

j 6=(n mod q)

pLe0(d
n
q
e×q+j)+log(0.5),

(18)

pLo2(n)

= (q−1)×log(2.0)+
q∑
j=1

j 6=(n mod q)

pLe2(d
n
q
e×q+j)+log(0.5),

(19)

where de denotes integer ceil.

4) JTNC MAPPING
For VN, we define the a-prosteriori LLR vector p(m) =
[p0(m), p2(m)], which is evaluated by all LLRmessages from
CNs and the channel LLR message as

p0(m) = log(0.5)+q×log(2.0)+
q∑
j=1

pLe0((m−1)×q+j),

(20)

and

p2(m)= log(0.5)+q×log(2.0)+
q∑
j=1

pLe2((m−1)× q+ j),

(21)

where m = 1, 2, . . . ,K , Furthermore, the JTNC mapping
based on LLR messages is given by:

ŜA⊕B(m) =

{
0, if max(p0(m), p2(m)) ≤ 0,
1, otherwise.

(22)

Fig. 6 plots the BER of the JTNC decoder with differ-
ent block lengths at coding rates of 0.5 and 0.2, respec-
tively. As expected, the JTNC scheme with longer block
length or lower rate performs better than those with shorten
length or higher rate.
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FIGURE 6. The BER performance of JTNC with rates of 0.2 and 0.5.

III. THE PUNCTURING SCHEME FOR JTNC
The puncturing scheme is an effective way to realized
RC codes which can be encoded and decoded from a single
mother code. This section constructs the puncturing scheme
for JTNC, which mainly consists of two steps:

1) Select a puncturing location in TWRS;
2) Select punctured symbols of JTNC in the location cho-

sen in step 1).

The resulting puncturing scheme named choice of loca-
tions and symbols (CLS) is described as follows.

A. THE CHOICE OF PUNCTURING LOCATIONS IN TWRS
Denote Rm as the mother code rate and Rg as the target
rate of JTNC. Let Npum be the number of punctured VNs,
computed by

Npum = N × (1−
Rm
Rg

)

= K × (
1
Rm
−

1
Rg

). (23)

As a two stages transmission, TWRS have two users A and
B, and one relay R. Therefore, we consider three different
puncture locations, at user A or user B (AOB), at user A and
user B (AAB), and at the relay R (RP). It needs to compare
three location puncture schemes in TWRS. Three schemes
are summarized as follows.

1) AOB SCHEME
Fig. 7 shows that we deliberately puncture 2Npum UVNs at
user A or user B to achieve RC-JTNC. Let C̄t denote a
punctured codeword from Ct , t ∈ {A,B}.

Denote NCt as the number of PVNs in Ct , t ∈ {A,B}.
In AOB scheme, there are two cases, one is NCA =

2Npum,NCB = 0, the other one is NCA = 0,NCB = 2Npum.

TABLE 3. Several different code rate transmission schemes.

FIGURE 7. AOB scheme.

FIGURE 8. AAB scheme.

2) AAB SCHEME
In this case, we puncture the total 2Npum UVNs at user A and
user B, as shown in Fig. 8. It has to satisfy

NCA + NCB = 2Npum. (24)

Moreover, we consider that punctured nodes of user A
and user B are different to achieve different code rates for
transmission. Given Rm = 0.3 and K = 512. Let Rt denote
the target code rate of user t . Tab. 3 shows four transmission
schemes with different Rt .

Fig. 9 shows the BER performance of four schemes over
AWGN channels. We can see that AAB has the best perfor-
mance when NCA = NCB , i.e., RA = RB. Note that the other
schemes can be applied when channel conditions of user A
and user B are different.
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FIGURE 9. BERs of RC-JTNC designed by AAB scheme at difference code
rates, K = 512.

FIGURE 10. RP scheme.

3) RP SCHEME
Fig. 10 shows that we puncture Npum UVNs from YR at
the relay R. In this case, NCA = 0 and NCB = 0, but the
puncturing symbol at the relay NYR = Npum.

Fig. 11 compares the BER performance of AAB, AOB,
and RP schemes in JTNC with Rm = 0.3 and K = 512.
Random puncturing algorithm is applies for three schemes.
The simulation results shows that RP performs better than
AAB, and AOB performs the worst among three schemes.
At the BER of 10−6, RP-based RC-JTNC has a gain of 0.5 dB
performance over AAB at rate of 0.4. In particular, this gain
is increased to more than 2 dB at rate of 0.5. The RP also
provides a gain of 3 dB over AOB at rate 0.4 and the gain is
larger at rate of 0.5. Thus, we next consider the RP scheme to
achieve RC-JTNC.

B. THE CHOICE OF PUNCTURED SYMBOLS IN JTNC
TET-LDPC codes are constructed from the node perspective.
Thus, the puncture algorithm for JTNC needed to be carefully
designed from the node perspective rather than the edge
perspective in conventional channel codes.

In TET-LDPC codes, PVNs connected to type I edges are
transmitted over an erasure channel. Thus, if wewant to punc-
ture VNs, we can puncture the remaining UVNs connected to
type II edges. We introduce the following notations.

FIGURE 11. BERs of RC-JTNC achieved by three puncturing schemes,
K = 512.

Let Mα , α ∈ {0, 1, 2, 3, 4} denote four VNs and Tβ , β ∈
{1, 2} denote two CNs.M0,M2 andM4 are connected to type
II edges and the degree distribution is (b,d) = ((0, 1), (0, 2)).
M1 and M3 with degree distribution (b,d) = ((1, 0), (q, 0))
are connected to type I edges. Fig. 12 shows that M0 is
connected to T1 and T2 by type II edges. M1 and T1, M3 and
T2 are connected by type I edges, respectively.M2 and T1,M4
and T2 are connected by type II edges, respectively.

Let Lβα = [Lβα0 ,Lβα2 ] denote the LLR message from the
β-th CN to the α-th VN. Let L̂αβ = [L̂αβ0 , L̂αβ2 ] denote the
LLR message from the α-th VN to the β-th CN.

The LLR message passed from T1 toM0 can be calculated
by

L10
= [L100 ,L

10
2 ] (25)

where

L100 = �(L̂
11
0 , L̂

21
0 , L̂

11
2 , L̂

21
2 ), (26)

and

L102 = �̄(L̂
11
0 , L̂

21
0 , L̂

11
2 , L̂

21
2 ). (27)

In Fig. 12, M1 is punctured before transmission, and we
have L̄11

= [L̂110 , L̂
11
2 ] = [log(0.5), log(0.5)]. There are two

cases to compute LLR messages with PVNs.
Case 1: As shown in Fig. 13, M2 is also punctured. In this

case, we have L̂21
= L̂11

= [log(0.5), log(0.5)] at the first
iteration, and L100 and L102 are given by

L100 = L102 = log(0.5). (28)

Thus, the LLR message passed from T1 to M0 is not reli-
able. Since the edge degree ofM0 is 2 andM4 is un-punctured,
M0 can obtain message fromM4. In other words, L200 and L202
are not equal to log(0.5), providing useful messages for M0.
Fig. 13 also shows that M3 is punctured before transmission.
Thus we have L̄32

= [L̂320 , L̂
32
2 ] = [log(0.5), log(0.5)], and
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FIGURE 12. The structure of VNs connected the type II edge.

FIGURE 13. LLR message update with punctured M2.

FIGURE 14. LLR messages update with punctured M2 and M4.

L200 and L202 can be computed by

L200 = �(L̂
32
0 , L̂

42
0 , L̂

32
2 , L̂

42
2 )

6= log(0.5), (29)

and

L202 = �̄(L̂
32
0 , L̂

42
0 , L̂

32
2 , L̂

42
2 )

6= log(0.5). (30)

The PVNs M1, M2 and M3, can be recovered by the LLR
message from the VN M4.
Case 2: As shown in Fig. 14, both M2 and M4 are punc-

tured. Then we have L̂42
= [L̂420 , L̂

42
2 ] = [log(0.5), log(0.5)].

Thus, L200 and L202 can be computed by

L200 = �(L̂
32
0 , L̂

42
0 , L̂

32
2 , L̂

42
2 ) = log(0.5), (31)

and

L202 = �̄(L̂
32
0 , L̂

42
0 , L̂

32
2 , L̂

42
2 ) = log(0.5). (32)

FIGURE 15. The patterns of puncturing in RC-JTNC. (a) Length-N UVNs.
(b) The remaining UVNs of Length-(N - Npum) when puncturing.

Then, we have

L20
= L10

= [log(0.5), log(0.5)]. (33)

The message of the VN M0 is only the sum of channel
messages of two PVNs. The PVNs M1, M2, M3 and M4
cannot be recovered without receiving other messages, i.e.,

L110 = L120 = L230 = L240 = L112 = L122 = L232 = L242
= log(0.5). (34)

Moreover, as iterative decoding proceeds, the unreliable
message passed in the decoder has a great impact on decod-
ing. To recover M0, we should ensure that at least one of
four VNs connected to M0 by CNs is not punctured. In other
words, a PVN can be recovered when at least one of four VNs
connected to it by CNs is not punctured.

Since that we have two types of VNs in the JTNC,
i.e, PVNs and UVNs, we can puncture UVNs to achieve
RC-JTNC. Fig. 15. shows patterns of puncture which can
be successful recovered in the decoding. Fig. 15(a) shows
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FIGURE 16. BER performance of RC-JTNCs with random puncturing,
GS puncturing and CLS puncturing schemes, respectively.

length-N UVNs that can be punctured. Fig. 15(b) shows the
remaining UVNs of Length-(N − Npum) after puncturing.
Denote the position between two UVNs as an optional punc-
tured position. Some optional punctured positions may be
selected to insert PVNs. Fig. 15(c) and Fig. 15(d) show that
we simply insert one and two PVNs at the selected optional
punctured positions, respectively. In both cases, at least one
UVN can be guaranteed to be connected to one VN. However,
as the number of inserted PVNs increases, it is not guaranteed
that at least one UVN is connected to one VN, as shown
in Fig. 15(e).

C. THE PROPOSED PUNCTURING ALGORITHM FOR JTNC
We summarize the proposed puncturing algorithm CLS for
JTNC as follows.

1) Choice of the puncturing locations:
In TWRS, we select the RP scheme as the puncturing
location scheme to achieve RC-JTNC.

2) Initialization:
We compute Npum from (23). The patterns of punctur-
ing are shown in the Fig. 15. There are at most two
PVNs inserted in the optional punctured position. The
number of optional punctured positions NL is calcu-
lated by

NL = K × (
1
Rg

)− 1. (35)

3) Puncturing:

a) If Npum ≤ NL , go on to b); if Npum > NL ,
go to c).

b) Randomly select Npum non-repeating positions
from NL optional punctured positions. Insert a
PVN in each of these selected positions.
Go to 4).

c) Count the max number of PVNs Imax in the
optional punctured position by (36). Count the
max number of positions Pmax selected from

optional punctured positions by (37).

Imax = d
Npum
NL
e, (36)

Pmax = d
Npum
Imax
e. (37)

Randomly select Pmax non-repeating positions from
NL optional punctured positions. Insert Imax PVNs at
the first (Pmax −1) positions and Pnum PVNs at the last
position, where Pnum is calculated by

Pnum = Npum − Imax × (Pmax − 1). (38)

Go to 4).
4) The end of CLS for JTNC.
Note that at the beginning of the CLS algorithm, we insert

PVNs at the optional punctured positions and the number of
PVNs should be as small as possible. Thus, we can realize
RC codes with continuous rates by puncturing VNs one by
one in the proposed CLS. We pick a single RC-JTNC which
has an excellent performance across a range of rates.

IV. SIMULATION RESULTS
This section illustrates the performance of the proposed
RC-JTNC. For comparison, we also plot the performance of
the RC codes achieved by random puncturing [31] and the
GS puncturing algorithm [24], [26]. Fig. 16 shows the result-
ing BER performance.
The simulated block length are 1280, 1024, 853, 731, 640

and 569 with Rg = 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9, respec-
tively. From Fig. 16, we can see that with few PVNs,
i.e., Rg = 0.4, the three schemes perform almost the same
at low SNR regime, while CLS achieves a gain of 0.2 dB and
0.8 dB over random puncturing algorithm and GS algorithm,
respectively, at high SNR regime, i.e, at the BER of 10−6.
As the rate increases, the proposed RC-JTNC starts to show

larger gains over the two other schemes. We can observe
that CLS has a gain of 0.3 dB over GS algorithm, and this
gain increases to 1 dB over random puncturing algorithm at
Rg = 0.5. The gains of CLS over random puncturing and GS
schemes are 1 dB and 3 dB respectively at Rg = 0.6. The gain
can be up to 4 dB over both schemes at Rg = 0.7.
We can also see that the CLS exhibits a high error-floor at

Rg = 0.7 when SNR is greater than 7 dB. This is because that
too many VNs are punctured in this case. The ratio of PVNs
to UVNs (PTU) is 805

731 = 1.1 > 1. In this case, we cannot
guarantee all PVNs to be recovered, which leads to a degraded
performance for RC-JTNC at the high rate.

V. CONCLUSION
In this paper, we first proposes a TET-LDPC coded JTNC
scheme with the aid of PNC technique. Second, we propose a
CLS puncturing algorithm to achieve RC-JTNC which con-
siders the choices of puncturing locations and the puncturing
symbols of JTNC. Simulation results demonstrate that the
proposed RC-JTNC with CLS can provide a family of good
RC codes at rates from 0.3 to 0.7, and show considerable
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performance gains over the existing puncturing algorithms,
especially at the high coding rate.
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