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ABSTRACT Human emotions recognition (HERO) is considered as one of the important techniques for
realizing the intelligent Internet of Things. The demand for a robust and precise facial expression recognition
algorithm is urgent for the HERO. In this paper, we propose a deep recognition algorithm based on the
ensemble deep learning model. The proposed algorithm consists of three sub-networks with different depths.
Each sub-network is comprised of convolutional neutral networks and trained independently. The sub-
network with more convolutional layers recognizes emotions by extracting local details such as the features
of eyes and mouth, while the sub-network with less convolutional layers focuses on the macrostructure of the
input image. The three sub-networks are assembled together to constitute the wholemodel. The experiment is
based on the Kaggle facial expression recognition challenge database (FER2013), the Japanese female facial
expression database, and the AffectNet database. The experimental results show that the proposed algorithm
achieves a test accuracy of 71.91%, 96.44%, and 62.11% better than other competitors, and increases the
test accuracy by approximately 2–3% than unique sub-networks.

INDEX TERMS Facial expression recognition, ensemble learning, deep learning, convolution neutral
networks.

I. INTRODUCTION
Human emotions recognition (HERO) is considered one
of important techniques for realizing intelligent Internet of
Things (IIoT) which plays the interactive role among human-
to-human, human to things [1]– [3] and even security consid-
erations [4]– [7]. Facial expression is one of the most direct
human expressions, and it plays an important role in interper-
sonal communication [8]. Hence, it is necessary to develop
robust and precise facial expression recognition algorithm
effective for HERO. Through it, people can not only express
their intentions correctly but also easily explore other’s ideas.
However, it is not an easy job for emotionless machines.
Therefore, it is important to design a robust and precise facial
expression recognition algorithm for human-machine interac-
tion. The process of traditional methods usually includes data
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preprocessing, feature extraction, and expression recognition.
Traditional methods and procedures are not only complex but
also easily make error recognition. What’s more, it is difficult
to guarantee that the features that are extracted from the pre-
processed images are effective and positive. In recent years,
with the development of deep learning, we witness a new
research direction to design the facial expression recognition
algorithm and many applications. The algorithm based on
deep learning [9] can extract features of pictures, from low
to high levels, and gain more abstract features through the
connection of several non-linear layers. Deep-learning algo-
rithms can automatically extract useful features and avoid
the invalid features extraction problem caused by traditional
methods.

Paper [10] designed a discriminative learning convolu-
tional neutral network (CNN) for facial expression recog-
nition. The proposed algorithm combined the central loss
function and the verification recognition model to provide
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the algorithm with better discrimination ability. Paper [11]
applied the conditional generative adversarial network [12]
to increase the sample size and used a CNN-based network
for facial expression classification. A recognition algorithm
based on the visual geometry group model was proposed by
Fathallah et al. [13]. The model was tested on the CK+ and
MUG database and achieved perfect performance. However,
the above-mentioned networks are based on the single struc-
ture model, and still have much room for improvement.

In this paper, a deep facial expression recognition algo-
rithm for HERO is proposed based on CNNs and the ensem-
ble deep learning algorithm to predict facial expressions.
The proposed algorithm combines the advantages of neutral
networks and ensemble learning by connecting three sub-
networks with different structures. By ensuring the stability
of the algorithm, the test accuracy and generalization ability
are improved.

The rest of this paper is organized as follows. In section II,
the latest research results on facial expression recognition and
the application of CNNs in computer vision are introduced.
In Section III, the structure and principle of our proposed
algorithm are introduced. Section 4 provides the experimental
results on the FER2013 and JAFFE datasets. Finally, the con-
clusion and future work will be introduced in section V.

II. RELATED WORKS
In 1971, Ekman and Friesen [14] defined six basic facial
expressions: surprise, fear, disgust, angry, happy, and neu-
tral. Following this, most of the FER research was based
on this theory. Pantic and Rothkrantz [15] considered that
FER mainly consists of three steps: face detection, feature
extraction, and facial expression recognition. Each of these
steps affects the accuracy of FER. The research on FER
worldwide are conducted based on these three aspects.

At present, the methods of extracting facial features are
mainly divided into two categories. The first category is
based on deformation. Zhou and Zhang [16] combined the
Gobar transform and local binary patterns (LBP) for facial
feature extraction and achieved good performance. However,
the algorithm has the problem of high computational cost
in the processing of the Gobar transform. Kotsia et al. [17]
extracted texture and shape features of facial expression
images and combined the two through neutral networks. The
fusion features were then applied to the FER. The second
method of feature extraction is based on motion. The experi-
ment of Bassili [18] showed that the visual features of human
faces can be identified by describing the movement of facial
feature points and analyzing the relationship between them,
which laid a theoretical foundation for the movement-based
facial features extraction.

In recent years, with the development of neural networks,
a large number of new neural networks are proposed, such as
forward neural networks [19] (FNNs), CNNs, and recurrent
neural networks [20] (RNNs). These neural networks are
composed of several neurons and can extract features from
low to high level through inner products [21]. Paper [22]

proposed a CNN-based recognition algorithm, which used
support vector machines (SVMs) to replace the softmax
layer [23] and achieved significant gains on the ICML
2013 facial expression database. Nwosu et al. [24] designed
a model using a two-channel CNNs. The facial images were
divided into two parts: the eyes and mouth. The first channel
used the extracted eyes as the input, while the second channel
used the mouth as the input. The performance of the proposed
algorithm was verified on the Jaffe and CK+ dataset and
achieved a significant increase in accuracy. Jinwoo et al.
realized a real-time FER algorithm with high accuracy and
low computational cost using CNNs. This proposed algo-
rithm could be applied to real-time human-computer interac-
tion. Sanger et al. [19] proposed an ensemble model based
on CNNs, which consisted of three subnets with different
structure. The proposed model achieved 65.03% accuracy on
the FER dataset. Diederich and Wasserschaff [20] designed
a facial expression analysis model and improved the assem-
bling of the individual nets through supervised learning.
Ma and Leijon [21] designed a specific image pre-processing
algorithm and achieved outstanding performance in face
expression datasets. Tang et al. [22] proposed a CNN based
model which is consisted of three sub-CNNs. Compared with
the above outstanding researches, our work mainly made
the following improvements. First, we proposed a CNN-
based ensemble model with three sub-networks and each
sub-network was assigned with different weighting factor
according to their recognition accuracy. Second, the data aug-
mentation technique was applied to the training and testing
phase. Third, a new testing method was proposed to improve
the recognition accuracy.

In recent years, deep learning has made brilliant achieve-
ments in the field of wireless communications and computer
vision, such as object detection and image classification.
Paper [25] developed deep learning based non-orthogonal
multiple access scheme for obtaining the high sum rate
and reducing the computational complexity significantly.
H. Huang et al. [26] proposed deep learning based super-
resolution channel estimation method for millimeter wave
(mmWave) massive multiple-input multiple-output (MIMO)
systems. Paper [27] proposed an unsupervised learning based
fast beamforming design method for downlink MIMO sys-
tems. Liu et al. [28] proposed a deep learning based message
passing algorithm for achieving efficient resource allocation
in cognitive radio networks. Paper [29] designed a deep
learning based unmanned surveillance systems for observ-
ing water levels in the applications of internet of things.
Jeon et al. [30] designed a real-time object detection method
called Redmon [31], which solved the object-detection task
as a regression problem. Based on a separate end-to-end net-
work, the transformation from the original image to the object
location and class was realized. Girshick [32] proposed a fast
region-based CNN (Fast R-CNN) method for object detec-
tion to improve the shortcomings of R-CNN [33]. Therefore,
it is an inevitable trend to apply deep learning to emotion
recognition.
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TABLE 1. The structures of the three sub-networks.

III. THE PROPOSED ALGORITHM
Our proposed algorithm is based on deep learning.
Combining the advantages of CNNs and ensemble learning,
the algorithm can not only automatically extract expression
features, but also integrate several weak classifiers together
to form a strong classifier. Meanwhile, in the testing phase,
we preprocess the test images and create eight images without
changing the image information through translation and flip
operation. Through the above operations, the accuracy of
emotion recognition will be significantly improved.

A. TRAINING DATA PREPROCESS
Our experiments were conducted on the Fer2013 dataset,
the JAFFE dataset and the AffectNet dataset. The
Fer2013 dataset and the JAFFE dataset are the traditional
facial expression dataset which are widely recognized by
related researchers. And the AffectNet dataset is the biggest
facial expression dataset at present. The training datasets of
the three datasets consists of seven different facial expres-
sions categories (angry, disgust, fear, happy, sad, surprise, and
neutral). However, the distribution of the training data is usual
uneven. For example, to the Fer2013 dataset, the number of
training images of disgust is 434, while the other categories
of training pictures range from 4,000-7,000. The imbalance
of training data distribution will have a negative impact
on network performance. To eliminate this negative effect,
we performed data augmentation (DG-1) (shown in Figure 1)
on the disgust training data. The number of each image in the
disgust category can expand to 10 through DG-1. During the
training phase, to train our model with more data, we perform
another data augmentation (DG-2) (shown in Figure 1) on all
of the training data. Through this operation, our total training
amount has increased to eight times as much as it was before.
In summary, we used the DG-1 operation to balance the data

FIGURE 1. The structure of data argument-1 & data argument-2.

distribution and the DG-2 operation to generate more training
data.

B. THE TRAINING MODEL
The proposed algorithm is based on ensemble learning, which
combines multiple weak supervision models to obtain a
better and more comprehensive strong supervision model.
The potential idea of ensemble learning is that even if
a weak classifier obtains the wrong prediction, the other
weak classifier can also correct the error. Based on this
idea, we design three weakly supervised models (sub-net1,
sub-net2, and sub-net3) with CNNs. The structures of the
three sub-nets are shown in Table 1. To achieve an ensemble
model with strong generalization performance, the individ-
ual weak classifier in integration should be as independent
as possible. Therefore, the structure of each sub-network
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FIGURE 2. The structure of the final test model. R-1, R-2, and R-3 are the probability vectors of sub-network1, sub-network2,
and sub-network3 respectively, and α1, α2, α3 are the weights of the sub-networks.

is different, and each sub-network is trained independently.
The back propagation algorithm (BP) [34] and stochastic
gradient descent algorithm (SGD) [35] were used tominimize
the loss function. To overcome the overfitting, the dropout
operation [36] was used on the full connection layer. The
training dataset for each sub-network is the same. Before
training, the dataset was processed by DG-1 and DG-2 to
balance the data distribution and generate more training data.

FIGURE 3. The feature maps of three sub-networks.

The three sub networks recognize facial expression from
different perspectives. The sub-network1 focuses on extract-
ing local features of images such as the corners of the eye
and mouth. The size of the feature map [37] of the last
convolutional layers is 5× 5 (shown in Figure 3) so the each
pixel point contain subtle feature information. The purpose
of the sub-network 1 is to recognize facial expression from
these local details. At the same time, the feature map of the
last convolutional layers of sub-network3 is 3 × 3 (shown
in Figure 3), which means the pixel point contains more

feature information. In other words, the sub-network3 focuses
on recognizing the facial expression through the relevance
between different fine features such as the simultaneous
appearance of slightly upturned lips and squinting eyes repre-
sents happiness. The sub-network 2 is between the two. The
three sub-networks recognize the same expression from dif-
ferent perspectives. Therefore, the recognition accuracy can
be greatly improved by combining the three sub-networks.

C. TEST DATA PREPROCESSING
All of the test images will be preprocessed to generate eight
images before the testing phase through DG-1. The eight
images are generated by translation and flip without changing
any feature information of the original image. We combined
the recognition results of these generated images using the
average weighted method as the final recognition results of
each sub-network to the original images. Using this strategy,
the influence of the outliers will be eliminated and the recog-
nition accuracy will be improved. We combine the results
of the eight generated images as the final result of the sub-
network to the test image, referred to as the step average
strategy.

The application of ensemble learning can effectively
improve the recognition accuracy, but it will also lead to
a large increase in computing time. In the testing phase,
to improve the efficiency of computing, the parallel com-
puting method on GPU were introduced. As shown in the
Figure 4, during the testing phase, the three sub-networks
computed on three independent GPUs at the same time. After
that, the outputs of the three sub-networks will merge to get
the final results through Eq. (2). The application of parallel
computing method can vastly reduce testing time, and make
the time consumption of ensemble model close to that of
single sub-network.
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FIGURE 4. The parallel computing strategy on the testing phase.

D. THE TEST MODEL
The final test model, which is shown in Figure2, is obtained
by merging the three trained sub-networks. To obtain better
combination performance, each sub-network will be assigned
a weight, which is based on the performance of each sub-
network on the validation dataset. The sub-network with high
recognition accuracy will be assigned a large weight and vice
versa. The weight formula is defined as follows:

αi =
1
2
log

1− ei
ei

(1)

where ei is the recognition error rate of the sub-network i on
the validation dataset. Through these operations, a complete
test model is obtained. The specific testing process of an
image is shown in the Figure 5.

FIGURE 5. The specific process of testing to image A.

Firstly, the tested image A is preprocessed to generate eight
sub-images (a1-a8), and the generated images will be sent
to sub-network1 in turn. Through the soft-max activation
function of the final fully connected layer, the probability
vector (each value of this vector represents the probability
that the input image belongs to each class) of each sub-image
(a1-a8) will be obtained. The weighted average method is
applied to combine the eight probability vectors and obtain
the final probability vector R-1 of sub-network1 to image A.
At the same time, the same operation is performed on
the other two sub-networks to obtain the probability vec-
tors R-2 and R-3. Finally, through the weight voting strat-
egy, the probability vector αi of each sub-network will be
weighted according to their respective weights, and the func-
tion argmax will be used to determine the final category of

the image A, as follows:

Result = argmax

 α1 × vector(R− 1)
+α2 × vector(R− 2)
+α3 × vector(R− 3)

 (2)

IV. EXPERIMENTS AND PEROFORMANCE ANALYSIS
In this session, the performance of our proposed recognition
algorithm is shown. We chose Keras to build our model and
the training process was implemented on a NVidia 1080Ti
GPU to improve the training speed.

A. FER DATASET
The Fer2013 dataset is retrieved from a Kaggle recognition
competition (Facial Expression Recognition Challenge). The
dataset consists of grayscale images of faces from females of
all ages. The size of each image is 48x48 pixels. The dataset is
divided into seven categories (angry, disgust, fear, happy, sad,
surprise, and neutral). The Fer2013 dataset contains 28,709
training images, 3,589 validation images, and 3,589 test
images. The dataset contains facial images of all ages and
various directions, including cartoon faces. Fer2013 is an
ideal dataset for facial expression recognition. DG-1 and
DG-2 (which are proposed in section 2) are implemented
on the Fer2013 dataset to balance the data distribution and
generate more training data. FER2013 is a challenging and
difficult dataset, and the average accuracy for humans on this
dataset is approximately 65% (±5).

First, we trained three sub-networks, which are shown in
Figure 2, independently on the Fer2013 dataset to ensure that
each sub-network has no interference with each other in the
testing phase. At the same time, the number of convolutional
and fully-connect layers in each sub-network were set to be
different. The training epoch was set to 200 and the Adam-
optimizer is used to reduce the cross-entropy loss function.
The training accuracy (the on-accuracy of the training set)
and val accuracy (the accuracy of the test set) on the Fer2013
dataset in shown in Figure 6.

FIGURE 6. A sample of images from Fer2013 dataset.

TABLE 2. The accuracy and val-accuracy of three sub-networks.

The highest val accuracy of each sub-network is shown
in Table 2. We note that the recognition accuracy of each
sub-network is close to 68%. That is a good result for CNN-
based networks, but there is still room for improvement.

VOLUME 7, 2019 24325



W. Hua et al.: HERO for Realizing IIoT

TABLE 3. The comparison on the test dataset Fer2013 database.

FIGURE 7. The training-accuracy and val-accuracy curves of the three
sub-networks on the FER2013 dataset. (A)Sub-network 1. (B)
Sub-network 2. (C) Sub-network 3.

Simple voting and weight-voting strategies based on ensem-
ble learning were used to combine the three sub-networks
into a complete recognition network. The exact value of αi
was calculated using Eq. (1), and the proposed algorithm
performance was tested using the test dataset. We even-
tually achieved an accuracy of 71.191% on the test set.
Compared with the sub-networks, the recognition accuracy
increased approximately 3%. A comparison of the perfor-
mance between our proposed algorithm and other recognition
algorithms is shown in Table 3.

The confusion matrix of the recognition accuracy for
seven different facial expressions is shown in Table 4. The
final recognition accuracy on the Fer2013 dataset using our
method is approximately 71.91%. Table 4 shows that the
recognition accuracy of angry, disgust, fear, and sad are lower
than the final recognition accuracy. This phenomenon occurs
for two reasons. First, the mentioned facial expressions are
easy to confuse with other facial expressions. For example,
fear is usually confused with sad and angry. On the other
hand, the quality of the training data is not high. The training
data for fear and sad are hard to differentiate on the training
set. Themethod achieves high recognition accuracy on happy,
surprise, and neutral, because the three facial expressions are
characteristic and easy to recognize.

Lastly, in terms of computational efficiency we calcu-
lated the recognition time of each picture during the test-
ing phase on an NVidia 1080Ti GPU. The calculation was
performed on both the ensemble model and the three sub-
networks. On average, one picture in the test dataset needs
0.823 seconds to be tested in a sub-network. At the same
time, the same picture needs 2.518 seconds to be tested in
the proposed ensemble model. The confusion matrix of the
recognition accuracy for seven different facial expressions is
shown in Table 4.

The final recognition accuracy on the Fer2013 dataset
using our method is approximately 71.91%. Table 4 shows
that the recognition accuracy of angry, disgust, fear, and
sad are lower than the final recognition accuracy. This phe-
nomenon occurs for two reasons. First, the mentioned facial
expressions are easy to confuse with other facial expressions.
For example, fear is usually confused with sad and angry.
On the other hand, the quality of the training data is not high.
The training data for fear and sad are hard to differentiate
on the training set. The method achieves high recognition
accuracy on happy, surprise, and neutral, because the three
facial expressions are characteristic and easy to recognize.
Lastly, in terms of computational efficiency we calculated
the recognition time of each picture during the testing phase
on NVidia 1080Ti GPUs. The calculation was performed
on both the ensemble model and the three sub-networks.
A comparison was made between the test method with the
parallel computing (PC) strategy and the method without the
PC, and the results are shown in Table 5. On average, one
picture in the test dataset needs 0.823 seconds to be tested in a
single sub-network. At the same time, the same picture needs
2.518 seconds to be tested in the proposed ensemble model
without the PC strategy. However, when the PC strategy
is applied, the time-consuming will be shortened to 0.865s
which is close to the cost of single sub-network.

B. JAFFE DATASET
The JAFFE dataset consists of 213 grayscale facial images
with seven facial expressions (angry, disgust, neutral, sad,
surprise, happy, and fear) posed by seven Japanese female
models. The size of each image is 256 × 256 pixels. The
JAFFE dataset is divided into three parts: the training set,
the validation set, and the test set. The training set contains
129 images (60%), the test set contains 42 images (20%), and
the validation set contains 42 images (20%). The dataset was
created by Michael Lyons, Miyuki Kamachi, and Jiro Gyoba
of Kyushu University. It is a traditional facial expression
dataset and most facial expression recognition tasks are based
on this dataset.

Because the image size of the input layer of the proposed
algorithm is 48 × 48 × 1, we first standardized the size of
all pictures to 48 × 48 × 1. Then, we used DG-1 (which is
proposed in section 2) to balance the data distribution. The
JAFFE dataset does not need this operation, because the data
distribution is balanced. Finally, DG-2 (which is proposed in
section 2) is used to generate more training data. We trained
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TABLE 4. The confusion matrix on the test dataset from FER2013 database.

TABLE 5. The time consumption of FER dataset in the testing phase.

FIGURE 8. A sample of images from the JAFFE dataset.

the three sub-networks using the generated train dataset. The
weights α1 of each sub-network are calculated using Eq. (1).
The three sub-networks are combined according to the princi-
ple of ensemble learning. Finally, we tested the performance
of our proposed algorithm on the test dataset of JAFFE
using the test preprocessing and weight voting strategy. The
recognition accuracy of each sub-network is approximately
94%-95%. After combining the three sub-networks as into
complete recognition network using the ensemble learning
algorithm, the recognition accuracy is greatly improved and
is approximately 96.44%. The comparison between our algo-
rithm and other recognition algorithms is shown in Table 6,
which shows that the recognition accuracy for each facial
expression is approximately 96%.

Themethod achieves high accuracy on happy, disgust, neu-
tral, and surprise, which are easier to express. It achieves rela-
tively low recognition accuracy on fear, sad, and angry, which
are easy to confuse with other facial expressions. In terms of
computational cost, one picture needs 0.816 seconds to be
tested in a sub-networks and 2.562 seconds in the ensemble
model. The recognition accuracy of each facial expression
using our proposed model is shown in Table 7, which shows
that the recognition accuracy for each facial expression is
approximately 96%. The method achieves high accuracy on
happy, disgust, neutral, and surprise, which are easier to
express. It achieves relatively low recognition accuracy on
fear, sad, and angry, which are easy to confuse with other

facial expressions. In terms of computational cost, one picture
needs 0.816 seconds to be tested in a sub-networks on average
and 2.562 seconds in the ensemble model without PC strat-
egy. When the PC strategy is applied, the time-consuming
will be shortened to 0.859 seconds.

C. AFFECTNET DATASET
The AffectNet [43] dataset is one of the biggest facial
dataset for facial expression research. It contains more than
1,000,000 facial images collected from three search engines:
Google, Bing and Yahoo. All in total 1250 different related
keywords were applied to query the three search engines.
Figure 9 shows some facial images from the AffectNet
dataset.

FIGURE 9. A sample of images from the AffectNet dataset.

About half of the facial images (420,299) in AffectNet
dataset were tagged by twelve professional annotators. These
facial images were annotated using 11 different categories:
Neutral, Happiness, Sadness, Surprise, Fear, Anger, Disgust,
Contempt, None, Uncertain and Non-face. The dataset is
divided into three parts: the training dataset, the validation
dataset and the testing dataset. However, the testing dataset is
not released at present. According toMollahosseini et al. [43]
advice, in this paper, our experiment was carried on a total
of 287,400 images with 7 basic facial expressions: Neu-
tral, Happiness, Sadness, Surprise, Fear, Anger and Disgust.
Table 9 shows the number of facial images in the training
dataset, the validation dataset and the testing dataset.

Different from the structure shown in Figure 2, we chose
VGG19 [45] as the sub-network 1, Resnet50 [46] as the
sub-network2 and Resnet101 as the sub-network3. Figure 10
shows the structure of the ensemble model which we applied
on the AffectNet dataset. An extra fully-connected layer (FC)
was added after each sub-network. Softmax function was
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TABLE 6. The comparison on the test dataset from JAFFE database.

TABLE 7. The confusion matrix on the test dataset from JAFFE database.

TABLE 8. The time consumption of JAFFE dataset in the testing phase.

TABLE 9. Train, validation, and test split of the AffectNet database.

selected as the activation function. The number of the neu-
trons in the last FC layer was set to 7 to make sure that
the dimension of the probability vector of each sub-network
was 7.

The average size of the facial images in the AffectNet
dataset is 425×425 pixels. All the original facial images were
pretreated by graying to reduce the scale of data processing
and rescaled to 224×224 pixels. DG-1 (which is proposed in
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FIGURE 10. The structure of the ensemble model on the AffectNet dataset.

TABLE 10. The comparison on the test dataset from the AffectNet dataset.

TABLE 11. The confusion matrix on the test dataset from the AffectNet database.

TABLE 12. The time consumption of the AffectNet dataset in the testing phase.

section 2) was used to balance the training data distribution
and generate more training data. The base learning rate of
each sub-network was set to 0.001 and decreased step-wise
by a factor of 0.1 every 30 epochs. The weight αi of each

sub-network were calculated by Equation (1). During the
testing phase, DG-2 (which is proposed in section 2) was used
to further improve the recognizing accuracy of the ensem-
ble model. In terms of evaluation criteria, we adopted the
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TABLE 13. Training and testing accuracy for each architecture on the FER dataset.

weighted-loss method for evaluation as Mollahosseini et al.
mentioned in their paper [43]. Table 10 shows the recognition
accuracy of our proposedmodel and other relative algorithms.

The confusion matrix of the recognition accuracy for
seven different facial expressions is shown in Table 11. Our
model achieved an acceptable accuracy on Happy (70.2%)
and Surprise (65.8%) categories but did not perform well in
Neutral (58.8%), Angry (57.4%) and Disgust (58.6%) cat-
egories. This phenomenon may be caused by two rea-
sons. On the one hand, the size of the training data may
affect the recognition accuracy. On the other hand, some
emotions, such as Neutral and Angry, are easily con-
fused with other emotions. Generally, our proposed model
achieved 4.11% increase compared to the baseline reported
by He et al. [45]. In terms of computational cost, one picture
needs 1.232 seconds to be tested in a sub-networks on average
and 3.749 seconds in the ensemble model without PC strat-
egy. When the PC strategy is applied, the time-consuming
will be shortened to 1.656 seconds.

V. CONCLUSION AND FUTURE WORK
In this paper, a deep recognition algorithm based on deep
learning and ensemble learning was proposed for HERO in
IIoT. We adopted three CNNs-based models with different
structures as the sub-networks and trained these sub-networks
independently. The structures of three sub-networks which
we adopted to carry out experiment on the FER and JAFFE
dataset were simple and had less layers. Because of the huge
data scale of AffectNet dataset, deeper neutral sub-networks
were used to make up the ensemble model of the AffectNet
dataset. According to the val-accuracy, each sub-network was
assigned a weight. Simple voting and weighted voting strate-
gies were applied to combine the three sub-networks into
the final ensemble model. During the test phase, the average
strategy was used to further improve the recognition accuracy
and the parallel computing method was used to improve
the computational efficiency. The results of the experiments
on the Fer2013, JAFFE and AffectNet datasets are ideal,
indicating that our proposed facial expression recognition
algorithm has a relatively good performance compared with
other algorithms.

However, there is room for improvement. First, during
the training phase, the training set of each sub-network is
the same, which may have a negative effect on the final
recognition results and lead to overfitting. We can apply
the bagging method to randomly extract images to build the
training set to solve the problem. Second, in the future, we can

consider using an unsupervised pre-training strategy from
transfer learning, which may further decrease the recognition
error rate.
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