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ABSTRACT In this paper, the H− index for Markov jump linear time-varying stochastic systems and its
application to robust H− fault detection filter (FDF) are under consideration. First, a set of finite horizon
backward generalized differential Riccati equations (GDREs) and a set of matrix inequalities are introduced.
Based on the introduced backward GDREs and matrix inequalities, for nominal Markov jump linear time-
varying stochastic systems, two necessary and sufficient conditions for the finite horizon H− index larger
than a given prescribed level β > 0 are given. Second, for norm uncertain Markov jump linear time-varying
stochastic systems, sufficient conditions are presented in terms of matrix inequalities. As applications, two
equivalent conditions for the existence of robustH− FDF are obtained for nominal linear stochastic systems.
In particular, under the case of norm uncertainties, a robust H− FDF is designed based on the feasibility of
linear matrix inequalities.

INDEX TERMS H− index, fault detection filter, linear Markov jump stochastic systems, generalized
differential Riccati equations, linear matrix inequalities.

I. INTRODUCTION
Along with the development of modern industrial production,
higher requirement for safety and reliability has been put
forward. As we all know, the fault is one of the biggest
threats to the operation of the system. In a broad sense, faults
can be defined in many ways. On one hand, faults usually
refer to that one or more important variables or performance
indexes deviates from the normal range. On the other hand,
faults can also be defined as that the dynamic control system
shows undesirable characteristics or abnormal phenomena.
In order to ensure safety and reliability in industrial pro-
cess, various techniques for fault detection, fault isolation
and fault estimation have appeared [6]. To date, there are
various kinds of fault detection techniques such as FDFs,
unknown input observers, artificial intelligence techniques
and so on. The FDF is, based on the measurement output,
to use the estimated value of the system state to generate the
residual signal in order to detect the system fault. According
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to the real time comparison between the designed residual
evaluation function and the corresponding threshold, we are
in a position to determine whether there is a fault occurring.
Some suitable design criteria, such as H− index, H2 index
and H∞ index have been proposed for FDF [4], [14]–[16],
[25], [27], [28], [40], [41]. H− index was first introduced by
[7], which has been extensively studied by many researchers
[5], [9], [11]–[13], [27], [38]. H− FDF is to design the filter
such that the L2-gain from the fault signal to the residual
signal is larger than the given sensitivity level β > 0, which
measures the sensitivity of the considered system to the fault
signal. In [5] and [7], the smallest nonzero singular value
of the transfer function from the fault to the residual over a
finite frequency range was used to evaluate the worst-case
fault sensitivity. By the general Kalman-Yakubovich-Popov
lemma, [9] developed a systematic method for designing
H− index of mechanical systems, while [12] studied the
minimum input sensitivity analysis problem of linear time-
invariant systems in both infinite and finite frequency ranges.
There are many results about H− FDFs for time-invariant
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systems with asymptotic behaviors over the infinite horizon;
see, e.g., [4], [15]. As it is well-known, in the real world,
almost all engineering systems are of time-varying in nature,
i.e., the system parameters are changeable as the environment
changes. Therefore, it would be more meaningful to study the
H− FDF for linear Markov jump stochastic systems such as
done in [20] and [21].

It is well-known that, in practical modeling, stochas-
tic disturbances often occur, hence, stochastic systems are
ideal mathematical models in finance mathematics [30], sys-
tems biology [2], [3], benchmark mechanical systems [29].
Markov jump systems often arise in reality with component
failures or repairs, changing subsystem interconnections, and
abrupt environmental disturbances. So the study of stochas-
tic Markov jump systems have attracted many researchers’
interest; see the studies of linear-quadratic optimal con-
trol [20], output feedback tracking control [1], p-th moment
stability [31], observability and detectability [8], [19], [26],
[34] and so on. Meanwhile, the fault detection problem of
stochastic systems has become one of the most important
research fields. Reference [25] discussed the FDF of non-
linear switched stochastic systems through T-S fuzzy model
approach. While the fault isolation problem for discrete-time
fuzzy interconnected systemswith unknown interconnections
was considered in [41]. Reference [15] studied H−/H∞ fault
detection observer design for a class of linear parameter-
varying descriptor systems in the finite frequency domain .
A robust fault detectionH−/H∞ observer was constructed for
a T-S fuzzy model with sensor faults and unknown bounded
disturbances via an LMI formulation in [4]. Reference [11]
investigated the H− index of stochastic linear discrete-time
systems. Reference [39] proposed an H−/H∞ FDF design
scheme for nonlinear stochastic systems. However, it can
be found that, up to now, there are few work on H− FDF
for linear time-varying Markov jump stochastic systems with
uncertain parameters.

Motivated by the aforementioned reason, this paper studies
theH− index for linear time-varying Markov jump stochastic
systems with its application to FDF. The main contribution of
this paper is as follows:
• Some necessary/sufficient conditions for the finite hori-
zon H− index large than a prescribed level β > 0 are
given in terms of backward GDREs and matrix inequal-
ities (Theorems 3.1-3.2).

• For norm uncertain stochastic Markov jump systems,
sufficient conditions have also been given for the finite
horizon H− index large than a prescribed level β > 0;
see Theorem 3.3 and Corollary 3.2.

• For finite horizon H− FDF, based on the study of finite
horizon H− index, necessary and sufficient conditions
for the existence of the finite horizon H− FDF of linear
uncertainMarkov jump stochastic systems are presented
(Theorem 4). Moreover, a convenient design method for
FDF is also presented via LMIs (Theorem 5).

The organization of this paper is as follows: In Section II,
we introduce useful definitions and lemmas and make some

preparations. In Section III, some necessary and sufficient
conditions about the lower bound of finite horizon H− index
are given. In Section IV, we obtain two necessary and suf-
ficient conditions for the existence of the finite horizon H−
FDF. Moreover, the finite horizon H− FDF of linear uncer-
tain Markov jump stochastic systems can be designed via
solving some LMIs, which is very convenient in practice.
Section V presents an example to illustrate the effectiveness
of our given results. Section VI concludes this paper with
some remarks and perspectives.

For convenience, this paper adopts the following standard
notations:
M ′: the transpose of the matrix M or vector M ; M > 0

(M < 0): the matrix M is a positive definite (negative
definite) real symmetric matrix; In: n×n identity matrix;Rn:
the n-dimensional real Euclidean vector space with 2-norm
‖x‖; Rn×m: the n × m real matrix space; L2

F ([0,T ],Rnv ):
the space of nonanticipative stochastic process v(t) ∈ Rnv

with respect to an increasing σ -algebra {Ft }t≥0 satisfying
‖v(t)‖L2

[0,T ]
:= {E

∫ T
0 ‖v(t)‖

2 dt}1/2 < ∞; C1,2([0,T ] ×
Rnx ;R): class of R-valued function V (t, x) which are once
continuously differential with respect to t ∈ [0,T ], and twice
continuously differential with respect to x ∈ Rnx , except
possibly at the point x = 0.

II. PRELIMINARIES
Consider the following Itô stochastic system

dx(t) =
(
Ae(t)(t)x(t)+ Be(t)(t)f (t)

)
dt

+
(
Ce(t)(t)x(t)+ De(t)(t)f (t)

)
dw(t),

y(t) = He(t)(t)x(t)+ Ge(t)(t)f (t),
x(0) = x0, t ∈ [0,T ],

(1)

where x(t) ∈ Rnx represents the system state, y(t) ∈ Rny rep-
resents the system output, w(t) is a standard one-dimensional
Wiener process. Assume w(t) and e(t) are independent of
each other defined on the complete filtered probability space
(�,F ,Ft ,P) with the σ -field Ft generated by w(·) and
e(·) up to time t . e(t) is a finite-state S = {1, 2, · · · ,N }
homogeneous Markov jump process with the transition rate
matrix 5 defined by

5 =


λ11 λ12 · · · λ1N
λ21 λ22 · · · λ2N
...

...
...

...

λN1 λN2 · · · λNN

 ,
where λij is given by

P (e(t +1t)j|e(t) = i) =

{
λij1t + o(1t), i 6= j,
1+ λii1t + o(1t), i = j,

lim
1t→0

o(1t)
1t

= 0, λij ≥ 0(i 6= j),

and λii = −
∑N

j=1,j 6=i λij. λi = P(e(0) = i). f (t) ∈ Rnf

stands for the fault signal with f (t) ∈ L2
F ([0,T ],Rnf ).
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A. DEFINITIONS AND LEMMAS
Similar to the perturbed operator defined in [33], a sensitive
operator that maps f (t) to y(t) can be given in the following.
Definition 1: For stochastic system (1), the finite horizon

sensitive operator L[0,T ]
f ,y and its corresponding H− index are

defined respectively as

L[0,T ]
f ,y : f (t) ∈ L2

F ([0,T ],Rnf ) 7→ y(t) ∈ L2
F ([0,T ],Rny ),

and

‖L[0,T ]
f ,y ‖−

= inf
x0=0,f (t)∈L2

F ([0,T ],Rnf ),f (t)6≡0

‖y(t)‖L2
[0,T ]

‖f (t)‖L2
[0,T ]

= inf
x0=0,f (t)∈L2

F ([0,T ],Rnf ),f (t)6≡0

{E
∫ T
0 ‖y(t)‖

2 dt}1/2

{E
∫ T
0 ‖f (t)‖

2 dt}1/2
.

Set

J[0,T ],β (η0, f )
= ‖y(t)‖2L2

[0,T ]
− β2‖f (t)‖2L2

[0,T ]
,

J[0,T ],β,i(η0, f )

= E
(∫ T

0
(‖y(t)‖2 − β2‖f (t)‖2) dt|e(0) = i

)
.

Obviously, we have

J[0,T ],β (η0, f ) =
∑
i∈S

λiJ[0,T ],β,i(η0, f ).

In order to study finite horizon ‖L[0,T ]
f ,r ‖− for system (1), we

introduce the following GDREs
Li(t,P)− Ṗi,T (t)−Ki(t,P)′Hβi (t,P)

−1

·Ki(t,P) = 0,

Hβi (t,P) > 0,
Pi,T (T ) = 0, i ∈ S, t ∈ [0,T ],

(2)

where

Li(t,P) = −Ai(t)′Pi,T (t)− Pi,T (t)Ai(t)−
∑
j∈S

λijPj,T (t)

−Ci(t)′Pi,T (t)Ci(t)+ Hi(t)′Hi(t),

Ki(t,P) = −Pi,T (t)Bi(t)− Ci(t)′Pi,T (t)Di(t)

+Hi(t)′Gi(t),

Hβi (t,P) = −Di(t)
′Pi,T (t)Di(t)+ Gi(t)′Gi(t)− β2 I .

Lemma 1 [10]: For any given matrices U ∈ Rn×n

with U = U ′ < 0, V ∈ Rn×m and W ∈

Rk×n, if we denote W := {F(t) : F(t)′F(t) ≤ I ,
F is Lebesgue measurable matrix-valued function, F(t) ∈
Rm×k , t ∈ T} with T := [0,T ] or [0,∞), then

U + VF(t)W +W ′F(t)′V ′ < 0, ∀F(t) ∈W (3)

if and only if there exists ε > 0 such that

U + εVV ′ + ε−1W ′W < 0. (4)

Corollary 1: In Lemma 1, if Û = Û ′ = −U > 0, then

Û + VF(t)W +W ′F(t)′V ′ > 0 (5)

if and only if there exists ε > 0 such that

Û − εVV ′ − ε−1W ′W > 0. (6)
Proof: Note that (5) holds if and only if

U + V (−F(t))W +W ′(−F(t)′)V ′ < 0.

Because −F(t) still belongs to W , this corollary is immedi-
ately derived. �

Corollary 1 directly yields the following useful lemma.
Lemma 2: For any given time-varying matrices U (t) ∈

Rn×n with U (t) = U (t)′ > 0, V (t) ∈ Rn×m and W (t) ∈
Rk×n, then for any F(t) ∈W , we have

U (t)+ V (t)F(t)W (t)+W (t)′F(t)′V (t)′ > 0, t ∈ T,

if and only if there exists ε(t) > 0 such that

U (t)− ε(t)V (t)V (t)′ − ε(t)−1W (t)′W (t) > 0, t ∈ T.
Lemma 3 [32]: For x, b ∈ Rn, and a real symmetric

matrix A with appropriate dimension, if we assume A−1

exists, then we have

x ′Ax + x ′b+ b′x = (x + A−1b)′A(x + A−1b)− b′A−1b.
Lemma 4 [32] (Generalized Itô formula): Suppose there

exists a function Vi(t, x) ∈ C1,2([0,T ] ×Rnx ;R) for i ∈ S.
Then, associated with the following system

dx(t) = fe(t)(t, x(t))dt + ge(t)(t, x(t))dw(t),

we have

E[Ve(t)(t, x(t))− Ve(0)(0, x(0))|e(0) = i]

= E
∫ t

t0
[LVe(s)(s, x(s))|e(0) = i] ds,

where

LVi(t, x)

=
∂Vi(t, x)′

∂t
+
∂Vi(t, x)′

∂x
fi(t, x)

+
1
2
g′i(t, x)

∂2Vi(t, x)
∂x2

gi(t, x)+
N∑
j=1

λijVj(t, x),

III. FINITE HORIZON H− INDEX
In this section, we discuss the feasibility of ‖L[0,T ]

f ,y ‖− > β

associated with (1). This section is the foundation for design-
ing FDF.
Theorem 1: For given β > 0, the following conditions are

equivalent:
(i) ‖L[0,T ]

f ,y ‖− > β associated with system (1), and

min J[0,T ],β,i(η0, f ) = η′0Pi,T (0)η0.

(ii) GDRE (2) has a unique real symmetric matrix solution
sequence {Pi,T (t), t ∈ [0,T ]}i∈S .
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(iii) Mi(t) > 0 has a real symmetric matrix solution
sequence {Pi,T (t), t ∈ [0,T ]}i∈S with Pi,T (T ) = 0, where

Mi(t) =
[
Li(t,P(t))− Ṗi,T (t) Ki(t,P(t))

Ki(t,P(t))′ Hβi (t,P(t))

]
,

Li(t,P(t)), Ki(t,P(t)) and Hβi (t,P(t)) are defined in (2).
Proof: (ii) ⇒ (i): Consider Vi(t, x) = x ′Pi,T (t)x asso-

ciated with (1), {Pi,T (t), t ∈ [0,T ]}i∈S is a time-varying
symmetric matrix solution sequence of GDRE (2), By the
generalized Itô’s formula-Lemma 4 and Lemma 3, we obtain
that

J[0,T ],β (0, f )
=

∑
i∈S

λiJ[0,T ],β,i(0, f )

=

∑
i∈S

λiE
(∫ T

0
‖y(t)‖2 − β2‖f (t)‖2dt|e(0) = i, x0 = 0

)
=

∑
i∈S

λiE
[ ∫ T

0

(
‖y(t)‖2 − β2‖f (t)‖2 − LVe(t)(t, x(t))

)
dt

−Vi(0, x0)+ Ve(T )(T , x(T ))|e(0) = i, x0 = 0
]

=

∑
i∈S

λiE
[ ∫ T

0

([
x(t)
f (t)

]′
Me(t)(t)

[
x(t)
f (t)

])
dt

+Ve(T )(T , x(T ))|e(0) = i, x0 = 0
]
,

=

∑
i∈S

λiE
[ ∫ T

0

(
x(t)′(Le(t)(t,P)− Ṗe(t)(t)−Ke(t)(t,P)′

Hβe(t)(t,P)
−1Ke(t)(t,P))x(t)+ (f (t)− f ∗(t))′

Hβe(t)(t,P)(f (t)− f
∗(t))

)
dt + Ve(T )(T , x(T ))|e(0) = i,

x0 = 0
]
,

where

f ∗(t) = −Hβe(t)(t,P)
−1Ke(t)(t,P)x(t).

In view of GDRE (2), it follows that

J[0,T ],β (0, f )

=

∑
i∈S

λiE
[ ∫ T

0
(f (t)− f ∗(t))′Hβe(t)(t,P)(f (t)− f

∗(t))

|e(0) = i, x0 = 0
]
dt. (7)

Let Lf ,f−f ∗ be the operator from f (t) ∈ L2
F ([0,T ],Rnf ) to

(f (t)− f ∗(t)) ∈ L2
F ([0,T ],Rnf ), which can be written as

dx(t) =
(
Ae(t)(t)x(t)+ Be(t)(t)f (t)

)
dt

+
(
Ce(t)(t)x(t)+ De(t)(t)f (t)

)
dw(t),

f (t)− f ∗(t) = Hβe(t)(t,P)
−1Ke(t)(t,P)x(t)+ f (t),

x(0) = x0, t ∈ [0,T ].

We deduce that the inverse operator L−1f ,f−f ∗ exists given by

dx(t) =
[
Ae(t)(t)x(t)− Be(t)(t)Hβe(t)(t,P)

−1Ke(t)(t,P)

x(t)+ Be(t)(t)(f (t)− f ∗(t))
]
dt +

[
Ce(t)(t)x(t)

−De(t)(t)Hβe(t)(t,P)
−1Ke(t)(t,P)x(t)+ De(t)(t)

(f (t)− f ∗(t))
]
dw(t),

f (t) = Hβe(t)(t,P)
−1Ke(t)(t,P)x(t)+ f (t)− f ∗(t),

x(0) = x0, t ∈ [0,T ].

Meanwhile, by Hβi (t,P) > 0, we have

Hβe(t)(t,P) ≥ min
t∈[0,T ],i∈S

λminHβi (t,P)I > 0,

so there exists a constant α > 0 such that for f (t) 6≡ 0,

J[0,T ],β (0, f )
≥ min

t∈[0,T ],i∈S
λminHβi (t,P)‖f (t)− f

∗(t)‖2L2
[0,T ]

= min
t∈[0,T ],i∈S

λminHβi (t,P)‖Lf−f ∗,f f (t)‖
2
L2
[0,T ]

≥ α‖f (t)‖2L2
[0,T ]

> 0.

Thus, (i) is derived.
We are now in a position to show (i) ⇒ (ii) by contra-

diction, that is, if ‖L[0,T ]
f ,y ‖− > β holds, then the finite-time

escape of GDRE (2) will lead to a contradiction, i.e., there
never exists a solution Pi,T (t) backward in an interval (T0,T ]
with T0 ≥ 0, such that when t → T0, Pi,T (t) never become
unbounded.
Take a sufficiently small ε > 0 with 0 < ε < T − T0, and

xT0,ε := x(T0 + ε) ∈ Rnx . For t ∈ [T0 + ε,T ], let

J[T0+ε,T ],β (xT0,ε, f )

:=

∑
i∈S

λiE
(∫ T

T0+ε
‖y(t)‖2 − β2‖f (t)‖2dt|e(T0 + ε) = i,

x(T0 + ε) = xT0,ε

)
.

By Lemmas 3 and 4, we obtain that

J[T0+ε,T ],β (xT0,ε, f )

=

∑
i∈S

λiE
[ ∫ T

T0+ε
(‖y(t)‖2 − β2‖f (t)‖2 − LVe(t)(t, x(t)))dt

−Ve(T0+ε)(T0 + ε, x(T0 + ε))+ Ve(T )(T , x(T ))

|e(T0 + ε) = i, x(T0 + ε) = xT0,ε

]
=

∑
i∈S

λiE
[ ∫ T

T0+ε

(
(f (t)− f ∗(t))′Hβe(t)(t,P)(f (t)

−f ∗(t))
)
dt − Ve(T0+ε)(T0 + ε, x(T0 + ε))|e(T0 + ε) = i,

x(T0 + ε) = xT0,ε

]
,
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where f ∗(t) is defined in (7). So

min
f (t)∈L2

F ([0,T ],Rnf )
J[T0+ε,T ],β (xT0,ε, f )

= J[T0+ε,T ],β (xT0,ε, f
∗)

= −Ve(T0+ε)(T0 + ε, x(T0 + ε)) ≤ J[T0+ε,T ],β (xT0,ε, 0)

=

∑
i∈S

λiE
[ ∫ T

T0+ε
‖y(t)‖2dt|e(T0 + ε) = i,

x(T0 + ε) = xT0,ε

]
. (8)

It is well known that there exists α1 > 0 such that∑
i∈S

λiE
[∫ T

T0+ε
‖y(t)‖2dt|e(T0 + ε) = i, x(T0 + ε) = xT0,ε

]
≤ α1‖x(T0 + ε)‖2. (9)

The above inequalities (8) and (9) lead to

−Pi,T (T0 + ε) ≤ α1I (10)

for any 0 < ε < T −T0. On the other hand, let Xi,T (t) denote
the solution of

Xi,T (t) = −Ẋi,T (t)− Ai(t)′Xi,T (t)− Xi,T (t)Ai(t)
−Ci(t)′Xi,T (t)Ci(t)+ Hi(t)′Hi(t)
−
∑

j∈S λijXj,T (t) = 0,

Xi,T (T ) = 0.

(11)

For clarity, we denote the solution of system (1) with
x(t0) = xt0 by x(t, f , xt0 , t0). By linearity, the solution
x(t, f , xT0+ε,T0 + ε) of system (31) satisfies

x(t, f , xT0+ε,T0 + ε)

= x(t, 0, xT0+ε,T0 + ε)+ x(t, f , 0,T0 + ε),

where x(t, 0, xT0+ε,T0 + ε) is the trajectory of fault-free
system{

dx(t) = Ae(t)(t)x(t)dt + Ce(t)(t)x(t)dw(t),
x(T0 + ε) = xT0+ε, t ∈ [T0 + ε,T ],

(12)

and x(t, f , 0,T0+ε) is the trajectory of the following stochas-
tic system subject to fault with zero initial state:

dx(t) =
(
Ae(t)(t)x(t)+ Be(t)(t)f (t)

)
dt

+
(
Ce(t)(t)x(t)+ De(t)(t)f (t)

)
dw(t),

x(T0 + ε) = 0, t ∈ [T0 + ε,T ].

(13)

It is easy to check that for any xT0+ε, we can get that

J[T0+ε,T ],β (xT0,ε, f )− J[T0+ε,T ],β (0, f )

=

∑
i∈S

λiE
[ ∫ T

T0+ε
(‖He(t)(t)x(t, f , xT0+ε,T0 + ε)‖

2

+‖Ge(t)(t)f (t)‖2)dt|e(T0 + ε) = i
]

−

∑
i∈S

λiE
[ ∫ T

T0+ε
(‖He(t)(t)x(t, f , 0,T0 + ε)‖2

+‖Ge(t)(t)f (t)‖2)dt|e(T0 + ε) = i
]

=

∑
i∈S

λiE
[ ∫ T

T0+ε
(2x(t, 0, xT0+ε,T0 + ε)

′He(t)(t)′He(t)(t)

x(t, f , 0,T0 + ε)+ ‖He(t)(t)x(t, 0, xT0+ε,T0 + ε)‖
2)dt

|e(T0 + ε) = i
]
. (14)

Considering system (12) and Xi,T (t) in (11), by Lemma 4,
it follows that∑
i∈S

λiE
[ ∫ T

T0+ε
‖He(t)(t)x(t, 0, xT0+ε,T0 + ε)‖

2dt

|e(T0 + ε) = i
]

=

∑
i∈S

λiE
[ ∫ T

T0+ε
‖He(t)(t)x(t, 0, xT0+ε,T0 + ε)‖

2dt

|e(T0 + ε) = i
]
−

∑
i∈S

λiE
[ ∫ T

T0+ε
dx(t, 0, xT0+ε,T0 + ε)

′

Xi,T (t)x(t, 0, xT0+ε,T0 + ε)|e(T0 + ε) = i
]

−

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε

=

∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)

x(t, 0, xT0+ε,T0 + ε)dt|e(T0 + ε) = i
]

−

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε

= −

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε. (15)

Similarly, considering system (13) with x(T0 + ε, f , 0,T0 +
ε) = 0 and Xi,T (T ) = 0, we have∑

i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′He(t)(t)′

He(t)(t)x(t, f , 0,T0 + ε)dt|e(T0 + ε) = i
]

=

∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′He(t)(t)′

He(t)(t)x(t, f , 0,T0 + ε)dt|e(T0 + ε) = i
]

−

∑
i∈S

λiE
[ ∫ T

T0+ε
dx(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)

x(t, f , 0,T0 + ε)|e(T0 + ε) = i
]
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= −

∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)Be(t)(t)

f (t)dt|e(T0 + ε) = i
]

−

∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′

Ce(t)(t)′Xi,T (t)De(t)(t)f (t)dt|e(T0 + ε) = i
]
.

(16)

Substituting (15) and (16) into (14) yields that

J[T0+ε,T ],β (xT0,ε, f )− J[T0+ε,T ],β (0, f )

= −2
∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)Be(t)(t)

f (t)dt|e(T0 + ε) = i
]
− 2

∑
i∈S

λiE
[ ∫ T

T0+ε

x(t, 0, xT0+ε,T0 + ε)
′Ce(t)(t)′Xi,T (t)De(t)(t)f (t)dt

|e(T0 + ε) = i
]
−

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε. (17)

Take 0 ≤ α22 ≤ ‖Lf ,r‖
[0,T ]
−

2
− β2, then

J[T0+ε,T ],β (0, f )
= ‖y(t)‖2L2

[0,T ]
− β2‖f̄ (t)‖2L2

[0,T ]

≥ ‖y(t)‖2L2
[0,T ]
− β2‖f̄ (t)‖2L2

[0,T ]
− ‖y(t)‖2L2

[0,T ]

+‖Lf ,r‖[0,T ]−

2
‖f̄ (t)‖2L2

[0,T ]

≥ α22‖f̄ (t)‖
2
L2
[0,T ]

,

where f̄ is the extension of f from [T0 + ε,T ] to [0,T ] by
setting f̄ (t) ≡ 0, ∀t ∈ [0,T0 + ε). Therefore, we have

J[T0+ε,T ],β (xT0,ε, f )

≥ −2
∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)Be(t)(t)

f (t)dt|e(T0 + ε) = i
]
− 2

∑
i∈S

λiE
[ ∫ T

T0+ε

x(t, 0, xT0+ε,T0 + ε)
′Ce(t)(t)′Xi,T (t)De(t)(t)f (t)dt

|e(T0 + ε) = i
]
+ E

∫ T

T0+ε
α22‖f̄ (t)‖

2dt

−

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε. (18)

By the inequality 2a′b ≤ ‖a‖2 + ‖b‖2, we have

−2
∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Xi,T (t)Be(t)(t)

f (t)dt|e(T0 + ε) = i
]
+ E

∫ T

T0+ε
α22‖f̄ (t)‖

2dt

−2
∑
i∈S

λiE
[ ∫ T

T0+ε
x(t, 0, xT0+ε,T0 + ε)

′Ce(t)(t)Xi,T (t)

De(t)(t)f (t)dt|e(T0 + ε) = i
]

≥

∑
i∈S

λiE
[ ∫ T

T0+ε

(
− ‖Xi,T (t)x(t, 0, xT0+ε,T0 + ε)‖

2

−‖Xi,T (t)Ce(t)(t)x(t, 0, xT0+ε,T0 + ε)‖
2

−(‖Be(t)(t)‖2 + ‖De(t)(t)‖2 − α22)‖f (t)‖
2
)
dt

|e(T0 + ε) = i
]
. (19)

Consequently, substituting the inequality (19) into (18) leads
to that

J[T0+ε,T ],β (xT0,ε, f )

≥ −

∑
i∈S

λiE
[ ∫ T

T0+ε

(
‖Xi,T (t)x(t, 0, xT0+ε,T0 + ε)‖

2

+(‖Be(t)(t)‖2 + ‖De(t)(t)‖2 − α22)‖f (t)‖
2

+‖Xi,T (t)Ce(t)(t)x(t, 0, xT0+ε,T0 + ε)‖
2)dt

|e(T0 + ε) = i
]
−

∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε.

It is well known that there exist positive numbers α3, α4, α5
and α6 > 0 such that∑
i∈S

λiE
[ ∫ T

T0+ε
‖Xi,T (t)x(t, 0, xT0+ε,T0 + ε)‖

2dt

|e(T0 + ε) = i
]
≤ α3‖xT0+ε‖

2,∑
i∈S

λix ′T0+εXi,T (T0 + ε)xT0+ε

=

∑
i∈S

λiE
[ ∫ T

T0+ε
‖He(t)(t)x(t, 0, xT0+ε,T0 + ε)‖

2dt

|e(T0 + ε) = i
]
≤ α4‖xT0+ε‖

2,

∑
i∈S

λiE
[ ∫ T

T0+ε
‖Xi,T (t)Ce(t)(t)x(t, 0, xT0+ε,T0 + ε)‖

2dt

|e(T0 + ε) = i
]
≤ α5‖xT0+ε‖

2

and∑
i∈S

λiE
[ ∫ T

0
(‖Be(t)(t)‖2 + ‖De(t)(t)‖2 − α22)‖f (t)‖

2dt

|e(T0 + ε) = i
]
≤ α6‖f (t)‖2L2

[0,T ]
.

Based on the above discussion, we obtain

J[T0+ε,T ],β (xT0,ε, f )
≥ −(α3 + α4 + α5)‖xT0+ε‖

2
− α6‖f (t)‖2L2

[0,T ]
.
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Since f (t) ∈ L2
F ([0,T ],Rnf ), there exists α7 > 0 such that

J[T0+ε,T ],β (xT0,ε, f ) ≥ −α7‖xT0+ε‖
2.

For any 0 < ε < T − T0, the above inequality together with
(8) and (10) yields that

−α7I ≤ −Pi,T (T0 + ε) ≤ α1I . (20)

So Pi,T (T0 + ε) cannot tend to ∞ as ε → 0, which shows
that (2) has a unique real symmetric matrix solution sequence
{Pi,T (t), t ∈ [0,T ]}i∈S .

(iii)⇒ (i): As discussed above, we have

J[0,T ],β (0, f )

=

∑
i∈S

λiE
[ ∫ T

0

[
x(t)
f (t)

]′
Me(t)(t)

[
x(t)
f (t)

]
dt

|e(0) = i, x0 = 0
]
.

Thus, under the condition f (t) ∈ L2
F ([0,T ],Rnf ) and f 6= 0,

if Mi(t) > 0, we must have (i).
Now we only need to prove (i) ⇒ (iii). Consider the

following system
dx̄(t) =

(
Ae(t)(t)x̄(t)+ B̄e(t)(t)f̄ (t)

)
dt

+
(
Ce(t)(t)x̄(t)+ D̄e(t)(t)f̄ (t)

)
dw(t),

ȳ(t) = H̄e(t)(t)x̄(t)+ Ḡe(t)(t)f̄ (t),
x̄(0) = x̄0, t ∈ [0,T ],

(21)

where f̄ (t) is an extension of f (t) with f̄ (t) =
[
f (t)
0nx

]
B̄e(t)(t) =

[
Be(t)(t) 0nx×nx

]
, D̄e(t)(t) =

[
D′e(t)(t)
0nx×nx

]′
,

H̄e(t)(t) =
[
He(t)(t)
δInx×nx

]
, Ḡe(t)(t) =

[
Ge(t)(t) 0

0 δInx×nx

]
, and

δ > β > 0. If (i) holds, then ‖L[0,T ]
f̄ ,ȳ
‖− > β. By (ii), it leads

to 
Lδi (t,P)− Ṗi,T (t)−Kδi (t,P)

′Hβ,δi (t,P)−1

Kδi (t,P) = 0,

Hβ,δi (t,P) > 0,
Pi,T (T ) = 0,

(22)

where i ∈ S, t ∈ [0,T ] and

Lδi (t,P) = −Ai(t)
′Pi,T (t)− Pi,T (t)Ai(t)− Ci(t)′Pi,T (t)

Ci(t)+ H̄i(t)′H̄i(t)−
∑
j∈S

λijPj,T (t),

Kδi (t,P) = −Pi,T (t)B̄i(t)− Ci(t)
′Pi,T (t)D̄i(t)

+ H̄i(t)′Ḡi(t),

Hβ,δi (t,P) = −D̄i(t)′Pi,T (t)D̄i(t)+ Ḡi(t)′Ḡi(t)− β2 I .

By a series of calculations, the above inequality is equivalent
to that

Li(t,P)− Ṗi,T (t)+ δ−2Inx −
[
Ki(t,P) δ2Inx

]

[
H−1i (t,P) 0

0 (−β2 + δ2)−1Inx

] [
Ki(t,P)
δ2Inx

]
= 0.

Because δ > β, we obtain

Li(t,P)− Ṗi,T (t)+ δ−2Inx −
[
Ki(t,P) δ2Inx

][
H−1i (t,P) 0

0 δ−2Inx

] [
Ki(t,P)
δ2Inx

]
> 0.

Therefore,

Li(t,P)− Ṗi,T (t)−Ki(t,P)′Hβi (t,P)
−1
·Ki(t,P) > 0.

(23)

By Schur’s complement, (23) leads to (iii). The proof is
completed. �
Theorem 2: For β > 0, if ‖L[0,T ]

f ,y ‖− > β associated with
system (1), then there exists a real symmetric matrix sequence
{Pi,T (t), t ∈ [0,T ]}i∈S such that
Li(t,P)− Ṗi,T (t)−Ki(t,P)′Hβi (t,P)

−1Ki(t,P) < 0,

Hβi (t,P) > 0,
Pi,T (T ) = 0.
Proof: The proof is similar to that of Theorem 1 except

that the parameter δ of system (21) is modified as β > δ > 0.
�

If Vi(t, η) in Theorem 1 is taken as the time-invariant
function Vi(η) = η′Piη with i ∈ S, Theorem 1 yields the
following corollary:
Corollary 2: For any given β > 0, if[

L̄i(P) K̄i(P)
K̄i(P)′ H̄βi (P)

]
> 0 (24)

has a real symmetric matrix solution sequence {Pi}i∈S , then
‖L[0,T ]

f ,y ‖− > β associated with system (1), where

L̄i(P) = −Ai(t)′Pi − PiAi(t)− Ci(t)′PiCi(t)
+Hi(t)′Hi(t)−

∑
j∈S

λijPj,

K̄i(P) = −PiBi(t)− Ci(t)′PiDi(t)+ Hi(t)′Gi(t),

H̄βi (P) = −Di(t)
′PiDi(t)+ Gi(t)′Gi(t)− β2 I .

Remark 1: In finite horizon case, ‖L[0,T ]
f ,y ‖− represents the

intensity of the process y(t) generated by f (t) in system (1)
under zero initial condition. H− index of linear time-varying
stochastic systems with Markovian jump and multiplicative
noise has an important application to the fault detection of
system (1). Reference [11] studied the H− index for linear
discrete-time stochastic systems. In [17] and [18], the optimal
H−/H∞ fault detection problem for linear discrete time-
varying systems was considered. In recent years, there is
an increasing interest in robust fault detection, isolation and
estimation for uncertain systems; see [22]–[24], [35]–[37].
However, the H− index and FDF of uncertain stochastic
Markov jump systems seem not to be considered.
Assume that Ae(t)(t), Be(t)(t), Ce(t)(t),De(t)(t),He(t)(t), and

Ge(t)(t) are real matrices of suitable dimensions containing
the parameter uncertainty affected by Markov jump process
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e(t). To describe the uncertainty of system (1), we give the
following assumption.
Assumption 1: For any i ∈ S, Ai(t),Bi(t),Ci(t),Di(t),

Hi(t), and Gi(t) are norm bounded, i.e.,

Ai(t) = Ai +1Ai(t),Bi(t) = Bi +1Bi(t),

Ci(t) = Ci +1Ci(t),Di(t) = Di +1Di(t),

Hi(t) = Hi +1Hi(t),Gi(t) = Gi +1Gi(t),

where Ai, Bi, Ci, Di, Hi, and Gi are known constant real
matrices.1Ai(t),1Bi(t),1Ci(t),1Di(t),1Hi(t), and1Gi(t)
are uncertain matrices, which satisfy

diag{1Ai(t),1Bi(t),1Ci(t),1Di(t),1Hi(t),1Gi(t)}

= diag{M1,iF(t),M2,iF(t),M3,iF(t),M4,iF(t),M5,iF(t),

M6,iF(t)}diag{N1,i,N2,i,N3,i,N4,i,N5,i,N6,i},

whereM1,i, · · · ,M6,i, N1,i, · · · ,N6,i are known constant real
matrices and F(t) is a time-varying uncertain matrix satisfy-
ing

F(t)′F(t) ≤ I , ∀t ∈ [0,T ].
Based on Lemma 2, a sufficient condition in terms of

matrix inequalities for ‖L[0,T ]
f ,y ‖− > β associated with system

(1) under Assumption 1 is given below.
Theorem 3: Consider system (1). For the given β > 0 and

any i ∈ S, setting

λ1 = min
i∈S
{λ(M ′5,iM5,i)},

λ2 = min
i∈S
{λ(M ′5,iM6,i)},

λ3 = min
i∈S
{λ(M ′6,iM6,i)}. (25)

If there exist some positive time-varying scalars ε1,i(t) > 0,
ε2,i(t) > 0, ε3,i(t) > 0, ε4,i(t) > 0, and a positive definite
matrix sequence {Pi,T (t), t ∈ [0,T ]}i∈S solving the following
matrix inequalities:

0i(t) =

01,i(t) M̄i(t) 02,i
∗ 03,i(t) 0
∗ ∗ 04,i(t)

 > 0, i ∈ S, (26)

where

01,i(t) =

011,i 012,i C ′iPi,T (t)
∗ 022,i D′iPi,T (t)
∗ ∗ Pi,T (t)

 ,
02,i =

 0 N ′5,i 0
N ′6,i 0 N ′6,i
0 0 0

 ,
03,i(t) = diag{ε1,i(t)I , ε1,i(t)I , ε1,i(t)I , ε1,i(t)I ,

ε1,i(t)I , ε1,i(t)I },

04,i(t) = diag{ε2,i(t)I , ε3,i(t)I , ε4,i(t)I },

011,i(t) = −A′iPi,T (t)− Pi,T (t)Ai −
∑
j∈S

λijPj(t)

+H ′iHi − ε1,i(t)
(
N ′1,iN1,i + N ′3,iN3,i + N ′5,iN5,i

)
−

(
λ21

4
ε3,i(t)+ λ22ε2,i(t)

)
N ′5,iN5,i − Ṗi,T (t),

012,i(t) = −Pi,T (t)Bi + H ′iGi,

022,i(t) = −β2I + G′iGi − ε1,i(t)(N
′

2,iN2,i + N ′4,iN4,i

+N ′6,iN6,i)−
λ23

4
ε4,i(t)N ′6,iN6,i,

and M̄i(t) see the top of next page.
Then ‖L[0,T ]

f ,y ‖− > β.

Proof: From Theorem 1, we know that ‖L[0,T ]
f ,y ‖− >

β if Mi(t) > 0 has a symmetric matrix solution sequence
{Pi,T (t), t ∈ [0,T ]}i∈S with Pi,T (T ) = 0 for any i ∈ S. If
Pi,T (t) > 0, by Schur’s complement, Mi(t) > 0 yields that
5(t) > 0, where

5(t)

=

 511(t) −Pi,T (t)Bi(t)+Hi(t)′Gi(t)
−Bi(t)′Pi,T (t)+ Gi(t)′Hi(t) −β2I + Gi(t)′Gi(t)

Pi,T (t)Ci(t) Pi,T (t)Di(t)

Ci(t)′Pi,T (t)
Di(t)′Pi,T (t)
Pi,T (t)


and

511(t) = −Ṗi,T (t)− Ai(t)′Pi,T (t)− Pi,T (t)Ai(t)

−

∑
j∈S

λij(t)Pj(t)+ Hi(t)′Hi(t).

According to whether there are uncertain parameters, 5(t)
can be divided into two parts:

5(t) = 51(t)+52(t),

where

51(t)

=


ψ1(t) −Pi,T (t)Bi C ′iPi,T (t)

+H ′iGi
−B′iPi,T (t)+ G

′
iHi −β

2I + G′iGi D
′
iPi,T (t)

Pi,T (t)Ci Pi,T (t)Di Pi,T (t)

 ,
52(t)

=

ψ2 +1Hi(t)′1Hi(t) ψ3 +1Hi(t)′1Gi(t)
ψ ′3 +1Gi(t)

′1Hi(t) ψ4 +1Gi(t)′1Gi(t)
Pi,T (t)1Ci(t) Pi,T (t)1Di(t)

1Ci(t)′Pi,T (t)
1Di(t)′Pi,T (t)

0

 ,
ψ1(t) = −Ṗi,T (t)− A′iPi,T (t)− Pi,T (t)Ai

−

∑
j∈S

λijPj(t)+ H ′iHi,

ψ2(t) = −1Ai(t)′Pi,T (t)− Pi,T (t)1Ai(t)

+1Hi(t)′Hi + H ′i1Hi(t),

ψ3(t) = −Pi,T (t)1Bi(t)+1Hi(t)′Gi + H ′i1Gi(t)

and

ψ4(t) = 1Gi(t)′Gi + G′i1Gi(t).
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M̄i(t) =

−Pi(t)M1,i −Pi(t)M2,i 0 0 H ′iM5,i H ′iM6,i
0 0 0 0 G′iM5,i G′iM6,i
0 0 Pi,T (t)M3,i Pi,T (t)M4,i 0 0

.

According to (25), we have

diag{1Gi(t)′1Gi(t),1Hi(t)′1Gi(t),1Hi(t)′1Hi(t)}

≥ diag{λ3N ′6,iF(t)
′F(t)N6,i, λ2N ′5,iF(t)

′F(t)N6,i,

λ1N ′5,iF(t)
′F(t)N5,i}.

Calculate52 together with considering the above inequality,
we have

52 =

−Pi,T (t)1Ai(t)+ Hi(t)′1Hi(t)G′i1Hi(t)
Pi,T (t)1Ci(t)

−Pi,T (t)1Bi(t)+ H ′i1Gi(t) 0
G′i1Gi(t) 0

Pi,T (t)1Di(t) 0


+

−Pi,T (t)1Ai(t)+ Hi(t)′1Hi(t)G′i1Hi(t)
Pi,T (t)1Ci(t)

−Pi,T (t)1Bi(t)+ H ′i1Gi(t) 0
G′i1Gi(t) 0

Pi,T (t)1Di(t) 0

′

+

1Hi(t)′1Hi(t) 1Hi(t)′1Gi(t) 0
1Gi(t)′1Hi(t) 1Gi(t)′1Gi(t) 0

0 0 0


≥ M̄i(t)diag{F(t),F(t),F(t),F(t),F(t),F(t)}

N̄i(t)+ N̄i(t)′diag{F(t),F(t),F(t),F(t),F(t),F(t)}′

M̄i(t)′ + λ2
[
N5,i 0 0

]′ F(t)′F(t) [ 0 N6,i 0
]
+ λ2[

0 N6,i 0
]′ F(t)′F(t) [N5,i 0 0

]
+

[
λ1N5,i 0 0

0 λ3N6,i 0

]′
[
F(t)′F(t) 0

0 F(t)′F(t)

] [
N5,i 0 0
0 N6,i 0

]
,

where M̄i(t) is defined in (26) and

N̄i(t) =

N ′1,i 0 N ′3,i 0 N ′5,i 0
0 N ′2,i 0 N ′4,i 0 N ′6,i
0 0 0 0 0 0

′ .
Note that (F(t)′F(t))′(F(t)′F(t)) ≤ I . Consider 5(t) > 0,
by Lemma 2, its sufficient condition is that there are real
time-varying scalars ε1,i(t) > 0, ε2,i(t) > 0, ε3,i(t) > 0,
and ε4,i(t) > 0, such that

51(t)− ε1,i(t)−1M̄i(t)M̄i(t)′ − ε1,i(t)N̄i(t)′N̄i(t)

−

(
λ22ε2,i(t)+

λ21

4
ε3,i(t)+ ε3,i(t)−1

) [
N5,i 0 0

]′
[
N5,i 0 0

]
−

(
ε2,i(t)−1 +

λ23

4
ε4,i(t)+ ε4,i(t)−1

)
[
0 N6,i 0

]′ [ 0 N6,i 0
]
> 0.

Then, we can get Theorem 3 via Schur’s complement. �
Remark 2: In Theorem 3, if the condition is slightly

strengthened as M5,i = M6,i, then λ1 = λ2 = λ3. Further-
more, (26) turns into a necessary and sufficient condition.
Remark 3: Based on the analysis of Theorem 3, it is not

difficult to find that if we choose a time-invariant Lyapunov
function as in Corollary 2. By using a similarmethod to that of
Theorem 3, we can get a time-invariant version of Theorem 3.

For the following state-measurement system

dx(t) =
(
Ae(t)(t)x(t)+ Be(t)(t)f (t)

)
dt

+
(
Ce(t)(t)x(t)+ De(t)(t)f (t)

)
dw(t),

y(t) =

[
He(t)(t)x(t)
Ge(t)(t)f (t)

]
,

x(0) = x0,

(27)

using the method as in Theorem 3, we can get the following
sufficient condition for ‖L[0,T ]

f ,y ‖− > β in the form of matrix
inequalities .
Corollary 3: Set

λ1 = min
i∈S
{λ(M ′5,iM5,i)}, λ3 = min

i∈S
{λ(M ′6,iM6,i)}. (28)

For β > 0 and system (27), if there exist some positive time-
varying scalars ε1,i(t) > 0, ε2,i(t) > 0, ε3,i(t) > 0, ε4,i(t) >
0, and a positive definite matrix sequence {Pi,T (t), t ∈
[0,T ]}i∈S such that the following matrix inequalities

0i(t) =

01,i(t) M̄i(t) 02,i
∗ 03,i(t) 0
∗ ∗ 04,i(t)

 > 0, i ∈ S (29)

hold, then ‖L[0,T ]
f ,y ‖− > β, where

01,i(t) =

011,i 012,i C ′iPi,T (t)
∗ 022,i D′iPi,T (t)
∗ ∗ Pi,T (t)

 ,
02,i =

 0 N ′5,i 0
N ′6,i 0 N ′6,i
0 0 0

 ,
03,i(t) = diag{ε1,i(t), ε1,i(t), ε1,i(t), ε1,i(t), ε1,i(t),

ε1,i(t)} ⊗ I ,

04,i(t) = diag{ε2,i(t), ε3,i(t), ε4,i(t)} ⊗ I ,

011,i(t) = −A′iPi,T (t)− Pi,T (t)Ai −
∑
j∈S

λijPj(t)

+H ′iHi − ε1,i(t)(N
′

1,iN1,i + N ′3,iN3,i

+N ′5,iN5,i)−

(
λ21

4
ε3,i(t)+ λ22ε2,i(t)

)
N ′5,iN5,i − Ṗi,T (t),
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012,i(t) = −Pi,T (t)Bi + H ′iGi,

022,i(t) = −β2I + G′iGi − ε1,i(t)(N
′

2,iN2,i + N ′4,iN4,i

+N ′6,iN6,i)−
λ23

4
ε4,i(t)N ′6,iN6,i

and

M̄i(t) =

−Pi(t)M1,i −Pi(t)M2,i 0
0 0 0
0 0

0 H ′iM5,i H ′iM6,i
0 G′iM5,i G′iM6,i

Pi,T (t)M3,i Pi,T (t)M4,i 0 0

 .
IV. H− FDF
The above section presents some necessary and sufficient
conditions of the H− index problem in finite time horizon for
linear time-varying Markov jump systems. It is shown that
the H− index greater than a prescribed value is equivalent
to the feasibility of a set of finite horizon backward time-
varying GDREs or certain matrix inequalities. Moreover,
under Assumption 1, a sufficient condition is given via time-
invariant LMIs as said in Remark 3, which is easily tested.
In this section, we will study the H− FDF of system (1) and
achieve a practical design method.

In order to detect the fault of system (1) and ensure the
system to run normally, a FDF is considered as

dx̂(t) = Âe(t)x̂(t)dt + B̂e(t)y(t)dt,
ŷ(t) = Ĉe(t)x̂(t),
r(t) = Ûe(t)(y(t)− ŷ(t)),
x̂(0) = 0,

(30)

where x̂(t) is the estimated values of x(t). r(t) is the residual
signal, and Âi, B̂i, Ĉi and Ûi are the filter parameters to
be designed. Because all parameters are uncertain, which
leads to a time-varying stochastic system (1). In this case,
it is advisable to design a definite filter to resist the worst
fluctuation of the parameter. Therefore, the filter (30) is a
robust filter.

Set η(t) =
[
x(t)′ x̂(t)′

]′, then we get the following aug-
mented system:

η(t) =
(
Ãe(t)(t)η(t)+ B̃e(t)(t)f (t)

)
dt

+

(
C̃e(t)(t)η(t)+ D̃e(t)(t)f (t)

)
dw(t),

r(t) = H̃e(t)(t)η(t)+ G̃e(t)(t)f (t),

η(0) = η0 =

[
x0
0

]
,

(31)

where

Ãe(t)(t) =
[

Ae(t)(t) 0
B̂e(t)He(t)(t) Âe(t)

]
,

B̃e(t)(t) =
[

Be(t)(t)
B̂e(t)Ge(t)(t)

]
,

C̃e(t)(t) =
[
Ce(t)(t) 0

0 0

]
, D̃e(t)(t) =

[
De(t)(t)

0

]
,

H̃e(t)(t) =
[
Ûe(t)He(t)(t) −Ûe(t)Ĉe(t)

]
,

G̃e(t)(t) = Ûe(t)Ge(t)(t).

Definition 2: For stochastic system (31), its finite horizon
sensitive operator L[0,T ]

f ,r , and the corresponding stochastic

H− index H [0,T ]
− are defined respectively as

L[0,T ]
f ,r : f ∈ L2

F ([0,T ],Rnf ) 7→ r ∈ L2
F ([0,T ],Rnr )

and

‖L[0,T ]
f ,r ‖− = inf

x0=0,f (t)∈L2
F ([0,T ],Rnf ),f (t)6≡0

‖r(t)‖L2
[0,T ]

‖f (t)‖L2
[0,T ]

.

Definition 3: For any given β > 0, the filter (30) is called
the finite horizon H− FDF for system (1), if for system (31),
we have

‖L[0,T ]
f ,r ‖− > β.

After obtaining the gain matrices of the filter, we are in a
position to discuss the residual estimation. For the purpose of
evaluating the residual signal, one needs to adopt a threshold
Jth > 0, and the Jth conforms to the following decision logic:{

Jr (t) > Jth ⇒ fault⇒ alarm,
Jr (t) ≤ Jth ⇒ fault-free,

(32)

where the residual evaluation function Jr (t) is

Jr (t) =
(∫ t

0
r ′(s)r(s)ds

) 1
2

, Jr (0) = 0, (33)

and the threshold is determined as

Jth = sup
f (t)≡0,t∈[T1,T2]

EJr (t), (34)

where [T1,T2] is the evaluation interval.
Summarizing the above discussion, we can immediately

get the following theorem about theH− FDF for time-varying
Markov jump stochastic system (1).
Theorem 4: For any given β > 0, the following conditions

are equivalent:
(i) The filter (30) is a finite horizonH− FDF for system (1).
(ii) The following coupled backward GDREs

L̃i(t,P)− Ṗi,T (t)− K̃i(t,P)′H̃βi (t,P)
−1

K̃i(t,P) = 0,

H̃βi (t,P) > 0,
Pi,T (T ) = 0, i ∈ S

(35)

have a unique real symmetric matrix solution sequence
{Pi,T (t), t ∈ [0,T ]}i∈S , where

L̃i(t,P) = −Ãi(t)′Pi,T (t)− Pi,T (t)Ãi(t)− C̃i(t)′

·Pi,T (t)C̃i(t)+ H̃i(t)′H̃i(t)−
∑

j∈S λijPj,T (t),

K̃i(t,P) = −Pi,T (t)B̃i(t)− C̃i(t)′Pi,T (t)D̃i(t)
+H̃i(t)′G̃i(t),

H̃βi (t,P) = −D̃i(t)
′Pi,T (t)D̃i(t)− β2I + G̃i(t)′G̃i(t).
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(iii) M̃i(t) > 0, i ∈ S, have a real symmetric matrix solution
sequence {Pi,T (t), t ∈ [0,T ]}i∈S with Pi,T (T ) = 0, where

M̃i(t) =

[
L̃i(t,P(t))− Ṗi,T (t) K̃i(t,P(t))

K̃i(t,P(t))′ H̃βi (t,P(t))

]
.

By Assumption 1, the parameter matrices of (31) can be
rewritten as

Ãe(t)(t) = Ãe(t) +1Ãe(t)(t), B̃e(t)(t) = B̃e(t) +1B̃e(t)(t),

C̃e(t)(t) = C̃e(t) +1C̃e(t)(t), D̃e(t)(t) = D̃e(t) +1D̃e(t)(t),

H̃e(t)(t) = H̃e(t) +1H̃e(t)(t), G̃e(t)(t) = G̃e(t) +1G̃e(t)(t),

where

Ãe(t) =
[

Ae(t) 0
B̂e(t)He(t) Âe(t)

]
, B̃e(t) =

[
Be(t)

B̂e(t)Ge(t)

]
,

1Ãe(t)(t) =
[

1Ae(t)(t) 0
B̂e(t)1He(t)(t) 0

]
, C̃e(t) =

[
Ce(t) 0
0 0

]
,

1B̃e(t)(t) =
[

1Be(t)(t)
B̂e(t)1Ge(t)(t)

]
, D̃e(t) =

[
De(t)
0

]
,

1C̃e(t)(t) =
[
1Ce(t)(t) 0

0 0

]
, 1D̃e(t)(t) =

[
1De(t)(t)

0

]
,

H̃e(t) =
[
Ûe(t)He(t) −Ûe(t)Ĉe(t)

]
,

1H̃e(t)(t) =
[
Ûe(t)1He(t)(t) 0

]
,

and

G̃e(t) = Ûe(t)Ge(t), 1G̃e(t)(t) = Ûe(t)1Ge(t)(t).

The following theorem gives a practical design method for
the filter (30) based on LMIs.
Theorem 5: For the given β > 0 and any i ∈ S, if there

exist scalars αi, i ∈ S, such that the following LMIs

9i =

91,i 92,i 93,i
∗ 94,i 0
∗ ∗ 95,i

 > 0, i ∈ S (36)

have solutions P1,i > 0, P2,i > 0, P̂A,i, P̂B,i, Ĉi, ε1,i > 0,
ε2,i > 0, ε3,i > 0, and ε4,i > 0, then (30) is a finite horizon
H− FDF for system (1), where in (36),

91,i =

9111,i 9112,i 9113,i
∗ 9122,i 9123,i
∗ ∗ 9133,i

 ,
9111,i =

[
−P1,iAi − A′iP1,i −

∑
j∈S λijP1,j(t)+ α

2
i H
′
iH
′
i

∗

−α2i H
′
i Ĉi − H

′
i P̂
′
B,i

−
∑

j∈S λijP2,j(t)− P̂A,i − P̂
′
A,i

]

−ε1,i

[
N ′1,iN1,i + N ′3,iN3,i + 2N ′5,iN5,i 0

0 0

]
−

[
α2i (

λ21
4 ε3,i + λ

2
2ε2,i)N

′

5,iN5,i 0
0 0

]
,

9112,i =

[
−P1,iBi + α2i H

′
iGi

−P̂B,iGi − α2i Ĉ
′
iGi

]
,

9122,i

= −β2I + α2i G
′
iGi − α

2
i ε1,i(2N

′

2,iN2,i + N ′4,iN4,i

+2N ′6,iN6,i)− α2i
λ23

4
ε4,iN ′6,iN6,i,

9113,i =

[
C ′iP1,i 0

0 0

]
, 9123,i =

[
D′iP1,i 0

]
,

9133,i =

[
P1,i 0
0 P2,i

]
,

92,i =


−P1,iM1,i 0 P1,iM2,i 0 0 0
−P2,iM5,i 0 P̂B,iM6,i 0 0 0

0 0 0 0 0 0
0 0 0 P1,iM3,i 0 P1,iM4,i
0 0 0 0 0 0

0 α2i H
′
iM5,i 0 α2i H

′
iM6,i

0 −α2i Ĉ
′
iM5,i 0 −α2i Ĉ

′
iM6,i

0 α2i G
′
iM5,i 0 −α2i G

′
iM6,i

0 0 0 0
0 0 0 0

 ,

93,i =


0 N ′5,i 0
0 0 0
N ′6,i 0 N ′6,i
0 0 0
0 0 0

 ,

95,i =

 ε2,iI 0 0
0 ε3,iI 0
0 0 ε4,iI

 ,
and

94,i = ε1,iI .

Moreover,

Âi = P−12,i P̂A,i,

B̂i = P−12,i P̂B,i,

Ûi = αiI .
Proof: Similar to the proof of Theorem 3, a sufficient

condition for ‖L[0,T ]
f ,r ‖− > β associated with system (31) is

5̃ = 5̃1 + 5̃2(t) > 0

for some Pi > 0, where

5̃1 =

−Ã′iPi − PiÃi −∑j∈S λijPj(t)+ H̃
′
i H̃i

−B̃′iPi + G̃
′
iH̃i

PiC̃i
−PiB̃i + H̃ ′i G̃i C̃ ′iPi
−β2I + G̃′iG̃i D̃′iPi

PiD̃i Pi

 ,
5̃2(t) =

ψ11 +1H̃i(t)′1H̃i(t) ψ12 +1H̃i(t)′1G̃i(t)
ψ ′12 +1G̃i(t)

′1H̃i(t) ψ22 +1G̃i(t)′1G̃i(t)
Pi1C̃i(t) Pi1D̃i(t)

1C̃i(t)′Pi
1D̃i(t)′Pi

0

 ,
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ψ11(t) = −1Ãi(t)′Pi − Pi1Ãi(t)+1H̃i(t)′H̃i
+H̃ ′i1H̃i(t),

ψ12(t) = −Pi1B̃i(t)+1H̃i(t)′G̃i + H̃ ′i1G̃i(t)

and

ψ22(t) = 1G̃i(t)′G̃i + G̃′i1G̃i(t).

Assuming Ûi = αiI , by Corollary 1 and the condition (25),
it follows immediately that there exist scalars ε1,i > 0, ε2,i >
0, ε3,i > 0 and ε4,i > 0 such that

5̃1 − ε
−1
1,i M̃iM̃′i − ε1,iÑ

′
iÑi − α

2

(
λ22ε2,i +

λ21

4
ε3,i + ε

−1
3,i

)
[
N5,i 0 0

]′ [N5,i 0 0
]
− α2

(
ε−12,i +

λ23

4
ε4,i + ε

−1
4,i

)
[
0 N6,i 0

]′ [ 0 N6,i 0
]
> 0,

where

M̃i =

−PiM̃1,i −PiM̃2,i 0 0 H̃ ′i M̃5,i H ′i M̃6,i

0 0 0 0 G′iM̃5,i G′iM̃6,i

0 0 PiM̃3,i PiM̃4,i 0 0

 ,
N̄i(t) =

 Ñ ′1,i 0 Ñ ′3,i 0 Ñ ′5,i 0
0 Ñ ′2,i 0 Ñ ′4,i 0 Ñ ′6,i
0 0 0 0 0 0

′ ,
M̃1,i =

[
M1,i 0
B̂iM5,i 0

]
, M̃2,i =

[
M2,i

B̂iM6,i

]
,

M̃3,i =

[
M3,i 0
0 0

]
, M̃4,i =

[
M4,i 0
0 0

]
,

M̃5,i =
[
αM5,i 0

]
, M̃6,i = αM6,i,

Ñ1,i =

[
N1,i 0
N5,i 0

]
, Ñ2,i =

[
N2,i
N6,i

]
and

Ñ3,i =

[
N3,i 0
0 0

]
, Ñ4,i =

[
N4,i 0
0 0

]
,

Ñ5,i =
[
N5,i 0

]
,

Ñ6,i = N6,i.

For convenience, we set Pi as Pi =
[
P1,i 0
0 P3,i

]
> 0. Then,

by a trivial computation, it shows LMI (36) with P̂A,i = P2,iAi
and P̂B,i = P2,iBi.
Remark 4: Theorem 5 is only a sufficient condition about

(30) is a finite horizon H− FDF for system (1). Generally
speaking, it is not difficult to analyze the feasibility of the
matrix inequalities (36) in theory. The difficulty in solving
LMIs (36) lies in the choosing of scalars αi.

V. NUMERICAL EXAMPLE
In this section, one numerical example is provided to illustrate
the effectiveness of Theorem 5.
Example 1: In system (1), we set T = 30. Consider a

two-mode nonlinear stochastic system (1) with the following

parameters:

A1 =
[
−0.52 0.01
0.01 −1.09

]
, A2 =

[
−0.38 −0.01
0.01 −1.82

]
,

B1 =
[
−0.68
0.69

]
, B2 =

[
0.22
0.55

]
,

C1 =

[
−0.46 0.11
2.12 −0.92

]
, C2 =

[
−1.32 −0.41
0.1 −1.35

]
,

D1 =

[
−0.47
−1.63

]
, D2 =

[
0.68
1.94

]
,

H1 =

[
0.74 1.36
−0.32 0.29

]
, H2 =

[
−2.22 0.08
−0.14 0.56

]
,

G1 =

[
−0.16
1.17

]
, G2 =

[
−1.33
2.46

]
, Mj,i =

[
−0.02
−0.1

]
,

N1,i = N3,i = N5,i =

[
−0.5
0.2

]
,

N2,i = N4,i = N6,i = −0.5, ∀j ∈ {1, 2, · · · , 6}, i ∈ {1, 2}.

FIGURE 1. Switching signal and fault signal. (A) Switching signal e(t).
(B) Fault signal f(t).
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FIGURE 2. State trajectories x(t) and x̂(t). (A) State trajectory x(t) of the
system (1). (B) State trajectory x̂(t) of the system (30).

The switching between the two modes is described by the
following transition rate matrix:[

λ11 λ12
λ21 λ22

]
=

[
−0.1 0.1
0.3 −0.3

]
.

The random switching signal e(t) is shown in Figure 1-(A).
If we choose theH− performance level β = 2 and set α1 = 1,
α2 = 2, T1 = 25 and T2 = 30, then we obtain the solutions
of LMIs (36) as

P11 =
[

7.11 −0.44
−0.44 0.05

]
,

P12 =
[

6.79 −4.65
−4.65 5.24

]
,

P21 =
[
3342.09 −515
−515 866.75

]
,

FIGURE 3. Residual signal r (t) and ‖L[0,30]
f ,r ‖− > β = 2. (A) Residual

signal r (t). (B) E
∫ 30
0 ‖r (s)‖ds and E

∫ 30
0 β2‖f (s)‖ds.

P22 =
[
3380.93 −320.5
−320.5 1840.69

]
,

P̂A,1 =
[
−1943.22 −240.1
−240.3 −3098.21

]
,

P̂A,2 =
[
−2922.87 28.04
28.04 −2787.77

]
,

P̂B,1 =
[
−0.11 0.95
5.80 3.58

]
, P̂B,2 =

[
−0.54 −1.62
−2.37 −0.53

]
,

Ĉ1 =

[
−0.24 −0.31
0.29 −0.38

]
, Ĉ2 =

[
0.1 0.08
−0.31 −0.01

]
,

ε11 = 2.28, ε12 = 20.16, ε21 = 1809.44,

ε22 = 3201.7, ε31 = 2574.22,

ε32 = 3349.55, ε41 = 3416.86, ε42 = 3443.84.
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FIGURE 4. Jr (t) and Jth.

Thus, we adopt the linear filters as follows:

˙̂x1(t) =

[
−0.69 −0.69
−0.69 −3.98

]
x̂1(t)+

[
0.001 0.001
0.007 0.005

]
y1(t),

ŷ1(t) =

[
−0.24 −0.31
0.29 −0.38

]
x̂1(t),

r1(t) =

[
1 0
0 1

]
(y1(t)− ŷ1(t)),

˙̂x2(t) =

[
−0.88 −0.14
−0.14 −1.5385

]
x̂2(t)

+

[
−0.0003 −0.0005
−0.0013 −0.0004

]
y2(t),

ŷ2(t) =

[
0.099 0.078
−0.314 −0.006

]
x̂2(t),

r2(t) =

[
2 0
0 2

]
(y2(t)− ŷ2(t)),

Assume f (t) =

{
1 t ∈ [10, 25],
0 else

∈ L2
F ([0, 30],R)

shown in Figure 1-(B). We use Matlab to simulate the state

trajectories of systems (1) and (30) under x(0) =
[

1
−1

]
in Figure 2.Meanwhile, we simulate the system state trajecto-
ries 1000 times to obtain the approximate value of ‖L[0,30]

f ,r ‖−.

The residual signal r(t) and ‖L[0,30]
f ,r ‖− > β are described

in Figure 3. After the Monte Carlo simulation, Jth = 95.97
with the evaluation window T = 30. To show the effective-
ness of the designed filter, the residual evaluation function
Jr (t) and the fault signal Jth = 95.97 are depicted in Figure 4.

VI. CONCLUSION
In this paper, the finite horizon H− index and H− FDF for
linear time-varying Markov jump stochastic systems have

been discussed, and some necessary and sufficient conditions
for the H− index larger than a given β > 0 and for the
existence of the desired FDF filter have also been given,
respectively. Moreover, a convenient design method of the
FDF is presented via LMIs. Lemma 2 is a time-variant mod-
ified version of Lemma 1, which has a direct application to
the FDF design of linear uncertain Markov jump stochastic
systems. We believe that both Corollary 1 and Lemma 2 will
play important roles as Lemma 1 has done in robust control
theory. How to generalize the results of this paper to the
infinite horizon case is a valuable work, which merits further
study in our future work.

REFERENCES

[1] M.-Y. Cui, Z.-J. Wu, and X.-J. Xie, ‘‘Output feedback tracking control of
stochastic Lagrangian systems and its application,’’ Automatica, vol. 50,
no. 5, pp. 1424–1433, 2014.

[2] B.-S. Chen and C.-H. Wu, ‘‘Robust optimal reference-tracking design
method for stochastic synthetic biology systems: T–S fuzzy approach,’’
IEEE Trans. Fuzzy Syst., vol. 18, no. 6, pp. 1144–1159, Dec. 2010.

[3] B.-S. Chen, Y.-T. Chang, and Y.-C. Wang, ‘‘Robust H∞-stabilization
design in gene networks under stochastic molecular noises: Fuzzy-
interpolation approach,’’ IEEE Trans. Fuzzy Syst., vol. 38, no. 1, pp. 25–42,
Feb. 2008.

[4] M. Chadli, A. Abdob, and S. X. Ding, ‘‘H−/H∞ fault detection fil-
ter design for discrete-time Takagi–Sugeno fuzzy system,’’ Automatica,
vol. 49, no. 7, pp. 1996–2005, 2013.

[5] J. Chen and R. J. Patton,RobustModel-Based Fault Diagnosis for Dynamic
Systems. Boston, MA, USA: Kluwer Academic, 1999.

[6] S. X. Ding, Model-Based Fault Diagnosis Techniques: Design Schemes,
Algorithms and Tools. Berlin, Germany: Springer-Verlag, 2008.

[7] M. Hou and R. J. Pattor, ‘‘An LMI approach to H−/H∞ fault detection
observers,’’ in Proc. UKACC Int. Conf. Control, Exeter, U.K., Sep 1996,
pp. 305–310.

[8] T. Hou, H. Ma, and W. Zhang, ‘‘Spectral tests for observability and
detectability of periodic Markov jump systems with nonhomogeneous
Markov chain,’’ Automatica, vol. 63, no. 1, pp. 175–181, 2016.

[9] T. Iwasaki, S. Hara, and H. Yamauchi, ‘‘Dynamical system design from
a control perspective: Finite frequency positive-realness approach,’’ IEEE
Trans. Autom. Control, vol. 48, no. 8, pp. 1337–1354, Aug. 2003.

[10] P. P. Khargonekar, I. R. Petersen, and K. Zhou, ‘‘Robust stabilization of
uncertain linear systems: Quadratic stabilizability andH∞ control theory,’’
IEEE Trans. Autom. Control, vol. 35, no. 3, pp. 356–361, Mar. 1990.

[11] Y. Li, W. Zhang, and X. K. Liu, ‘‘H− index for discrete-time stochastic
systems with Markovian jump and multiplicative noise,’’ Automatica,
vol. 90, pp. 286–293, 2018.

[12] J. Liu, J. L. Wang, and G.-H. Yang, ‘‘An LMI approach to minimum sen-
sitivity analysis with application to fault detection,’’ Automatica, vol. 41,
no. 11, pp. 1995–2004, Nov. 2005.

[13] Z. Li, E. Mazars, Z. Zhang, and I. Jaimoukha, ‘‘State-space solution to
the H−/H∞ fault-detection problem,’’ Int. J. Robust Nonlinear Control,
vol. 22, no. 3, pp. 282–299, 2012.

[14] X. Li and K. Zhou, ‘‘A time domain approach to robust fault detection of
linear time-varying systems,’’Automatica, vol. 45, no. 1, pp. 94–102, 2009.

[15] H. Li, Y. Gao, P. Shi, and H. K. Lam, ‘‘Observer-based fault detection for
nonlinear systems with sensor fault and limited communication capacity,’’
IEEE Trans. Autom. Control, vol. 61, no. 9, pp. 2745–2751, Mar. 2016.

[16] X. Li and H. H. T. Liu, ‘‘Characterization of H− index for linear time-
varying systems,’’ Automatica, vol. 49, no. 5, pp. 1449–1457, 2013.

[17] Y. Li, H. R. Karimi, M. Zhong, S. X. Ding, and S. Liu, ‘‘Fault detection for
linear discrete time-varying systems with multiplicative noise: The finite-
horizon case,’’ IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 65, no. 10,
pp. 3492–3505, Oct. 2018.

[18] Y. Li, H. R. Karimi, Q. Zhang, D. Zhao, and Y. Li, ‘‘Fault detection
for linear discrete time-varying systems subject to random sensor delay:
A Riccati equation approach,’’ IEEE Trans. Circuits Syst. I, Reg. Papers,
vol. 65, no. 5, pp. 1707–1716, May 2018.

VOLUME 7, 2019 23711



T. Zhang et al.: H− Index for Linear Time-Varying Markov Jump Stochastic Systems and Its Application to Fault Detection

[19] Y. Ni, W. Zhang, and H. Fang, ‘‘On the observability and detectability of
linear stochastic systems with Markov jumps and multiplicative noise,’’
J. Syst. Sci. Complex., vol. 23, no. 1, pp. 102–115, 2010.

[20] Y. H. Ni, X. Li, and J. F. Zhang, ‘‘Mean-field stochastic linear–quadratic
optimal control withMarkov jump parameters,’’ Syst. Control Lett., vol. 93,
pp. 69–76, Jul. 2016.

[21] Y. H. Ni, J. F. Zhang, and X. Li, ‘‘Indefinite mean-field stochastic linear-
quadratic optimal control,’’ IEEE Trans. Autom. Control, vol. 60, no. 7,
pp. 1786–1800, Jul. 2015.

[22] Z. Ning, J. Yu, and T. Wang, ‘‘Simultaneous fault detection and control for
uncertain discrete-time stochastic systems with limited communication,’’
J. Franklin Inst., vol. 354, no. 17, pp. 7794–7811, 2017.

[23] B. Pourbabaee, N. Meskin, and K. Khorasani, ‘‘Robust sensor fault detec-
tion and isolation of gas turbine engines subjected to time-varying param-
eter uncertainties,’’Mech. Syst. Signal Process., vols. 76–77, pp. 136–156,
Aug. 2016.

[24] H. Shokouhi-Nejad, A. R. Ghiasi, and M. A. Badamchizadeh, ‘‘Robust
simultaneous finite-time control and fault detection for uncertain linear
switched systems with time-varying delay,’’ IET Control Theory Appl.,
vol. 11, no. 7, pp. 1041–1052, 2017.

[25] X. Su, P. Shi, L. Wu, and Y.-D. Song, ‘‘Fault detection filtering for non-
linear switched stochastic systems,’’ IEEE Trans. Autom. Control, vol. 61,
no. 5, pp. 1310–1315, May 2016.

[26] C. Tan and W. Zhang, ‘‘On observability and detectability of continuous-
time stochastic Markov jump systems,’’ J. Syst. Sci. Complex., vol. 28,
no. 4, pp. 830–847, 2015.

[27] Z. Wang, P. Shi, and C.-C. Lim, ‘‘H−/H∞ fault detection observer in
finite frequency domain for linear parameter-varying descriptor systems,’’
Automatica, vol. 86, pp. 38–45, Dec. 2017.

[28] J. L. Wang, G.-H. Yang, and J. Liu, ‘‘An LMI approach to H− index and
mixed H2/H∞ fault detection observer design,’’ Automatica, vol. 43, no. 9,
pp. 1656–1665, 2007.

[29] X.-J. Xie and N. Duan, ‘‘Output tracking of high-order stochastic nonlinear
systems with application to benchmark mechanical system,’’ IEEE Trans.
Autom. Control, vol. 55, no. 5, pp. 1197–1202, May 2010.

[30] J. Yong and X. Y. Zhou, Stochastic Controls: Hamiltonian Systems and
HJB Equations. New York, NY, USA: Springer, 1999.

[31] B. Zhou and W. Luo, ‘‘Improved Razumikhin and Krasovskii stability cri-
teria for time-varying stochastic time-delay systems,’’ Automatica, vol. 89,
pp. 382–391, Mar. 2018.

[32] W. Zhang, L. Xie, and B. S. Chen, Stochastic H2/H∞ Control: A Nash
Game Approach. Boca Raton, FL, USA: CRC Press, 2017.

[33] W. Zhang, H. Zhang, and B. S. Chen, ‘‘Stochastic H2/H∞ control with
(x, u, v)-dependent noise: Finite horizon case,’’Automatica, vol. 42, no. 11,
pp. 1891–1898, 2006.

[34] W. Zhang and C. Tan, ‘‘On detectability and observability of discrete-
time stochastic markov jump systems with state-dependent noise,’’ Asian
J. Control, vol. 15, no. 5, pp. 1366–1375, 2013.

[35] G. Zhuang, Y. Li, and J. Lu, ‘‘Fuzzy fault-detection filtering for uncertain
stochastic time-delay systems with randomly missing data,’’ Trans. Inst.
Meas. Control, vol. 37, no. 2, pp. 242–264, 2015.

[36] G. Zhuang, Y. Li, and Z. Li, ‘‘Fault detection for a class of uncer-
tain nonlinear Markovian jump stochastic systems with mode-dependent
time delays and sensor saturation,’’ Int. J. Syst. Sci., vol. 47, no. 7,
pp. 1514–1532, 2014.

[37] G. Zhuang, X. Yu, and J. Chen, ‘‘Fault Detection Filtering for uncertain Itô
stochastic fuzzy systemswith time-varying delays,’’ Circuits, Syst., Signal
Process., vol. 34, no. 9, pp. 2839–2871, 2015.

[38] Z.-H. Zhang and G.-H. Yang, ‘‘Recursive observer-based fault detection
for a class of nonlinear uncertain systems with output constraints,’’ Int. J.
Robust Nonlinear Control, vol. 27, no. 16, pp. 2630–2645, 2017.

[39] T. Zhang, F. Deng, W. Zhang, and B. S. Chen, ‘‘Mixed H2/H∞ fault
detection filtering for Itô-type affine nonlinear stochastic systems,’’ IEEE
Trans. Autom. Control, to be published.

[40] M. Zhong, S. X. Ding, J. Lam, and H. Wan, ‘‘An LMI approach to design
robust fault detection filter for uncertain LTI systems,’’Automatica, vol. 39,
no. 3, pp. 543–550, Mar. 2003.

[41] Z.-H. Zhang and G.-H. Yang, ‘‘Interval observer-based fault isolation for
discrete-time fuzzy interconnected systems with unknown interconnec-
tions,’’ IEEE Trans. Cybern., vol. 47, no. 9, pp. 2413–2424, Sep. 2017.

TIANLIANG ZHANG received the B.S. degree
from the Shandong University of Science and
Technology, in 2014, and the M.S. degree from the
China University of Petroleum, Qingdao, China,
in 2017. He is currently pursuing the Ph.D. degree
with the South China University of Technology,
Guangzhou, China. His research interests include
robust control, fault diagnosis, mean-field sys-
tems, and stochastic systems.

FEIQI DENG (SM’18) received the Ph.D. degree
in control theory and control engineering from
the South China University of Technology,
Guangzhou, in 1997, where he has been a Profes-
sor and the Director of the Systems Engineering
Institute, since 1999. His main research interests
include stability, stabilization, and the robust con-
trol theory of complex systems, including time-
delay systems, nonlinear systems, and stochastic
systems. He is currently a member of the Technical

Committee on Control Theory (TCCT), Chinese Association of Automation.
He is a member of the Editorial Boards of the Journal of Control Theory and
Applications, the Journal of Systems Engineering and Electronics, and the
Journal of Systems Engineering. He is also serving as the Chair for the IEEE
SMC Guangzhou Chapter, the Director of the Sub-Committee on Stochastic
Systems Control of TCCT, a Vice Editor-in-Chief of the Journal of South
China University of Technology.

WEIHAI ZHANG (SM’16) received the M.S.
and Ph.D. degrees from Zhejiang University,
Hangzhou, China, in 1994 and 1998, respectively.

He was a Postdoctoral Researcher, from 2001 to
2003, and a Visiting Professor, from 2010 to
2011 and from 2015 to 2016, with National Tsing
Hua University, Hsinchu, Taiwan. He is currently
a Professor with the Shandong University of Sci-
ence and Technology, Qingdao, China. He has
authored or co-authored more than 110 peer-

reviewed journal papers and one monograph Stochastic H2/H∞ Control:
A Nash Game Approach (Boca Raton, FL, USA: CRC Press, 2017). His
research interests include stochastic control theory and its applications, linear
and nonlinear stochastic optimal controls, mean-field systems, robust H∞
control, stochastic stability and stabilization, multiobjective optimization,
and fuzzy adaptive control.

Dr. Zhang is a member of the Technical Committee on Control Theory
of the Chinese Association of Automation. He received the Second Prize of
the Ministry of Education of the People’s Republic of China twice. He is a
Taishan Scholar of Shandong Province of China and serves as an Associate
Editor for the Asian Journal of Control and the Journal of the Franklin
Institute.

23712 VOLUME 7, 2019


	INTRODUCTION
	PRELIMINARIES
	DEFINITIONS AND LEMMAS

	FINITE HORIZON H- INDEX
	H- FDF
	NUMERICAL EXAMPLE
	CONCLUSION
	REFERENCES
	Biographies
	TIANLIANG ZHANG
	FEIQI DENG
	WEIHAI ZHANG


