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ABSTRACT This paper proposes a Petri-net-based specification of cyber-physical systems dedicated to the
control of a direct matrix converter with space vector modulation (SVM) and transistor commutation. The
technique employed is further applied for hardware implementation in a programmable logic device [namely,
field-programmable gate array (FPGA)]. Contrary to the traditional SVMcomputationmethods, concurrency
aspects of the digital devices are highly utilized in the presented solution. Therefore, the hardware system
is specified by a live and safe Petri net, which is based on the parallelism. Moreover, such a specification
can be easily analyzed and verified against the structural properties in order to avoid formal errors and
prototyping mistakes (such as deadlocks or non-reachable states). The proposed idea is illustrated by a
case-study example of the real prototype of the SVM algorithm. The system has been specified by a live
and safe Petri net, analyzed, verified, and finally implemented in the FPGA device. The obtained results of
the physical implementation are presented and discussed.

INDEX TERMS Concurrency, FPGA, cyber-physical system, matrix converter, Petri net, SVM, Verilog.

I. INTRODUCTION
A cyber-physical system (CPS), [1], [2], creates a set of com-
ponents that interact with each other, integrating cybernetic
aspects with physical processes. The operation of such a
system is, by nature, concurrent, enabling the execution of
multiple operations simultaneously. For example, one cyber-
physical system is a power electronic converter, which is used
to control digital circuits and must interact with the phys-
ical environment. Increasingly, digital control systems for
power converters must meet high requirements for advanced
modulation and commutation process, as well as control of
executive devices. Additionally, it is possible to exchange
information about the state of the converter or its failures
with the physical environment. The development of convert-
ers is related to the progress of control systems and user
interfaces as well as power semiconductor components. All
these require the use of sophisticated hardware specification
algorithms.

The associate editor coordinating the review of this manuscript and
approving it for publication was Luis Gomes.

Development of power semiconductor devices and the
increase in the areas of their application has brought on
the development of complex converter configurations and
various control schemes [3]. The main stage of the power
converter is usually conceived as a combination of elementary
semiconductor power devices (transistors and diodes) with
passive reactance elements (capacitors, inductors or trans-
formers). Recent advances in semi-conductor technology
have led to an increase in the transistor switching frequen-
cies in modern power converters, up to a hundred kilohertz
(by application of Silicon Carbide (SiC) [4], [5] or Gallium
nitride (GaN) [6] transistors). Increasing switching frequency
makes possible a reduction in the size and weight of the
reactance elements as well as of the entire converter. At the
same time, the number of switching devices is increasing
in modern power converters. High switching frequencies,
a large number of power switches, as well as a complex
control strategy,make necessary the use of parallel processing
techniques in the control loops.

An example of a power electronic converter with a large
number of power electronics switches and sophisticated con-
trol schemes is the matrix converter (MC) [7]. For decades,
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the MC has been an attractive topology for three-phase AC-
AC power conversion.

The specificity and complexity of the MC control scheme
results directly from its construction as a direct frequency
converter. The MC main power stage forms a matrix of
bi-directional power electronic switches connected between
input and output terminals. Additionally, for good perfor-
mance, the MC should have a source low pass LC fil-
ter, the purpose of which is the minimization of the high
frequency components in the input current [8]. Distinctive
switch configurations require the generation of appropriate
pulse widthmodulation (PWM) signal patterns for the control
of individual transistors with a safe commutation strategy
and optimized switching power losses [9], [10]. Of the many
existingmodulation strategiesMCs, the space vector modula-
tion (SVM) methods are the most widespread. Additionally,
to ensure the safe switching of transistors and to minimize
the losses generated during switching, different switching
sequences, called commutation strategies are used [9]. In the
scientific literature, commutation strategies are known in
which the switching sequences are defined depending on the
direction of the load current or voltage on the switch. Both
processes, modulation of the control function and commu-
tation of transistors require relatively large computational
resources for control devices such as digital signal proces-
sors (DSPs) or microcontrollers (µC). In addition, the con-
verter works with a master control algorithm that results from
its specific application (Fig. 1). For example, a MC can be
a power supply for a variable speed drive system, a power
electronic interface for distributed AC energy sources, or a
part of an electric power conditioner [11]. Depending on
the complexity of external algorithms, additional calculations
and transformations as well as measurements of external
signals are required. This further adds to the demand for
available computing power in control devices. At the same
time, the process of modulating the control function and
commutation of transistors has a constant structure regardless
of the type of application. This relatively complex computa-
tion fragment of the entire control algorithm (marked with a

FIGURE 1. General structure of the power electronic converter control
system.

red square in Fig. 1.) can be implemented and optimized in
CPLD (complex programmable logic devices) or FPGA (field
programmable gate array) devices. Considering the above,
there is a need to implement the discussed algorithms in
FPGA devices and to develop procedures for optimizing and
verifying the correctness of the code for the implemented
algorithms.

A. OVERVIEW OF EXISTING SOLUTIONS
Nowadays, the most common way to implement digital mod-
ulation and commutation algorithms in the MC is to use
complex microprocessor systems, often combining DSP and
FPGA technologies [12]. Design solutions for research pro-
totypes often use rapid prototyping and diagnostic platforms
based on a programming environment equipped with ready-
made block control functions with a dedicated real-time hard-
ware simulator, e.g. DSpace, Opal-RT [13], [14]. In the MC
themaster control andmodulation algorithm are inmost cases
embedded in the DSP, while the FPGA is solely used to exe-
cute the functions associated with commutation issues [12].
It should be noted that the DSP is limited in the number of
instructions per sampling cycle. This is especially important
for very high switching frequencies of several dozen (several
hundred) kilohertz, where the time required for perform-
ing algorithmic calculations is very short [15]. In addition,
the amount of PWM digital signals needed, related to the
number of controlled transistors, also significantly increases
the number of calculations needed to perform.

Summarizing these considerations, it can be concluded that
the use of novel power semiconductors e.g. SiC transistors in
matrix converters offers great opportunities associated with
reduction of commutation losses and increase in the power
density [15], [16].

At the same time, the implementation of a complex SVM
algorithm and commutation strategy with very short com-
puting times resulting from a high switching frequency can
be difficult to implement in classical DSP systems. There-
fore, hardware implementations of the SVM algorithm using
programmable logic devices have become more popular.
FPGA devices due to their flexibility, parallelism, process-
ing speed and reconfigurability are often the best choice of
the implementation platform in various fields of industry
and science [17], [18] including SVM algorithm realiza-
tion [7], [19]–[21]. Generally, there are two main approaches
to SVM algorithm hardware implementation. The first one
uses a hybrid of connected DSP and FPGA devices, while
the second is based on the FPGA only.

In [19] a typical hybrid DSP-FPGA approach is presented.
The DSP module calculates parameters and selects modula-
tion mode, while the programmable device is used for PWM
pulse generation. The advantage of such an approach is a
low-cost system architecture, but the use of external tools
to model the FPGA-part can be seen as a drawback. Using
specialized tools (e.g., Matlab/Simulink) forces additional
conversions which causes inefficient hardware utilization of
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the FPGA device. Moreover, the aspects of concurrent com-
putation are not considered in the paper.

A similar DSP-FPGA approach, but without any data-
transfer bus, is proposed in [20]. Another advantage of
the proposed method is the use of the parallelism feature
of FPGAs. Unfortunately, the presented approach requires
advanced design knowledge of various design and implemen-
tation tools. Moreover, the implementation of the whole SVM
algorithm in the FPGA is not considered.

The second group of the discussed hardware implementa-
tion techniques uses only the FPGA device (without DSP)
to implement the SVM algorithm. It is worth noting that
such an implementation (especially when the algorithm uses
advanced mathematical functions, e.g., trigonometric func-
tions [22]) is much more difficult because of the severe
restrictions of the synthesis tools (e.g., Xilinx ISE Design
Suite) [18]. Nevertheless, application of the FPGA results in
benefits that cannot be achieved by the traditional DSP, such
as parallelism and computation speed.

Using System-On-a-Chip (SoC) for hardware implemen-
tation of an SVM algorithm is presented in [7]. The authors
show the benefits of using an embedded processor (a part of
FPGA from Xilinx Virtex-4 family) instead of a traditional
DSP. As the authors state, using an FPGA as the implemen-
tation platform results in a very high modulation frequency
and shortens the processing time. Furthermore, the whole
system is integrated in one single chip. Unfortunately, the
presented approach requires conversion to the VHDL code
and the use of external tools (e.g., Matlab/Simulink, ISE-
EDK). Moreover, utilization of FPGA with integrated pro-
cessors increases the final cost of the system.

Gulbudak and Santi [21] propose an FPGA-based model
predictive controller (MPC) as a matrix converter. The advan-
tages of the presented approach are the use of an FPGA
(without DSP) for computation only and utilization of the
concurrent feature of the FPGA (some computation tasks
are performed simultaneously). Unfortunately, the presented
solution is shown at a very general level without the important
information regarding the implementationmethodology, such
as modeling methods or use of special tools or converters.

B. MOTIVATION AND PROBLEM FORMULATION
Summarizing the above discussion, it is worth noting, that a
significant trend in the use of programmable logic devices
(especially FPGA) as a hardware implementation platform
for the SVM algorithm can be observed. Themain advantages
of FPGAs, such as the parallel task execution feature and very
high processing speed, result in the growing popularity of
FPGA use in the SVM hardware implementation. Unfortu-
nately, existing solutions usually need external tools (mostly
Matlab/Simulink), which requires further translations into
the hardware description languages. Moreover, very often
the parallel feature of digital devices is not fully exploited.
Finally, most of the approaches are based on a FPGA-DSP
hybrid structure, where the traditional DSP is responsible for
mathematical operations execution.

The paper tries to face the problems mentioned above.
The proposed SVM approach is oriented toward the
cyber-physical system implemented in a single FPGA. Con-
trary to the existing solutions, the proposed approach neither
requires any additional convertors nor specialized external
tools.

There are several approaches for representing the SVM
algorithm. The most popular one applies concurrency
flowcharts, or block diagrams supplemented by mathemati-
cal equations. However, it seems that more efficient options
rely on the use of a specialized modeling language, such as
UnifiedModeling Language [23] or Petri nets [24], [25]. This
paper applies safe and live Petri nets to specify the system.
Such an approach results in several benefits. First of all,
the proposed technique greatly exploits the parallel features
of Petri-net-based specification, since most of the operations
are performed simultaneously.

Moreover, Petri nets are supported by various analysis and
verification methods [26]–[35] which can be applied in order
to ensure that the model is formally correct before going
on with the next steps of the design process (description on
HDLs, synthesis, implementation). It is worth mentioning
that the analysis of the reliability and robustness of the system
is also possible [27], [28], [36]–[38], as well as the application
of the model checking techniques [33], [39], or even detailed
analysis of concurrency and sequentiality relations in the
system [40].

Furthermore, dedicated decomposition methods (designed
specifically for Petri net models) can be applied in order
to split the algorithm into several modules [26], [41], [42].
Moreover, each of those modules can be implemented
as an independent device, constituting a distributed sys-
tem [41]–[43]. Additionally, Petri nets allow a comfortable
prototyping framework/method enabling further dynamic
partial reconfiguration of the targeted FPGA device [18].
This feature is very useful in the case of systems that
require modification of part of the system without shutting
down the whole system [44]. In other words, a separated
part of the algorithm (module) with changed specifica-
tion can be easily replaced without interruption of other
modules [18], [44].

Finally, it should be mentioned that there are several
types of Petri nets, e.g., Colored Petri nets, Ordinary Petri
nets, Unbounded Petri nets, Hybrid Petri nets, S3PR nets,
and interpreted Petri nets [18], [27]–[29], [41], [45]–[50].
Each of them contains unique features and thus can
be applied in different areas, such as system engineer-
ing, concurrent control system implementation in digi-
tal devices, distributed systems or flexible manufacturing
systems.

In this paper we shall use live and safe Petri nets, which
are very efficient for control process modeling [41], [43].
Furthermore, such nets can relatively easily split the system
into sequential components in order to create a distributed
system, or to apply the idea of the FPGA dynamic partial
reconfiguration feature [18], [41].
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C. MAIN CONTRIBUTIONS OF THE PAPER
The paper proposes application of Petri net theory to the
specification of cyber-physical systems designed to control
a direct matrix converter with space vector modulation and
transistor commutation. The presented approach involves
several steps. Initially, the SVM algorithm is described by an
interpreted Petri net. Such a specification naturally reflects
the parallel relations of the designed system. Moreover, con-
trol systems described with Petri nets can be easily decom-
posed into sequential modules and allows for application
of dedicated analysis and verification methods to check the
main properties of the system (liveness, safeness, markings,
classification, number of the minimal SMCs that cover the
net, etc.).

In short, the main contributions can be summarized as
follows:
• A Petri-net based specification of a cyber-physical
system designed to control anMCwith SVM and modu-
lation is proposed. The method is oriented toward imple-
mentation in an FPGA device.

• The proposed idea involves the main benefit of Petri nets
and digital devices, that is, their parallelism. It means
that several tasks are calculated simultaneously, which is
not possible in the case of traditional techniques (based
on the DSPs), which execute operations sequentially.

• Themethod applies to live and safe Petri nets, which per-
mit the analysis and verification of the designed system
in order to avoid errors and mistakes at the specification
stage.

• The applied specification model allows further decom-
position of the system into the sequential modules (state
machine components, SMCs). These modules can be
applied to form a distributed system or to the dynamic
partial reconfiguration of the system.

• The presented idea is illustrated by a real-life case study
example. The presented cyber-physical system has been
specified by a live and safe Petri net, described in the
Verilog language and finally implemented in an FPGA.

The structure of the paper is organized as follows. Sec-
tions II and III introduce matrix converters and Petri nets,
respectively. The main idea of the proposed technique is
shown in Section IV, while the subsequent section presents
the case-study example. The results of analytical, numerical
and hardware verification of the system are presented in
Section VI. Finally, Section VII concludes the paper and
shows possible directions for future research.

II. MATRIX CONVERTER TOPOLOGY AND SPACE
VECTOR MODULATION ALGORITHM
The direct matrix converter (MC) is a power converter topol-
ogy based on controlled bidirectional switches, as shown
in Fig. 2 [7]–[10].

The MC is an alternative to the conventional back-to-back
converter. The MC can offer significant advantages in terms
of weight and volume (high power density) and it does not
require any energy storage element. The matrix converter

FIGURE 2. Topology of six-bidirectional switch matrix converter with
source LC low-pass filter.

input/output voltage or current relationships are defined by
the equations (1) and (2) [9]. vA(t)

vB(t)
vC (t)

 =
 saA sbA scA
saB sbB scB
saC sbC scC

 va(t)vb(t)
vb(t)


 ia(t)ib(t)
ic(t)

 =
 saA saB saC
sbA sbB scB
scA scB scC

 iA(t)
iB(t)
iC (t)

 (1)

vABC (t) = Dvabc(t)iabc(t) = DT iABC (t) (2)

Different modulation strategies for matrix converters,
including the low frequency modulation function (Venturini
and the scalar method), space vector modulation (SVM) tech-
niques and predictive control, have been previously reported
in science literature [10]. The SVM algorithm is most often
used in matrix converter applications because of its favorable
control properties. The SVM is based on the instantaneous
space vector representation of MCs signals.

The transform from the three-phase line-to-line output
voltages uab(t), uba(t), uca(t) to the complex vector uOL is
given by (3) while the transformation of the MC input cur-
rents iA(t), iB(t), iC (t) is given by (4).

uOL =
2
3

(
uab(t)+e−

j2π
3 ubc(t)+e

j2π
3 uca(t)

)
= |uOL |e

jαOL (t)

(3)

iS =
2
3

(
iA(t)+ e−

j2π
3 iB(t)+ e

j2π
3 iC (t)

)
= |iS |e

jβI (t) (4)

In the MC with SVM the output voltage reference space-
vectors uOL and input current reference space-vectors iS
are constructed by selecting four ‘‘active’’ and one ‘‘zero’’
switch combinations in the sequence period TSeq [9]. Allowed
‘‘active’’ and ‘‘zero’’ switch configurations and the corre-
sponding values of output voltages and grid currents for
individual output or input terminals are listed in Table 1.

Voltage and current vectors with non-zero amplitude are
created during ‘‘active’’ switch configurations. The zero
configurations are applied to complete time interval TSeq.
In Fig. 3 the output voltage and input current vectors corre-
sponding to the ‘‘active’’ switch configurations are shown,
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TABLE 1. Switch configuration in the MC SVM algorithm.

FIGURE 3. Graphical interpretation of: a) sectors and direction of the
output non-zero voltage vectors, b) sectors and directions of the input
line non-zero current vectors.

FIGURE 4. Synthesis description of: a) reference output voltage vector
uOL, b) reference input current vector iS .

respectively. The complex coordinate system is divided into
six sectors SO for output voltages and six sectors Si for source
current. The resulting voltage vector creates an αO angle
while the current vector creates a βi angle between the origin
of the coordinate system.

The synthesis process of reference output voltage and
source current space vectors is presented in Fig. 4, according
to dependence (5).

uOL = u1OL + u
2
OL = dIuI+dIIuII+dIIIuIII + dIV uIV (5)

where: dk = tk/TSeq, k = I , II , III , IV , and d0 = 1 − dI −
dII − dIII − dIV. Relative switching times in each sequence
period TSeq are defined by the following equations [9]:

dI = (−1)SO+Si+1
2qcos

(
α̃O −

π
3

)
cos

(
β̃i −

π
3

)
√
3 cosϕi

(6)

dII = (−1)SO+Si
2qcos

(
α̃O −

π
3

)
cos

(
β̃i +

π
3

)
√
3 cosϕi

(7)

dIII = (−1)SO+Si
2qcos

(
α̃O +

π
3

)
cos

(
β̃i −

π
3

)
√
3 cosϕi

(8)

dIV = (−1)SO+Si+1
2qcos

(
α̃O +

π
3

)
cos

(
β̃i +

π
3

)
√
3 cosϕi

(9)

For equations (6)–(9), new angles α̃O and β̃i are defined
relative to the bisecting line of the current sector of the
complex coordinate system and reference voltage and current
space vectors, respectively. The new angles are limited to
the following values: π6 < α̃O < π

6 ;
π
6 < β̃i <

π
6 . The

switching pattern of the switches depends on the position of
the reference vectors in a sector SO and Si and is summarized
in Table 2 [9].

TABLE 2. Selection of the switching configurations for each combination
of output voltage SO and input current Si sectors.

The distribution of zero vectors in a given switching
sequence is determined by the dIV sign, which is summarized
in Table 3. The advantage of SVM is the ability to control the
input displacement angle ϕi between the source current and
the voltage as is shown in Fig. 4b. The disadvantage of the
matrix converter is voltage gain, the maximum value of which
is equal qmax =

√
3
2 ≈ 0.866.
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TABLE 3. Selection of the ‘‘zero’’ switching configurations for each
combination of output voltage SO and input current SI sectors and sign
of dIV .

Safe commutation of individual transistors of the matrix
converter is connected with the fulfillment of the follow-
ing rules: i) should not cause a short circuit between the
two input phases, because the consequent high circulating
current might destroy the switches, ii) should not cause an
interruption of the output current, because the consequent
overvoltage might likely destroy the switches [9]. In order to
meet these rules, several commutation strategies have been
proposed [51], [52]. The most common solution is the four-
step commutation strategy. In this method the direction of
current flow through the commutation cells can be controlled
(Fig. 5, top), and the current direction is used to determine
which device in the active switch cell is not current con-
ducting. The commutation process as a timing diagram and
a state diagram is shown at the bottom of Fig. 5. An identical
switching sequence occurs between any two bidirectional
switches in each output phase of the MC.

FIGURE 5. Four step MC commutation of bi-directional switches: general
commutation circuit and definition of the current direction (top), diagram
of four-step commutation process based on current direction for two
bi-directional switches (bottom).

Commonly in MC control systems, the commutation pro-
cess is carried out with FPGAs due to the limited computing
power of DSPs, while the modulation and control part of the
control algorithm is implemented on DSP devices [12]. Digi-
tal controllers for power converters are being more and more

implemented in FPGAs due to the increasing complexity of
modulation and commutation algorithms, higher switching
frequencies, and concurrence requirements. In this paper, due
to the high switching frequency of PWM signals, both the
modulation and commutation processes will be implemented
in the FPGA device.

III. PETRI NETS
Let us introduce the main definitions and notations nec-
essary to explain the proposed idea. The presented defini-
tions correspond to the notations from [18], [28], [41], [43],
and [53]–[57].
Definition 1:APetri netPN is a 4-tupe:N = (P,T ,F,M0)

where P is a finite set of places, T is a finite set of transitions,
F⊆ (P× T )∪(T × P) is a finite set of arcs,M0 : P→ N is an
initial marking. Sets of input and output places of a transition
are defined as: t = {p ∈ P : (p, t) ∈ F , t = {p ∈ P : (t, p) ∈
F , while sets of input and output transitions of a place are
denoted as: p = {t∈T : (t, p) ∈ F , p = {t ∈ T : (t, p) ∈ F .
Definition 2: A state of a Petri net N = (P,T ,F,M0) is

called a marking. A marking is a vector P of nonnegative
integer numbers assigning to every place p ∈ P number
of tokens. M (p) corresponds to the number of tokens in
place p. A marking can be changed by the firing of a tran-
sitions. A transition can fire if every one of its input places is
marked. A place is marked if M (p) > 0. When a transition
is fired tokens move from every one of its input places to
every one of its output places. A marking Mn is said to be
reachable from marking M0 if there exists a flow of firings
that transforms M0 to Mn.
Definition 3: A Petri net N = (P,T ,F,M0) is said to

be safe, if the number of tokens in each place p ∈ P
does not exceed 1 for any reachable marking Mn that is
p∈P : M (p) ≤ 1.
Definition 4: A Petri net N = (P,T ,F,M0) is live, if for

any reachable marking Mn and any transition t ∈ T there is
marking Mm reachable from Mn, such that t can fire in Mm.
A safe and live Petri net is a well-formed net.
Definition 5: A marked graph net (MG-net) is a Petri net

PN = (P,T ,F,M0) for which every place p has exactly one
input transition and exactly one output transition i.e. ∀p ∈
P: | • | = |p| = 1.
Definition 6: A state machine net (SM-net) is a Petri

net PN = (P,T ,F,M0) for which every transition t has
exactly one input place and exactly one output place i.e.
∀t ∈ T : | • | = |t| = 1, and there is exactly one token at
the initial marking.
Definition 7: A state machine component (SMC) of a Petri

net PN = (P,T ,F,M0) is a Petri net S = (P
′

,T
′

,F
′

,M
′

0)
such that S is an SM-net.
Definition 8: A Petri net PN = (P,T ,F,M0) is SM-

coverable, if for each place p ∈ P there is an SMC S =
(P
′

,T
′

,F
′

,M
′

0) of PN such that p ∈ P′.
Definition 9: An incidence matrix of a Petri net PN =

(P,T ,F,M0) with n = |P| places and m = |T | transitions
is an Am×n=[aij] matrix (where m refers to rows, and n refers
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to columns) of integers, given by:

aij =


−1, if pj ∈ •i and pj /∈ ti •
1, if pj /∈ •i and pj ∈ ti •
0, otherwise

Definition 10: A place invariant (p-invariant) of a Petri net
PN = (P,T ,F,M0) is a vector Ey of nonnegative integers
that solves the equation Ey·AT = 0, where y 6= 0 and AT is a
transposed incidence matrix of the net.

IV. THE IDEA OF THE PROPOSED TECHNIQUE
The idea of the proposed method is based on the specification
of the cyber-physical system in the form of a live and safe
Petri net (Fig. 6). There are 19 places and 11 transitions in the
net. It is assumed that tasks executed by the hardware system
are associated to the places of the net, as shown in Tab. 3.

FIGURE 6. Petri net-based specification of the proposed hardware system.

There are 19 main stages (tasks) in the proposed hardware
method. They are directly represented by the particular places
of the net. Note that most of tasks are executed concur-
rently, especially computations regarding values for load volt-
ages and source currents (places p2, . . . , p5). Furthermore,
all the duty cycles are calculated in a simultaneous manner

TABLE 4. Tasks executed by the particular places of the presented
Petri net.

(p12, . . . , p15), as well as commutation between switches
(p17, p18, p19).
Let us now describe each of the above tasks in more

detail. Initially, the instantaneous values of the load voltages
uab, ubc, uca and source currents iA, iB, iC are set based on the
input values. This task is associated with the place p1 in the
presented Petri net. Then, the real and imaginary parts for
the space vectors uOL and iS are simultaneously computed.
In particular, the following tasks are executed [9]:

1. Computation of the real part (Re) of the space vector
for uOL (place p2):

Re(uOL) =
1
3
(2uab − ubc − uca) (10)

2. Computation of the imaginary part (Im) of the space
vector for uOL (place p3):

Im(uOL) =

√
3
3
(ubc − uca) (11)

3. Computation of the real part (Re) of the space vector
for iS (place p4):

Re(iS ) =
1
3
(2iA − iB − iC ) (12)

4. Computation of the imaginary part (Im) of the space
vector for iS (place p5):

Im(iS ) =

√
3
3
(iB − iC ) (13)
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Once the real and imaginary parts of the space vectors are
obtained, the calculations regarding angles and sectors are
performed. Note that such operations are executed simulta-
neously for voltages and currents. Indeed, places p6, p8, and
p10 refer to the computation angle α̃O for uOL (angle αO
computation, the sector SO computation and angle αO scaling,
respectively), while angle β̃i for iS (angle β computation,
the sector Si computation and angle β̃i scaling) is computed
by tasks associated to places p7, p9, and p11. In particular,
computation of the angle αO between the real and imaginary
parts of the space vector for uOL is executed according to the
equation (place p6):

αO = atg
Im(uOL)
Re(uOL)

(14)

Further computation of the sector SO for the voltage space
vector is based on the angle αO (place p8). Finally, normal-
ization (scaling) of the angle αO from the initial range −π ≤
αO ≤ π to the range −π6 ≤ α̃O ≤

π
6 is executed depending

on the sector SO [9] (place p10).
Computation of the angle βi between the real and imagi-

nary parts of the space vector for iS is performed in the same
manner (place p7):

βi = atg
Im(iS )
Re(iS )

(15)

Similarly, computation of the sector Si for the voltage space
vector is calculated based on the angle βi (place p9). Finally,
angle βi is normalized from the initial range −π ≤ βi ≤ π
to the range −π6 ≤ β̃i ≤

π
6 (place p11).

The modulation duty cycles are computed within places
p12, . . . , p15. Those values are calculated simultaneously,
according to equations (6)–(9). Indeed, the value of the mod-
ulation duty cycle dI is obtained by the execution of place
p12, the value of cycle dII is computed by the operations
performed within place p12, and so on. Based on those values,
the switches (internal PWM signals SaA, . . . , ScC ) are gener-
ated. This task is executed within place p16.
Finally, the output commutation signals (TaA1, TaA2, TaB1,

TaB2, TaC1, TaC2, TbA1, TbA2, TbB1, TbB2, TbC1, TbC2, TcA1,
TcA2, TcB1, TcB2, TcC1, TaC2) are computed. They are eval-
uated concurrently by places p17, p18, p19. Each place repre-
sents a task referred to at a particular line. Therefore, place p17
represents operations related to the line a, place p18 is related
to the line b, while place p19 refers to the line c. Note that
thanks to the applied Petri net-based specification, the tasks
for particular lines are executed concurrently.

V. CASE-STUDY EXAMPLE (HARDWARE
IMPLEMENTATION OF THE PROPOSED METHOD)
Let us now present the hardware implementation of the Petri-
net specification of the system shown in the previous section.
Fig. 7 shows the block-diagram of the system. It is assumed
that each place of the Petri-net refers to the hardware module
of the system. For example, place p2 corresponds to the
component that is responsible for computation of the real

FIGURE 7. Block diagram of the hardware system designed according to
the presented Petri net.

part of the space vector for voltages, etc. All but two of the
modules have been prepared (written) in a pure Verilog hard-
ware language, the exceptions being two sub-components that
are dedicated to the trigonometric operations, which we shall
discuss later.

All the modules of the system are connected via internal
buses. Most of components are synchronous, thus an external
clock signal clk is delivered (see Fig. 7). Furthermore, seven
blocks of the system are zeroed by the reset signal (four
modules that compute duty cycles dI ,. . . , dIV , and three com-
mutation blocks). Let us briefly describe all the components
of the presented hardware system.

A. COMPUTATION OF THE REAL AND IMAGINARY PARTS
OF THE SPACE VECTOR FOR VOLTAGES AND CURRENTS
(FOUR MODULES)
There are four blocks that are responsible for calculation of
the real or imaginary parts of the space vectors. All those
tasks are executed concurrently. The upper two modules
(denoted as Re and Im on the block diagram) refer to places
p2 and p3 of the Petri net and they are applied in order to
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compute the proper values of the space vector for voltages.
Similarly, two bottom modules Re and Im are designed to
obtain the real and imaginary parts of the space vectors for
currents (places p4 and p5 of the net). All those components
are prototyped as combinational circuits, thus no clock nor
reset signal are delivered. The internal computation of the
trigonometric function (arctangent) is performed with the
use of a COordinate Rotation DIgital Computer (CORDIC)
technique. In particular, the dedicated Intellectual Property
(IP-core) from Xilinx is applied [58].

B. ANGLE COMPUTATION OF THE SPACE VECTORS
(TWO MODULES)
This is a sequential module that computes the proper angle
between the real and the imaginary parts of the space vectors.
There are two instances of this block. The first one refers to
place p6 of the presented Petri net. This module calculates
angleαO of the load voltages space vector, based on the values
generated by the blocks Re and Im from the previous step.
Similarly, the second component computes angle βi of the
source currents space vector.

Listing 1. Verilog source code of block Angle computation.

Listing I shows the sample Verilog code of the block Angle
computation. The same module is used in order to compute
αO and βi, however different input values are delivered for
particular instances. The main part of the module is for calcu-
lation of the real and imaginary parts of the space vector (both
components are instantiated within the code). Furthermore,
additional conversions between natural binary code and the
1QN system (used by Xilinx CORDIC) is performed. Note
that those operations are executed by sub-components pre-
pared in a pure Verilog language.

C. SECTOR COMPUTATION OF THE SPACE
VECTORS (TWO MODULES)
There are two instances of this component. The first one
(denoted as Sector SO computation in Fig. 7) computes sector

SO of the space vector for load voltages. This instance corre-
sponds to place p8 of the Petri net. The result is obtained on
the value of the angle αO. Furthermore, the second instance
(SectorSicomputation, place p9 of the net) computes sector Si
for source currents, based on the angle βi.

D. ANGLE NORMALIZATION (TWO MODULES)
Two modules are designed in order to normalize the angles to
the range

〈
−
π
6 ,

π
6

〉
. The first one, Angle αO normalization,

refers to the place p10 of the net and it scales the angle
for voltages. The second component, Angle βi normalization
corresponds to place p11 and it adjusts the angle for cur-
rents. Both modules are prepared as a combinational logic.
The resulting (normalized) angle is computed according to
the angle αO (for load voltages) or βi (for source currents),
depending on the current sector of the space vectors (SO or
Si, respectively).

E. DUTY COMPUTATION AND ORGANIZATION
(CONSISTS OF FOUR MODULES)
There are four modules that are in response of the com-
putation of the modulation duty cycles of switches. Those
components refer to places p12, . . . , p15 of the Petri net from
Fig. 6. Particular values (dI , dII , dIII , or dIV ) are computed
directly according to Equations (6)–(9). All four components
are shown on the diagram (Fig. 7). Since there are several
input signals to those modules, they are grouped into the
top-module, called Duty computation and organization order,
to increase the visibility of the schema. Furthermore, each
module is synchronous, and it applies clock signal. The exter-
nal frequency divisor (denoted as clk div duty) is applied
in order to adjust the adequate sequence period. Therefore,
the switching time can be set depending on the user needs.

Listing II shows the sample Verilog code of the top-module
Duty computation and organization. Particular values of
duty cycles (denoted as d1,. . . , d4) are computed with the
use of trigonometric function (namely, cosine function is
calculated). To obtain the results, the CORDIC module
is applied once more. Additional sub-components (Multi-
ply_Three_1QN) are used in order to perform basic mathe-
matical operations (they are written in a pure Verilog code).

F. SWITCH COMPUTATION (ONE MODULE)
This module corresponds to the place p16 sets the adequate
switch configuration by generation of the nine PWM sig-
nals (SaA, . . . , ScC ). Those values are computed according
to Table 2, depending on the modulation duty cycles and
positions of voltage and current vectors in sectors SO and Si.
The configuration can be set in ‘‘active’’ or ‘‘zero’’ mode
(cf. Section II). The proper selection is executed by a single
conditional assignment. Listing III shows the sample Ver-
ilog codes for those operations. The ‘‘zero’’ configuration
of switches (upper line of the listing) is implemented as
a combinational logic, and as a shift operation combined with
modulo operations between the voltage and current sectors.
The output values are selected between the ‘‘active’’ and
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Listing 2. Verilog source code of block Duty computation and
organization.

Listing 3. Computation of the ‘‘zero’’ configuration and selection
between both configurations.

‘‘zero’’ configurations (bottom line of the listing), depending
on the relative switching times. This operation is also per-
formed by a combinational logic (simple multiplexer).

G. FOUR-STEP COMMUTATION (THREE MODULES)
Finally, the output signals of the system are produced by
three components that perform four-step commutation. Each
module is dedicated for each output line (a, b, c) and they
refer to the places p17, p18, and p19 of the Petri net. The
four-step commutation strategy is implemented as a finite-
state machine. The switching sequence is executed in four
main steps. It is possible to parameterize the commutation
time according to the user needs. Moreover, the applied com-
mutation technique assures proper switching in the case of
high frequency of input signals. In particular, the operation
is immediately terminated if changes to the input signals are
detected.

VI. ANALYTICAL, NUMERICAL AND HARDWARE
VERIFICATION OF THE SYSTEM
The proposed method has been verified analytically, numer-
ically and experimentally. Initially, the specification of the
systemwas analyzed and verified. Next, the numerical valida-
tion of the proposed method was performed. Finally, the sys-
tem was implemented in an FPGA device. Let us discuss the

above procedures in more detail with a brief summarization
regarding limitations and scope of the presented technique.

A. VERIFICATION AND ANALYSIS OF THE SPECIFICATION
OF THE PROPOSED SYSTEM
The Petri-net based specification of the proposed sys-
tem has been verified and analyzed with the applica-
tion of the set of dedicated tools that are available
on-line at: http://gres.uninova.pt (the IOPT-Tools devel-
oped at Universidade Nova de Lisboa [39], [44]) and
http://www.hippo.iee.uz.zgora.pl (Hippo system developed at
University of Zielona Góra). In particular, the main properties
of the net have been checked such as: liveness, safeness,
number of states (markings), classification, number of the
minimal SMCs that cover the net, etc. The complete results
of the analysis are shown in Table 5. The net has been added
to the Hippo system and it is available on-line at: http://
www.hippo.iie.uz.zgora.pl/index.php?id=petri_net&nr=482

TABLE 5. Results of analysis of the Petri net that specifies the proposed
hardware system (from Fig. 3).

From the above results, it can be noticed that the Petri net
is live and safe. Those two properties are crucial regarding
further design of the hardware system. Loosely speaking,
the prototyped Petri net is free of any deadlocks and unreach-
able states (redundancy). It means that from the formal point
of view the system is properly specified.

Furthermore, the detailed analysis indicates that the net is
classified as a Marked Graph. Such information can be useful
in case of further optimizations and additional analyses, since
this particular class of Petri nets has unique properties (please
refer to [41], [54]–[57], and [61]–[70] for more details).
Moreover, there are 20 reachable markings (states) in the net,
while the total number of place invariants in the net is equal
to 48. All of those invariants correspond to the state machine
components of the Petri net, thus there are 48 SMCs in the
specified system. Finally, the net is SM-coverable. It means
that there is a possibility of further decomposition (splitting)
of the system into sequential components. This operation
is especially useful in the case of application of sequential
devices (such as programmable logic controllers, PLCs) or
dynamic partial reconfiguration of the system implemented
in FPGA (please refer to [18] for more details).

To summarize the above discussion, it should be pointed
out that analysis of the Petri net shows that the net has
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been properly designed. It is live and safe. Furthermore, it is
possible to apply further optimizations of the net (such as
decomposition into SM-components) in order to split the
system into sequential components, or to apply the idea of
dynamic partial reconfiguration [18], [41].

B. NUMERICAL VERIFICATION OF THE PROPOSED
HARDWARE SYSTEM
The correct operation of the control systems of complex
power converters before the final verification in the exper-
imental prototype should be checked by numerical experi-
ment. Therefore, the numerical validation of the algorithm
was carried out using theMatlab Simulink program. A testing
procedure is presented in Fig. 8. The control signals generated
in the Active-HDL simulator (Aldec Inc.) were stored in
a text file as a sequence of samples with a sampling fre-
quency of 10 MHz. Then the saved results were loaded into
the Matlab Simulink program. The numerical verification of
the correctness of the algorithm is shown in Fig. 9, where the
time waveforms of source and load currents and MC output
line-to-line voltage uab are depicted. The correctness of the
implemented SVM algorithm and four-stage commutation
has been tested. Because these algorithms are a constant ele-
ment for various MC applications, their correct verification
for a typical load gives information that possible errors in
operation will be associated with incorrect implementation
of the main program control in a given application.

FIGURE 8. The procedure of numerical verification of applied algorithms.

C. HARDWARE VERIFICATION OF THE SYSTEM
WITH FPGA DEVICE
Finally, the proposed hardware system has been veri-
fied with the application of the real FPGA. In particular,
the XC7A100T device from Xilinx has been used (Artix-7
family, Nexys 4 DDR board). To perform such a task, the fol-
lowing values were set:
• the input clock signal (clk) frequency was set to
100MHz (it applies the internal oscillator of the FPGA),

• the modulation sequence period was set to 100 kHz
(TSeq = 10µs),

• the commutation switch period was set to 0.2 µs.
• the value of the parameter φi was assumed as a constant
(φi = 0).

The whole system was described with the Verilog lan-
guage, as mentioned in Section 5. Furthermore, it was log-
ically synthesized and implemented in order to program the
FPGA device (Vivado ver. 2017.2 was applied). The utiliza-
tion of the resources was as follows:
• the number of utilized Look-Up Tables (Luts): 4830
(which is below 8% of the device),

FIGURE 9. The simulation verification of SVM witch four step
commutation algorithm for matrix converter.

• the number of utilized Flip-Flop registers: 4304 (below
4% of the device),

• the number of built-in digital signal processing (DSP)
blocks: 16 (below 7% of the device).

The above results can be summarized thus, that the utiliza-
tion of the hardware resources is relatively very low (below
8%). This means that the FPGA can be additionally used
for other modules or components, such as analog-to-digital
converters, etc.

In order to verify the functionality of the implemented
system, the outputs of the FPGA were connected to the
oscilloscope (Tektronix MSO 2024). Fig. 10 shows the exper-
imental results of control signals for output phase ‘‘a’’. In the
presented oscillogram, the control signals of the switches
SaA, SaB, SaC after SVM process, as well as the individual
transistors TaA1,TaA2,TaB1,TaB2,TaC1,TaC2, after the com-
mutation strategy and the signal of the direction of the out-
put current sign(ia) are presented. As can be seen, different
switching sequences occur for opposite directions of the load
current flow. For the negative current direction, the SaB is
switch-on and the SaA is switch-off. The transistor switching
sequence is as follows: TaA1 → OFF, TaB2 → ON, TaA2 →
OFF, TaB1→ ON. For the positive current direction, the SaC
is in the switch-on position and the SaB, in the switch-off
position. The transistor switching sequence is as follows:
TaB2 → OFF, TaC1 → ON, TaB1 → OFF, TaC2 → ON.

FIGURE 10. The experimental results of control signals for output
phase ‘‘a’’.
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The switching time of the next transistors for both current
directions is 0.2 µs. Both presented switching sequences
correspond to the general switching pattern depicted in Fig. 4.
The verified program code can be further tested in the real
prototype, which will be the subject of further work.

VII. CONCLUSIONS
The novel design method of cyber-physical systems aimed
at controlling power converter modulation and commutation
processes has been proposed in the paper. The presented
technique is based on the Petri net theory, which naturally
reflects the concurrency relations in the system. Furthermore,
the design can be easily analyzed with the set of existing
methods and tools in order to verify whether the system is
specified properly. Contrary to similar approaches, the pre-
sented solution does not involve any specialized external
tools, nor additional conversions. Moreover, the algorithm
greatly utilizes the concurrency properties of digital devices
(especially FPGA).

On the other side, the proposed solution also has sev-
eral limitations. First of all, the proposed specification of
the cyber-physical system relies on a Petri net theory. This
can be considered a great benefit (concurrency, verification
and analysis of the specification), but on the other hand
such a specification requires specialized knowledge from
the designer. Fortunately, there exist computer-aided tools
that permit user-friendly specification of the design by a
Petri net (for example in a graphical way), and additionally
offer an automated (or semi-automated) prototyping process
(including verification, analysis, decomposition of the sys-
tem). Moreover, the proposed hardware implementation of
a cyber-physical system is written in a pure Verilog-HDL.
This means that any changes to the design require knowledge
of this hardware language. On the other side, neither external
converters nor advanced tools are required in order to specify,
design and implement the cyber-physical system.

Plans for future research include enhancement of the pro-
posed technique. It is planned to optimize the computation
tasks in order to increase the switching frequency. Further-
more, other variants of cyber-physical systems specified by
Petri nets are going to be designed and verified. Moreover,
it is also planned to apply the decomposition methods and
to check the possible effects of the dynamic partial recon-
figuration of the system. Finally, other forms of analysis,
verification and validation techniques (e.g., model checking
or methods based on perfect graphs and c-exact hypergraphs)
are going to be utilized.
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