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ABSTRACT With the increasing number of integrated processor cores on a single chip, the bandwidth,
speed, and power consumption of electrical interconnect cannot meet the needs of researchers. As a new
technology, optical interconnect has become an alternative scheme for electrical interconnection. However,
the traditional supply strategy of laser power brings a lot of static power loss, which will become a factor
that cannot be ignored in the development of optical interconnect. In this paper, we propose a dynamic laser
source supply scheme based on the autoregressive integrated moving average model, which can reasonably
adjust the laser source size by prediction. The simulation results show that our dynamic supply scheme can
save more than 70% of the laser power compared with the static supply under the real application of the
PARSEC flow benchmarks.

INDEX TERMS Optical network on chip, laser power, dynamic supply, ARIMA model.

I. INTRODUCTION
In order to meet the requirements of multi-core systems,
integrating more and more cores on a single chip has become
a means to improve its performance. Therefore, the inter-
connection architecture directly affects the performance of
chip multiprocessors (CMPS) [1]. Traditional electrical inter-
connect cannot meet the high bandwidth, low delay and
low power consumption requirements of Network on Chips.
As a new technology, optical interconnect is being favored
by more and more researchers because of its characteris-
tics of high bandwidth and low power transmission over
extended distances. These characteristics make nanophotonic
an ideal solution for the challenges faced by interconnect
designers [3].

Compared with electrical interconnect, optical intercon-
nect has a significant improvement in performance, but it
also faces some new challenges. The communication of opti-
cal network on chip needs laser source to provide energy.
Firstly, the external laser source emits a certain number of
wavelengths, which are coupled to the power waveguide by
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a fiber coupler and finally distributed to each node using
a supply architecture. When the node has communication
requirements, the energy on the power waveguide will be
modulated into optical signal transmission. However, this
static supply is not only poor in real-time, but also cause large
static power consumption when the node has no communica-
tion demand. So, the static power loss of laser source is an
important factor in the design of optical interconnect.

A reasonable design of the laser power system can greatly
reduce the power consumption of the Optical Network on
Chip and improve the energy utilization efficiency. There
have been many studies on laser source supply solutions,
but most of them are designed for supply architecture. For
example, Werner et al. [2] of the University of Manchester
proposed an optical-electronic hybrid network Lego. The
local communication using electrical links, and long-distance
communication using optical links. A high-bandwidth link
is divided into multiple low-bandwidth links to improve
the utilization of optical links and reduce power consump-
tion. However, this design increases the link utilization and
reduces the communication delay, which also brings more
crossover loss. Ohio University Kennedy and Kodi [4] pro-
posed a CW/CCW supply architecture that reduces power
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consumption by decomposing crossbar while maintaining
single-hop network communication. However, the architec-
ture has high requirements for micro-rings, waveguide, and
consumes a lot of on-chip resources. At the same time,
there are some studies on the dynamic management of laser
power. Zhou and Kodi [5] proposed an optical bandwidth
scaling network based on prediction. By predicting channel
utilization and buffer occupancy in the network, the optical
bandwidth is dynamically scaled to reduce the static loss of
the laser power. However, the number of laser power required
in this design is too large and the scalability is relatively poor.

The research of dynamic laser power management is still
not mature. In the design of [6], Wang et al. proposed a
scheme that predicted network traffic through generalized
linear model, and dynamically manage laser power based on
network traffic. However, real network traffic has irregular,
gusty characteristics, in which case the generalized linear
model is no longer applicable. Therefore, this design is dif-
ficult to have a wide range of applications. In this paper,
we propose a dynamic supply scheme based on ARIMA
model. The ARIMA model can better describe the burstiness
and self-similarity of network traffic, and it can better match
the change of network traffic compared with the generalized
linear model.

The rest of this paper is organized as follows. Section II
describes the laser source supply architecture in Optical
Network on Chips. The proposed laser source dynamic con-
trol scheme is presented in detail in Section III. The simula-
tion results and is presented in Section IV. Finally, Section V
concludes this paper.

II. LASER SOURCE SUPPLY ARCHITECTURE
The traditional laser power supply scheme is shown in
figure 1. The external laser source distributes the laser power
evenly to each node through the power waveguide to pro-
vide energy for routing node communication [7]. If the laser
source provides a power of P, node 1 obtains 1

n of it, node 2
gets the remaining 1

n-1 , node 3 gets the remaining 1
n-2 , and

so on, each node obtains a power of 1
nP. In a moment, not

all nodes in the network are communicating, and the power
allocated to some of the nodes is not utilized. As a result,
this power will be directly transmitted to the terminal of the
power waveguide to be eliminated and caused a large part of
the optical power will be wasted.

FIGURE 1. Traditional laser power supply scheme.

In this paper, the communication architecture uses a
reservation-based Single Write Multi Read (SWMR) bus [8],

FIGURE 2. Reservation-based single write multi read bus.

as shown in Figure 2. The reserved channel (CH0 . . .CHN−1)
is used to establish communication, and the data waveguide
(DW0 . . .DWN−1) is responsible for the transmission of opti-
cal signals. All receivers are off by default. When the routing
node attempts to send a data packet, Firstly, it broadcasts a flit
through the reserved channel, which contains the destination
information and the packet length information. Then, only
the destination node receives the packet on the corresponding
data channel, and the other nodes do not couple the laser
energy. This avoids the expensive overhead of broadcasting
packets on the data channel.

We use the classic serpentine waveguide supply
method [9], as shown in figure 3 is a 4 × 4 network layout.
The external laser source emits a certain number of wave-
lengths, and then coupled into the power waveguide through a
grating coupler. Finally, the laser power is evenly distributed
to each node. If the node has communication requirement,
we will modulate the wavelength to communicate with the
destination node. If there is no communication requirement,
the wavelength will be directly propagated to the end of the
power waveguide and eliminated.We placed a power detector
at the end of waveguide to measure the total optical power
used at some points in the network. Assume that the power
supplied by the laser source is P1 at a certain time, and the
power detected by the power detector is P2. Using P1-P2 to
indicate the power required in the network at this time.

FIGURE 3. 4 × 4 network layout.
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III. LASER SOURCE DYNAMIC CONTROL SCHEME
The amount of laser power that needs to be provided in the
network at a time is directly proportional to the traffic in
the network. Therefore, we adjust our laser power based on
the distribution of traffic in the network. Network traffic is
irregular and abrupt. We use the adaptive ARIMA model to
predict the traffic in the network at the next moment based
on the information of historical moments [11], and dynam-
ically adjust the power of the laser source to reduce power
consumption and improve energy utilization efficiency.

A. ARIMA MODEL
ARIMA contains three parts, AR, I, MA. AR represents the
autoregressive model. I represents the single integer order,
and the time series model must be a stationary sequence to
establish the econometric model. Firstly, the roots of unit test
should be carried out on the time series. If the time series is
non-stationary, it will be transformed into stationary series
by difference. After several times of difference, it will be
called single integer of several orders. MA stands for moving
average model. The ARIMAmodel is actually a combination
of the AR model and the MA model.

Suppose {wt = 0, 1 . . .} represents a random time series,
if there is a nonnegative integer d that satisfies:

∇
dwt = xt (1)

Then the time series is a stationary time series, otherwise
it needs to be smoothed.

We also definition polynomial ϕ (B) and φ (B) as:

ϕ (B) = 1− ϕ1B− ϕ2B2 − · · · − ϕPBP = 1−
P∑

K=1

ϕKBK

(2)

φ (B) = 1− φ1B− φ2B2 − · · · − φPBq = 1−
q∑

K=1

φKBK

(3)

where ϕ (B) and φ (B) are relatively prime, ϕpφq 6= 0, and
{αi} is white noise sequence
So {ωt, t = 0, 1, 2, 3 . . .} should satisfy the difference

equation:

ϕ (B) xi = φ (B) αi (4)

where |B| ≤ 1, {ωt , t = 0, 1, 2, 3 . . .} is an autore-
gressive differential moving average sequence, denoted as
ARIMA (p, d, q) model, where d is the difference order.

Substituting Equation 1 into 4:

ϕ (1− B)d ωt = φ (B) αt (5)

Equation 5 is called generalized autoregressive operator,
and equation 5 can be converted into:

ϕ (B) ωt = φ (B) αt (6)

For a sample data set ωt , t = 0, 1, 2, 3 . . .} that satisfies
the ARIMA (p, d, q) model, take the natural logarithm and

pass the d-order difference to obtain a stationary ARMA
sequence. Determining regression parameters and smoothing
parameters is the key to the ARIMA model. The ARIMA
(p, d, q) model determines the values of the parameters p,
q mainly based on the autocorrelation function (ACF) and
the partial autocorrelation function (PACF). The optimum
model is determined by Akaike information criterion (AIC)
and Bayesian information criterion (SBC).

The AIC criterion function of ARIMA (p, d, q) model is
defined as:

AIC = n ln
(
σ 2
g

)
+ 2 (p+ q+ 1) (7)

The SBC criterion function of ARIMA (p, d, q) model is
defined as:

SBC = n ln
(
σ 2
g

)
+ 2 (p+ q+ 1) (8)

ARIMA (p, d, q) parameters are optimized according to
the last AIC and SBCminimization principles. For the results
calculated with different parameter models, the real data can
also be used to analyze their similarity coefficient and fitting
degree. If the similarity coefficient and fitting degree are the
largest, the model is optimal.

B. ARIMA MODEL ANALYSIS
TheARIMAmodel process is shown in figure 4. TheARIMA
model requires that the time series be stationary. Therefore,
after obtaining the historical moment data, it is necessary to
judge whether it is a stationary time series (flow data are
generally non-stationary series), and then carry out differen-
tial treatment for the series. Generally, by a single difference
series can be converted into a stationary time series, no more
than twice. After the difference, the ADF roots of unit test
sequence is the stationary time series. Then the autocorre-
lation function ACF and non-autocorrelation function PACF
were calculated, and the model parameters p and q were

FIGURE 4. The flow graph of ARIMA.
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estimated by ACF and PACF graphs. Finally, check whether
the model can meet the requirements of stationarity and
reversibility, and whether the residual sequence of the model
is white noise. If so, the model can be identified, and the
model can be successfully established for prediction.

We demonstrate the modeling and prediction process
through a set of data, and collect a kind of PARSEC traffic
baseline data applied in the Network on Chip with the Netrace
simulator.

Figure. 5(a) is the fitting of the original traffic data base on
historical moment. It can be seen from the figure that the traf-
fic model is non-stationary. After first difference, we trans-
form it into a stationary time series, as shown in figure 5(b).
Then, we analyzed ACF and PACF, as shown in figure 6. The
p and q values of the model were determined, and the model
was established for prediction. As shown in figure. 7(a), the
orange curve is the predicted value, which achieves a good
fitting effect compared with the real value 7(b).

FIGURE 5. (a) Original data model. (b) First difference stationary time
series.

C. LASER SOURCE MANAGEMENT STRATEGY
As shown in figure 3, In the process of network operation,
the photodetector placed at the tail also monitors the working
conditions in the network at runtime. We build a global
controller based on the collected sampling information of
the historical moment, put N sets of sampling data into the
queue to build an ARIMA model for prediction, as shown

FIGURE 6. ACF and PACF graph.

FIGURE 7. (a) Prediction model timing sequence. (b) Actual model timing
sequence.

in figure 8.We only need to change the corresponding pointer
to conveniently schedule the predicted value to adjust the
laser power.We update the data in the queue after each execu-
tion. TheARIMAmodel can predict 20 to 50 data information
at a time, and we continuously update the sample data in the
queue during the supply process, so there is no additional time
overhead. Moreover, this implementation is light-weight and
can improve overall performance with minimal resources.

If the photodetector can detect the laser power at a certain
moment, it means that the supply of the laser source can
meet the needs of the network and there is excess. If the
photodetector does not detect the laser power at this time,
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FIGURE 8. Predictive queue model.

it means that the supply of the laser source is just
right or unable to meet the needs of the network. In order
not to affect normal communication, some nodes can’t get
enough laser power to send packets. We feedback a message
to the global controller and add a level of laser power based
on the prediction at the next moment. Suppose the laser
has n levels of P, 2P. . ., nP. When receiving the feedback
information, we increase it to (k+1) P based on the predicted
value kP at the next moment.

IV. SIMULATION AND ANALYSIS RESULTS
We simulated the proposed Optical Network on Chip laser
power dynamic management scheme. Under the 64-core net-
work, the ARIMA model is built using historical time data
to predict network traffic for a period of time in the future.
We tested our solution under the integrated traffic model,
PARSEC traffic fluidanimate, blackschols, ×264 bench-
marks. The sampling interval is set to 100 cycles. If there are
n time slots in the simulation, the output power of the laser
source in the i-th time slot is Pi. The instantaneous value of
the output power of the laser source is constantly changing,
and the average laser power is

p =

(
n∑
i=1

pi

)
/n (9)

Figure 9 shows the average laser power comparison
of the static flow and dynamic supply strategies for the
integrated flow model uniform at different injection rates.

FIGURE 9. Normalized laser power under uniform traffic model.

FIGURE 10. Normalized laser power under PARSEC benchmarks.

Figure 10 shows the average laser power comparison between
the static supply and the dynamic supply strategy of the
Netrace extraction fluidanimate, blackschols, and x264 on the
64-core optical Network on Chip. The static supply strategy
is used as the benchmark.

Bienia et al. [10] have tested the PARSEC benchmark
traffic model with 78.7% of the packets being single and
sparse, which means that there will be only a few nodes
working in the network at many times. If we use a static
supply scheme, it will cause a large part of the waste. The
simulation in this paper also verify the conclusion in [10]
that the dynamic scheduling strategy can reduce the power
consumption of the laser source by more than 70%. Through
simulation, we can find that the smaller the traffic on the Net-
work onChip, themore the laser power saved by our proposed
dynamic scheduling method. As the scale of the Network on
Chip continues to expand in the future, we believe that the
dynamic management of the laser source will greatly improve
the performance of the optical Network on Chip.

V. CONCLUSIONS
Silicon photonic links is expected to replace electrical links
in future many-core processors. However, the large laser
power consumption in silicon photonic networks is limiting
their development. In this paper, we proposed a novel laser
source supply scheme for Optical Network on Chip. We use a
dynamic supply scheme based on ARIMA model, which can
reasonably adjust the laser source size by prediction. From
the simulation results we can see that our dynamic supply
scheme can save 70% of the laser power compared with the
static supply under the real application of the PARSEC flow
benchmarks.
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