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ABSTRACT The next generation of heterogeneous wireless networks (HWNs) will integrate various radio
access technologies, which will make how to connect mobile users based on the performance parameters of
each wireless network and the quality of service requirements (as to enable mobile users to be connected to
the most suitable wireless network) a hot topic for HWNs. This paper designs an algorithm for joint access
selection and bandwidth allocation in HWNs. Taking into account the environment in which worldwide
interoperability for microwave access, long term evolution, and wireless local area network may co-exist,
the algorithm uses received signal strength, network load, and user rate requirements as input decision
parameters and adjusts the parameters of the membership function in the five-layer fuzzy neural network
structure through supervised learning to obtain the score and bandwidth allocation value for each candidate
network. The simulation results show that the proposed algorithm can enable users to choose the most
suitable network to access and may modify the fuzzy rules and adjust the resource utilization of different
networks based on user preferences.

INDEX TERMS Access selection, heterogeneous wireless networks, fuzzy neural networks, resource
allocation.

I. INTRODUCTION
In recent years, various radio access technologies (RAT) have
been rapidly developed with different transmission character-
istics (i.e. signal coverage, bandwidth, delay, frequency, etc.).
For example, the Universal Mobile Telecommunications Sys-
tem (UMTS) can provide a wide range of signal cover-
age and lower bandwidth. In addition, such systems as
Long Term Evolution (LTE) and Worldwide Interoperabil-
ity for Microwave Access (WiMAX) use key transmission
technologies, namely orthogonal frequency division multi-
plexing (OFDM) and multi-input & multi-output (MIMO),
to improve spectral efficiency and data transmission rates
while providing a large range of signal coverage [1]. More-
over, the wireless local area network (WLAN) technology
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based on the IEEE 802.11 standard can provide high-speed
data transmission within small signal coverage [2].

Within the signal coverage of cellular networks, a variety of
other wireless access networks are deployed, forming hetero-
geneous wireless networks (HWNs) with overlapping areas
of signal coverage [3], [4]. The co-existence and mutual inte-
gration of different wireless networks using different access
technologies have become the development trend of HWNs.
Due to the differences in wireless network transmission per-
formance and the diversity of user services, it is necessary
to rely on the access selection algorithm to provide the most
suitable connection service for mobile users in a HWN envi-
ronment [5], [6]. Therefore, access selection has become a
hot topic for HWNs.

In the design of the access selection algorithm for HWNs,
some papers use the received signal strength (RSS) as the
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main decision parameter for network selection, with which
mobile users choose to access the network with the highest
RSS. The RSS-based access selection algorithm is low in
complexity and easy to implement, but it often causes a more
serious ping-pong effect [7]. Some papers connect users to
the network with the lowest load when designing the access
selection algorithm to achieve a balancing load. Although this
kind of algorithm improves the resource utilization of HWNs,
the algorithm does not take into account the performance of
the network link, and the user may be connected to the net-
work with poor link quality. Therefore, the QoS requirements
of user service cannot be effectively guaranteed [8].

Some papers have consideredmultiple decision parameters
in the design of the access selection algorithm (e.g. RSS,
bandwidth, network load (NL), delay, delay jitter, packet loss
ratio, moving speed, service price, energy consumption, etc.)
and modeled the access selection as a Multiple Attribute
Decision Making (MADM) issue [9], [10]. This MADM first
collects data for each decision parameter. Then, it normalizes
the data and calculates all attributes based on the weight of
each decision parameter. Finally, the candidate networks are
ranked.

In addition, different users have different satisfaction levels
with the same decision parameter value due to the diver-
sity of user services. Therefore, some papers use the utility
theory to quantify user satisfaction with decision parame-
ters [11], [12]. The concept of a utility-function-based access
selection algorithm is to design different utility functions and
convert the actual values of decision parameters into utility
values to calculate the comprehensive utility value for each
candidate network, rank these values, and finally access the
network with the highest utility value. In addition, some
papers usemodels such as game theory [13]–[15], theMarkov
chain [16], [17], and the optimization method [18], [19] to
design access selection algorithms.

Most of the above access selection algorithms based on
RSS, MADM, utility theory, and other methods need an
accurate description of decision parameters; however, not all
decision parameters can be accurately modeled in a HWN
environment. Moreover, in order to adapt to the dynamic
environment of HWNs, the operating parameters of these
algorithms need to be manually corrected, resulting in the
manual intervention process and limiting the practical appli-
cation of these algorithms [20]–[22].

The fuzzy logic system is suitable to deal with imprecise,
nonlinear, and other issues. Moreover, it is good at expressing
knowledge of a fuzzy or qualitative analysis, has a strong
ability to process natural language, and may closely reach
that of human reasoning. Thus, it can use the design of the
access selection algorithm as its basis. Its ability to self-learn
and self-adapt, however, is where it falls short [23], [24].
Additionally, the neural network can learn directly from
samples. Although the neural network-based access selection
algorithm has the advantages of a high fault tolerance and
adaptive learning, such algorithms are not applicable to the
expression of rule-based knowledge [25]. Therefore, how to

combine fuzzy logic system with a neural network to realize
both fuzzy and qualitative knowledge as a fuzzy system and
learning ability of a neural network, to design HWN access
selection algorithm based on a fuzzy neural network, and to
realize resource allocation to users in the access process has
become the research motivation of this paper.

The rest of this paper is organized as follows.
Section 2 reviews the research work related to this article.
Section 3 provides a detailed description of the algorithm
framework. And then the detailed calculation steps are also
introduced. In addition, Section 4 configures simulation envi-
ronment parameters and discusses the experimental results.
Furthermore, Section 5 summarizes the article and introduces
further research.

II. RELATED STUDIES
Since some fuzzy information that is difficult to be quantized
is used in making decisions on access selection of HWNs,
a calculation method based on fuzzy logic can be used when
making the access selection decision. The main idea of this
kind of algorithm is to fuzzify the input parameters first.
Then, it generates fuzzy sets of output parameters according
to the fuzzy rules. Finally, it obtains the scores of the candi-
date networks by defuzzification [26].

Khan et al. [27] designed a vertical handover scheme
combining fuzzy logic and MADM. The scheme is divided
into three stages. The first stage focuses on the handover
triggering approach. Meanwhile, the second stage uses a
fuzzy system to delete unsuitable candidate networks, and the
third stage sorts out candidate networks using the TOPSIS
approach. That paper considers various parameters such as
delay, jitter, bit error rate (BER), packet loss, communication
cost, response time, and NL to select the best network.

Ahuja et al. [28] proposed a network selection algorithm
combining utility function and fuzzy logic. The algorithm
uses the utility function to calculate the utility values of
RSS, available bit rate, signal to noise ratio, throughput, and
bit error rate. It also utilizes the particle swarm optimiza-
tion (PSO) to calculate the weights. Finally, the output results
are calculated through the fuzzy logic system. This algorithm
reduces unnecessary handoffs between networks.

Yan et al. [29] proposed a dynamic imprecise-aware
network selection algorithm in view of the complexity and
fluctuation of the wireless network in the high-speed rail-
way scenario, with which the imprecise statuses are inferred
by fuzzy rules, the network selection is made by the state
monitoring module, and the utility functions are designed to
calculate the user’s quality of service (QoS).

In addition, some papers use the neural network model
to design access selection algorithms. Such algorithms are
a progressive optimization process, with which the optional
network selection results are obtained by performingmultiple
iterations.

Chen et al. [30] considered the quality of experience (QoE)
in the algorithm design of the vertical handover algorithm,
used a randomneural network to calculateQoE and determine
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the correlation between QoE and QoS in heterogeneous
networks, and designed a Q-learning-based vertical handoff
algorithm to maximize the QoE utility of users. This algo-
rithm has better QoE performance than other algorithms in
terms of service charges and terminal power consumption.

Calhan and Ceken [31] proposed an artificial-neural-
network-based handoff decision algorithm, which uses data
rate, cost, and RSS as input decision parameters to determine
whether it is necessary to handoff to other networks, and to
select the best access network among the candidate networks.
This algorithm reduces such handoff latency.

Mahira and Subhedar [32] proposed a HWN handover
decision algorithm based on a multi-layer feedforward artifi-
cial neural network, with which the network selection is made
according to data rate, service cost, RSS indicator (RSSI), and
velocity of the mobile device, thus reducing the number of
handoffs.

As fuzzy logic systems and neural networks have different
advantages and disadvantages, some papers combine fuzzy
logic systems with neural networks to design access selection
algorithms.

Giupponi et al. [33], [34] designed a joint radio resource
management (JRRM) mechanism in a HWN environment.
The fuzzy neural JRRM algorithm proposed in that paper
contains three different radio access technologies (RATs).
The first step of the algorithm is to construct a combination
of cells using the three available RATs. The second step is to
help users choose the most appropriate RAT, assign an appro-
priate bit rate to each user, and control the user dissatisfaction
probability using reinforcement learning mechanisms.

Chen et al. [35] proposed an admission control method
based on fuzzy Q-learning for multimedia traffic in HWNs
composed of WCDMA and WLAN. The fuzzy Q-learning
admission control system consists of a neural-fuzzy infer-
ence system (NFIS) admissibility estimator, NFIS dwelling
estimator, and decision maker. This algorithm reduces the
blocking probabilities and the handoff rate.

Mar et al. [36] designed a rate controller for the HWNenvi-
ronment based on an adaptive neural fuzzy inference system
to adapt to the changing traffic loads and user speed. This
approach can reduce the probabilities of new call blocking
and handoff failure and can support a heavier traffic load.

At present, although some other papers have used fuzzy
logic, neural network, or combination of fuzzy logic and
neural networks to design access selection algorithms for
HWNs, such papers have either not taken into account both
network performance and user requirements simultaneously,
or have not taken into account resource allocation in access
selection, or have not taken into account the user prefer-
ences, etc. Additionally, those algorithms usually only give
a ranking of scores for candidate networks. In this paper,
a framework of access selection and a bandwidth allocation
algorithm based on fuzzy neural network in the environment
are designed where WiMAX, LTE, and WLAN co-exist. The
framework includes an input module, a fuzzy logic decision

module, an output module, and a learning module. The input
module considers the three aspects, including wireless link
status, network performance, and user requirements. It also
uses RSS, NL, and user rate requirements as input decision
parameters. The fuzzy logic decision module obtains the
scores and bandwidth allocation values of candidate networks
through three steps of fuzzification, fuzzy inference, and
defuzzification. In addition, the learning module corrects the
parameters of the membership function in the fuzzy neural
network structure through supervised learning. This algo-
rithm can allow users to select the most suitable network and
get the bandwidth allocation value. Furthermore, it can adjust
the resource utilization of different networks according to
user preferences, which is the main contribution and feature
of this paper.

III. ALGORITHM DESIGN AND IMPLEMENTATION
A. ALGORITHM FRAMEWORK DESIGN
In the HWN scenario presented herein, there are three can-
didate networks (i.e. WiMAX, LTE, and WLAN) and the
signal coverage of these wireless networks overlap. There are
several mobile users in the scenario, and these users move in
random directions within the signal coverage. Assume that
users can obtain parameter values of each network, and that
these users are multi-mode mobile terminals with the ability
to process all wireless access technologies and to access any
wireless network.

As shown (Fig. 1), this paper presents an access selection
and bandwidth allocation algorithm framework based on
the fuzzy neural network, which includes an input module,
a fuzzy logic decision module, an output module, and a
learning module. The newly entered users or connected users
periodically acquire network parameter values and input
these values to the fuzzy logic decision module. The fuzzy
logic decision module calculates and outputs the scores and
bandwidth allocation values of each candidate network so
that users can select the most appropriate network and control
the allocation of bandwidth resources of each network. The
learning module adjusts the parameters of the membership
function of the fuzzifying step and the defuzzifying step in
the fuzzy logic decision module according to the training
samples.

Considering the parameters that affect the scores and
bandwidth allocation values, the decision parameters used in
this algorithm are mainly considered from the three aspects,
namely the wireless link state, network performance, and user
requirements, which are described in detail as follows:

(1) RSS: The main function of this parameter is to charac-
terize the state of wireless links. This paper uses RSSWiMAX ,
RSSLTE , and RSSWLAN to represent the signal quality between
users and the WiMAX, LTE, and WLAN network access
points respectively. Users aim to access networks with higher
RSS. The higher the RSS, the higher the network score.
Since the signal strength ranges of different networks are
different, it is first necessary to normalize the collected RSS
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FIGURE 1. Access selection and bandwidth allocation algorithm framework based on fuzzy neural networks.

parameter values of each network, and then input them to
the fuzzy logic decision module. In addition, according to
the Shannon formula [19], if the user service rate is a certain
value, the network with the higher RSS only needs to allocate
less bandwidth to the user, while the network with the lower
RSS needs to allocate more bandwidth to meet the user’s rate
requirement. Therefore, the RSS parameters will also affect
the bandwidth allocation value.

(2) NL: The main function of this parameter is to char-
acterize the resource usage of each network. This paper
uses NLWiMAX , NLLTE , and NLWLAN to represent the loads
of WiMAX, LTE, and WLAN networks, respectively. Users
aim to access networks with a low network load and avoid
accessing networks with a high load as much as possible in
order to obtain a better performance.

(3) User Service Rate Requirement (REQuser ): This param-
eter is mainly used to distinguish the suitability of each net-
work under different rate requirements and is represented in
this paper as REQuser . For example, for a lower rate require-
ment, WiMAX, LTE, and WLAN can achieve the same level
of satisfaction, while WLAN can provide a better level of
satisfaction for higher rate requirements.

The output of the proposed algorithm is divided into two
groups, which are the evaluation scores of candidate networks
and the bandwidth values allocated by the candidate networks
to users, which are described in detail as follows:

(1) The candidate networks are scored based on the RSS,
NL, and REQuser . This papers uses SCWiMAX , SCLTE , and
SCWLAN to represent the scores ofWiMAX, LTE, andWLAN
respectively, and the value range of the score is [0,1]. Then,
the scores of these networks are ranked, and the user selects
and accesses the network with the highest score.

(2) This paper uses BWWiMAX , BWLTE , and BWWLAN to
represent the bandwidth values allocated by the WiMAX,
LTE, and WLAN networks to users. This value represents
the ratio of the bandwidth value allocated to the user to the
bandwidth available for allocation by a network. The value
range is [0,1].

B. FUZZY LOGIC DECISION MODULE
The main function of the fuzzy logic decision module is
to calculate the output values based on the input parameter
values, which mainly include three steps: fuzzification, fuzzy
inference, and defuzzification.

(1) Step 1: Fuzzification of input variables
In this paper, there are seven linguistic variables

(i.e.RSSWiMAX ,RSSLTE ,RSSWLAN ,NLWiMAX ,NLLTE ,NLWLAN ,
and REQuser ). The role of fuzzification is to convert the
precise quantities of these seven inputs into fuzzy quantities
and map them into the fuzzy set on the universe of discourse.
For each linguistic variable, its value is a set of linguistic
names, which constitute a term set. Each linguistic name
corresponds to a fuzzy set. In this paper, the number of fuzzy
sets for each linguistic variable is set to 3 (i.e. low, medium,
and high), which are represented by low (L), medium (M),
and high (H), respectively.

To map the numeric value into a fuzzy set, it is necessary to
determine the membership function. The common member-
ship functions include the triangle-shaped membership func-
tion, the bell-shaped membership function, the trapezoidal
membership function, the Gaussian membership function,
etc. Since the membership function needs to be derived in
the learning phase, and the Gaussian membership function
is easy to derivate, it is more efficient in the learning phase.
Therefore, theGaussian function is chosen as themembership
function, which is defined as follows:

f (x) = e−
(x−c)2

σ2 (1)

The parameters c and σ in the above formula represent the
mean and the variance of the function, respectively.

(2) Step 2: Fuzzy inference
The fuzzy rule base consists of a series of fuzzy rules.

The fuzzy rule in this paper takes the form: IF (meeting a
set of conditions) THEN (deducing a set of conclusions).
As shown (Table 1), the preconditions and consequences in
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TABLE 1. Example of fuzzy rules.

the IF-THEN rule are both fuzzy concepts. The preconditions
are the combination of fuzzy sets of input linguistic variables
in the fuzzification step. The conclusion is the fuzzy set
of scores and bandwidth allocation values of the candidate
networks.

The fuzzy rule base R contains n rules of MIMO, which
are in the form of:

R =
{
R1MIMO,R

2
MIMO, · · · ,R

n
MIMO

}
(2)

The rule represented by RiMIMO in the above formula is
as follows: IF (x is Ai,. . . ,y is Bi ) THEN (z1 is Ci1,. . . ,zq
is Ciq). The precondition for RiMIMO is the fuzzy set on the
product space X × · · · × Y , the conclusion is q unions with
the control role, which are independent of each other. The
fuzzy implication that can be represented by rule RiMIMO is
as follows: RiMIMO : (Ai × · · · × Bi) → (Ci1 + · · · + Ciq);
therefore, RiMIMO can be expressed as q multiple input single
output rules, namely:

RiMIMO =
{
(Ai × · · · × Bi)→

(
Ci 1 + · · · + Ciq

)}
= {[(Ai × · · · × Bi)→ Ci 1] ,

· · · ,
[
(Ai × · · · × Bi)→ Ciq

]}
(3)

According to (3), the fuzzy rule base R can be expressed
as:

R =
{
Un
i=1R

i
MIMO

}
=
{
Un
i=1

[
(Ai × · · · × Bi)→

(
Ci 1 + · · · + Ciq

)]}
=
{
Un
i=1

[(
Aj × · · · × Bi

)
→ Ci 1

]
,

· · · , Un
i=1

[
(Ai × · · · × Bi)→ Ciq

]}
=
{
Uq
k=1U

n
i=1 [(Ai × · · · × Bi)→ Cik ]

}
=

{
RB1MISO,RB

2
MISO, · · · ,RB

q
MISO

}
(4)

Thus, the rule base R containing the MIMO rule structure
can be regarded as consisting of q sub-bases RB, each of
which consists of nmulti-input& single-output (MISO) rules.

For ease of explanation, let’s take the fuzzy rule of the
two-input and one-output rule as an example. Suppose there
are two fuzzy rules R1 and R2, which are defined as follows:

R1 : IFx is A1 and y is B1 THEN z is C1

R2 : IFx is A2 and y is B2 THEN z is C2

According to the fuzzy logic theory, the firing strength of
R1 andR2 areα1 andα2, respectively. The calculationmethod
is as follows:

α1 = µA1 (x) ∧ µB1 (y) (5)

α2 = µA2 (x) ∧ µB2 (y) (6)

In the above formula, ∧ is the fuzzy AND operation.
As shown in (7), the commonly used fuzzy AND operation
is the minimum operation or the algebraic product.

αi = µAi (x) ∧ µBi (y) =


min

(
µAi (x), µBi (y)

)
or
µAi (x) · µBi (y)

(7)

The rule i lead to the control decision with the membership
function µC ′i (w):

µC ′i
(w) = αi ∧ µCi (w), i = 1, 2 (8)

The w in the above formula represents the support val-
ues of the membership function. Combining the results of
R1 and R2, the output result obtained is as follows:

µC (w) = µC ′1 (w) ∨ µC ′2 (w)

=
[
α1 ∧ µC1 (w)

]
∨
[
α2 ∧ µC2 (w)

]
(9)

In the above formula,∨ is a fuzzy OR operation. As shown
in (10), the most commonly used fuzzy OR operation is
bounded sum or union.

µC (w) = µC ′1 (w) ∨ µC ′2 (w)

=


min

(
1,
(
µC ′1

(w)+ µC ′2 (w)
))

or

max
(
µC ′1

(w), µC ′2 (w)
) (10)

Therefore, taking the first rule in Table 1 as an example,
the membership value output by the rule is defined as (11).

µM (SCWiMAX)

= µH (BWWiMAX) = µM (SCLTE)

= µH (BWLTE) = µH (SCWLAN) = µM (BWWLAN)

= min
[
µL (RSSWiMAX) , µL (NLWiMAX) , µM (RSSLTE) ,

µL (NLLTE) , µH (RSSWLAN) , µL (NLWLAN) , µH

(REQuser)
]

(11)

Finally, the same fuzzy set of output linguistic variables in
the fuzzy rule base is combined, and the membership value
of the output fuzzy set can be obtained through the union of
the membership values of these rules.

(3) Step 3: Defuzzification. The main task of this step is
to convert the fuzzy output obtained by fuzzy inference to a
crisp value. The commonly used defuzzification calculation
methods include the mean of maximum method (MOM)
and the center of area method (COA). The defuzzification

23918 VOLUME 7, 2019



G. Liang et al.: Joint Access Selection and Bandwidth Allocation Algorithm

FIGURE 2. Fuzzy neural network structure.

method used in this paper is the center of area method, and
its calculation is as follows:

z =

∑n
j=1 µC

(
wj
)
· wj∑n

j=1 µC
(
wj
) (12)

The output obtained in this step is the exact value of the
score of each candidate network and the bandwidth allocation
values (i.e. SCWiMAX , SCLTE , SCWLAN , BWWiMAX , BWLTE ,
and BWWLAN .

C. FUZZY NEURAL NETWORK CONTROL MODULE
According to the fuzzy logic decision module in the previous
section, since the input parameters, the membership functions
of the input parameters, the fuzzy rules, the output parame-
ters, and the membership functions of the output parameters
are included in the module, this module is designed as a
five-layer neural network (Fig. 2), where the layers of the
neural network consist of a series of neuron nodes.

The specific structure of the neuron nodes (Fig. 2) is as
shown below (Fig. 3). Suppose there are j input data on
the node i at the k layer. Then, the input at the node can
be represented as I (k)i = f (k)i

(
x(k)i,1 , x

(k)
i,2 , · · · , x

(k)
i,j

)
, where

f (k)i represents the input data processing function, which
processes the input data and then outputs that through the
activation function g(k)i . In other words, the output value is

O(k)
i = g(k)i

(
I (k)i

)
.

The functions and the input and output calculationmethods
for each layer in the fuzzy neural network structure proposed
in this paper are described in detail below.

The first layer (Layer 1) is the input layer where each
node is directly connected to each component xi,j of the input
vector. Since there are seven input linguistic variables, there

FIGURE 3. Fuzzy neural network structure.

are seven nodes in this layer. Moreover, each node has only
one input, which acts to transfer the input value to the next
layer, so the input and output of the Layer 1 node i are as
follows:

I (1)i = f (1)i

(
x(1)i,j

)
= x(1)i,j , (i = 1, 2, · · · , 7, j = 1) (13)

O(1)
i = g(1)i

(
I (1)i

)
= x(1)i,j , (i = 1, 2, · · · , 7, j = 1) (14)

The second layer (Layer 2) is the fuzzification layer,
and each node represents the term of the linguistic variable
(i.e. low, medium, and high). Since there are seven input
linguistic variables, each variable contains three fuzzy sets,
so the layer has 21 nodes, each having only one input. The
function of this layer is to calculate the membership function
of each input value belonging to the corresponding fuzzy set.
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Since this paper use the Gaussian function as the membership
function of the algorithm, the input and output of the Layer 2
node i are as follows:

I (2)i = f (2)i

(
x(2)i,j

)
= −

(
x(2)i,j −c

(2)
i

)2
(
σ
(2)
i

)2 ,

(i = 1, 2, · · · , 21, j = 1) (15)

O(2)
i = g(2)i

(
I (2)i

)
= eI

(2)
i = e

−

(
x(2)i,j −c

(2)
i

)2
(
σ
(2)
i

)2
,

(i = 1, 2, · · · , 21, j = 1) (16)

The c(2)i and σ (2)
i in the above formula is the mean and the

variance of the Gaussian membership function of the Layer 2
node i, respectively.

The third layer (Layer 3) is a fuzzy rule layer, in which
each node is connected with the seven nodes on the Layer 2,
thereby corresponding to the seven input linguistic variables
on the first layer. Since each input linguistic variable in this
paper contains three fuzzy sets and each node in this layer
corresponds to a combination of different fuzzy sets, this
layer has a total of 2,187 nodes (or 37). In addition, each
node corresponds to a fuzzy rule, which is used to match the
predecessor of the fuzzy rule while adopting the fuzzy AND
operation on all input data at the nodes. The output activation
function of the layer nodes only transmits the equivalent value
of the input function, so the input and output of the Layer 3
nodes i are as follows:

I (3)i = f (3)i

(
x(3)i,j

)
= min

(
x(3)i,j

)
,

(i = 1, 2, · · · , 2187, j = 1, 2, · · · , 7) (17)

O(3)
i = g(3)i

(
I (3)i

)
= min

(
x(3)i,j

)
,

(i = 1, 2, · · · , 2187, j = 1, 2, · · · , 7) (18)

The x(3)i,j in the above formula represents the j input data of
node i on Layer 3, which is equal to the output data of node j
on Layer 2 to which node i is connected.
The fourth layer (Layer 4) is a fuzzy rule inference

layer. Since there are six output linguistic variables in this
paper, and each linguistic variable contains three fuzzy sets,
the layer has 18 nodes, each node corresponds to a fuzzy set,
and each node performs a fuzzy OR operation on the input
data with the same consequence in Layer 3. Then, it directly
passes the data to the next layer, so the input and output of the
Layer 4 node i can be expressed as follows:

I (4)i = f (4)i

(
x(4)i,j

)
=

∑
j∈Ci

x(4)i,j , (i = 1, 2, · · · , 18) (19)

O(4)
i = g(4)i

(
I (4)i

)
= min

(
1, I (4)i

)
, (i = 1, 2, · · · , 18)

(20)

The Ci in the above formula represents the set of nodes on
Layer 3 connected with the node i on Layer 4.
The fifth layer (Layer 5) is the output layer, which acts to

achieve defuzzification calculation. This layer has a total of

six nodes corresponding to the scores and bandwidth alloca-
tion values of the candidate networks. In this paper, the COA
approach for defuzzification is used.

I (5)i = f (5)i

(
x(5)i,j

)
=

∑
j∈Ti

c(5)j σ
(5)
j x(5)i,j , (i = 1, 2, · · · , 6)

(21)

O(5)
i = g(5)i

(
I (5)i

)
=

I (5)i∑
j∈Ti σ

(5)
j x(5)i,j

=

∑
j∈Ti c

(5)
j σ

(5)
j x(5)i, j∑

j∈Ti σ
(5)
j x(5)i, j

, (i = 1, 2, · · · , 6) (22)

The c(5)j and σ (5)
j in the above formula is the mean and the

variance of the Gaussian membership function of node j on
Layer 5, respectively, and Ti is the set of nodes on Layer 4
connected with node i on Layer 5.

D. LEARNING MODULE
The structure of the fuzzy neural network (Fig. 2) is essen-
tially a multilayer feedforward network, so the parameters
can be adjusted using the error back propagation (BP) learn-
ing algorithm similar to a BP neural network. In this paper,
the parameters needing adjustments are the parameters of the
membership functions of Layers 2 and 5, that is, the values
of c(2)i , σ

(2)
i , c(5)j , and σ (5)

j of the membership functions in the
fuzzification and defuzzification steps.

Suppose ti and yi represent the desired output value and
the actual output value respectively, and the error can be
defined as:

ei = ti−yi (23)

The ultimate goal of error correction learning is to mini-
mize the ei based objective function so that the actual output
value of each output unit in the network approaches the
desired output value. The error objective function used in this
paper is the mean-square error (MSE) function, namely:

E =
1
2

r∑
i=1

(ti−yi)2 (24)

The r in the above formula is the number of network out-
puts. In this paper, r = 6, and yi is the actual output value after
defuzzification, namely: yi = O(5)

i In order to minimize the
error objective function value, the gradient descent method is
used to obtained the adjusted value of c(5)i ,σ (5)

i , c(2)i and σ (2)
i .

According to the gradient descent method, assume that the
parameter to be adjusted is ω, which should be adjusted in
the opposite direction of the gradient change of the objective
function, namely:

ω(t + 1) = ω(t)− η
∂E
∂ω

(25)

The η in the above formula represents the learning rate,
so the increment by which the parameter ω needs to be
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adjusted is as follows:

1ω = −η
∂E
∂ω

(26)

According to (26), (21), and (22), the learning rules of the
parameters c(5)j and σ (5)

j of the Layer 5 membership function
are as below.

1c(5)j = η (ti−yi)
σ
(5)
j x(5)i,j∑

j∈Ti σ
(5)
j x(5)i,j

(27)

1σ
(5)
j = η (ti−yi)

×

c(5)j x(5)i,j

(
6j∈Tiσ

(5)
j x(5)i,j

)
−

(
6j∈Tic

(5)
j σ

(5)
j x(5)i,j

)
x(5)i,j(

6j∈Tiσ
(5)
j x(5)i,j

)2
(28)

The detailed derivation process of (27) and (28) is shown
in Appendix A and B, respectively.

Similarly, according to (15)-(20), the learning rule of the

parameters c(2)i and σ (2)
i of the Layer 2 membership function

is as follows:

1c(2)i = −η
∂E

∂O(2)
i

eI
(2)
i

2
(
x(2)i,j −c

(2)
i

)
(
σ
(2)
i

)2 (29)

1σ
(2)
i = −η

∂E

∂O(2)
i

eI
(2)
i

2
(
x(2)i,j −c

(2)
i

)2
(
σ
(2)
i

)3 (30)

The detailed derivation process of (29) and (30) is shown
in Appendix C and D, respectively.

When correcting the parameter ω(k), the standard BP net-
work learning algorithm adjusts the parameter only in the
negative gradient direction at the time of k , without con-
sidering the gradient direction for the previous time. Thus,
the oscillation often occurs during the learning process, and
the convergence speed is slow. To speed up the convergence
and reduce the oscillation, this paper proposes a variable step
size learning method for the mixed momentum term based
on [37]. This method introduces the momentum factor and
changes the step size of the learning rate based on the increase
in number of iterations, which is as follows:

ω(k + 1) = ω(k)+ η[(1− α)D(k)+ αD(k − 1)] (31)

η = lg
(
1+

1
β ∗ epoch

)
(32)

In the above formula, ω(k) represents the parameter to be
adjusted, α is the momentum factor, and 0 ≤ α < 1. In this
paper, α has a value of 0.5, D(k) = − ∂E

∂ω(k) is the negative
gradient at time k , and D(k − 1) is the negative gradient at
time k − 1. η is the learning rate, which is a function of the
number of training epoch. In this paper, the value of β is 3.
The complexity of the algorithm is mainly determined by

the number of input and output parameters, the number of
membership functions, and the number of fuzzy rules in the
fuzzy neural network structure. The more these parameters,
the higher the complexity of the algorithm.

IV. SIMULATION AND RESULT ANALYSIS
A. SETTING OF EXPERIMENTAL PARAMETERS
To evaluate the HWN access selection and bandwidth
allocation algorithm based on the fuzzy neural network pro-
posed in this paper, the experiment uses Matlab for calcu-
lation. The simulation experiment of this scenario includes a
WiMAXbase station, a LTE base station, and aWLANaccess
point, whose transmit powers are 1,000 mW, 1,000 mW, and
100 mW, respectively (i.e. 30 dBm, 30 dBm, and 20 dBm,
respectively), and the users randomly move within the over-
lapped coverage of the wireless signals of these networks, and
this paper assumes that the distance from the WiMAX base
station when users move is 50-1,000 m, 50-800 m from the
LTE base station, and 50-200m from theWLANaccess point.

To calculate the RSS between the access point and the
user, the experiment uses an improved model based on
the COST-231 Hata model to calculate the path loss PLdB.
According to [38], the COST-231 Hata model is defined
as (33)-(35), as shown at the bottom of this page.

The f , hb, hM , and d in the above formula represent
frequency (MHz), height of the access point from the
ground (m), height of the user from the ground (m), and
distance between the access point and the user (km), respec-
tively. This paper set f = 2, 000 MHz, hb = 15 m and
hM = 1.5 m, and both F(hM ) and C are medium-sized cities.
Lastly, the streamlined path loss model is as follows:

PLdB = 144+ 38 lg d (36)

In addition, this paper sets the total bandwidth of WiMAX,
LTE, and WLAN networks to 10 MHz, 25 MHz, and

PLdB = 46.3+ 33.9 lg f − 13.82 lg hb + (44.9− 6.55 lg hb) lg d−F (hM )+ C (33)

in which

F (hM ) =

{
(1.1 lg f − 0.7× hM − (1.56× lg f − 0.8)) for medium and small size cities
3.2× (lg (1.75× hM ))2 for large cities

(34)

C =

{
0dB for medium - size cities and suburban areas
3dB for large cities

(35)
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TABLE 2. Comparison of membership function parameter values before and after learning.

20 MHz, respectively. The network load represents the
ratio of allocated bandwidth resources to total bandwidth
resources. Finally, the user rate requirement REQuser is set
to a range of 0 – 10 Mbps.

To test the outcome of the algorithm, the simulation exper-
iment is divided into three parts. The first part is to adjust the
parameters of the membership functions through supervised
learning according to the training data. Then, compare the
difference between membership functions before and after
learning, as well as the influences of membership functions
on the evaluation scores and the bandwidth allocation of can-
didate networks before and after the change. The second part
is to change the inference rules according to user preferences.
Then, compare the influences of such change on the number
of selections and the utilization of bandwidth resources of
candidate networks. Finally, the third part is to compare the
algorithm proposed in this paper with other algorithms.

B. ADJUSTMENT OF MEMBERSHIP
FUNCTION PARAMETERS
To analyze the impact of the learning process on the results
of network selection, compare and analyze the changes in

the membership functions of Layers 2 and 5 first. In the
experiment, the adjustment of the mean and variance of
the membership functions of Layers 2 and 5 is made using
the learning rules described in Section 3.4, so that the adjusted
membership function is more in line with the characteristics
of the training data. In the learning process, the change to the
mean will cause the applicable membership function to shift
to the left or right. The change to the variance will change the
width of the applicable membership function. The change to
the values of both parameters changes the position and shape
of the membership function, thus affecting the evaluation
score and bandwidth allocation of each candidate network.

Changes in the membership function parameter values of
the inputs (i.e. RSS, load, and user rate requirements of can-
didate networks) and outputs (i.e. evaluation scores of can-
didate networks and bandwidth values assigned to users by
each candidate network) are shown (Table 2). In respect of the
change in the parameter values of the membership functions
given (Table 2), the changes in shape of themembership func-
tions of the inputs and outputs are shown (Fig. 4(a)-(g) and
Fig. 5(a)-(f), respectively). The solid line in the figures indi-
cates the shape of the membership function before learning,
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FIGURE 4. Changes in membership functions of Layer 2 before and after learning.

and the dotted line indicates the shape of the membership
function after learning.

As can be seen (Figs. 4 and 5), when the membership
function moves to the left and right, or the width of the

membership function becomeswider and narrower, the values
corresponding to low, middle, and high in the fuzzy set will
also change. Taking Fig. 4(f) as an example (i.e. the mem-
bership function of NLWLAN ), the function moves to the right
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FIGURE 5. Changes in membership functions of Layer 5 before and after learning.

after learning and adjusting the parameter of the membership
function. Given a certain value of NLWLAN , the membership
value in the low fuzzy set will become greater, and the eval-
uation score of the WLAN will increase, so the probability
that the WLAN is selected will also increase. In addition,
while other parameters remain unchanged, the bandwidth
value allocated by the WLAN to users will also increase.

In addition, 2,000 sets of test data are put into the fuzzy
neural network before and after learning, and the average
values of the outputs before and after learning are shown
(Table 3). As can be seen (Table 3), the average values of
SCWiMAX , BWWiMAX , SCLTE , and BWLTE decreases, while
the average values of SCWLAN and BWWLAN increases after
learning, according to the characteristics of the training data.

23924 VOLUME 7, 2019



G. Liang et al.: Joint Access Selection and Bandwidth Allocation Algorithm

TABLE 3. Comparison of average values of outputs before and after learning.

TABLE 4. Example of fuzzy rules.

FIGURE 6. Error curve.

During the training process, the parameters of the mem-
bership functions of Layers 2 and 5 will be reversely adjusted
until the training is completed (i.e. the maximum number of
trainings is reached or the error objective function value is
less than the preset value). In the experiment described in
this paper, the curve of error values is shown (Fig. 6). With
the number of iterations increasing, the error value decreases
continuously and down to 0.077 from 0.138.

C. IMPACT OF FUZZY RULES
As described in Section 3.2 above, the fuzzy rules in the
fuzzy decision module determine the scores and bandwidth
allocation values of candidate networks. As a fuzzy rule
changes, the scores and bandwidth allocation values of can-
didate networks will also change. In order to verify the
impact of the change in fuzzy rules on the output results,
the user preferred WLAN network is taken as an example

in this section to illustrate the impact of fuzzy rules on the
scores of candidate network and the utilization of bandwidth
resources.

In this paper, the fuzzy rule of the user preferred WLAN
network is modified as follows: if SCWiMAX , SCLTE , and
SCWLAN in the fuzzy rule are ‘‘L’’ at the same time, then
change SCWLAN to ‘‘M’’; if SCWiMAX , SCLTE , and SCWLAN in
the fuzzy rule are ‘‘M’’ at the same time, then change SCWLAN
to ‘‘H’’; and if SCWiMAX , SCLTE , and SCWLAN are ‘‘H’’ at the
same time, then do not change SCWLAN , and change SCWiMAX
and SCLTE to ‘‘M’’.

According to the above modifications, Table 4 lists some
modified rules in the fuzzy rule base. The values in the
parentheses indicate the values before the modification of the
fuzzy rules, and the values next to the parentheses indicate
the modified values of fuzzy rules.

The fuzzy rules before modification can be referred to as
the initial fuzzy rules and the modified fuzzy rules as the
fuzzy rules of the user preferred WLAN. Then, the 2,000 sets
of data are put into the fuzzy neural network before and after
such modification. Subsequently, the number of selections of
candidate networks and the utilization of network resources
are counted, and the impact of changes in fuzzy rules on
network selection is verified.

The effect of fuzzy rules on the number of network selec-
tions before and after modification is shown (Fig. 7), with the
number of selection of WiMAX, LTE, and WLAN networks
before the modification of the fuzzy rule are 667, 624, and
709, respectively. When the fuzzy rule is changed to the
user preferred WLAN, the number of selections of WLAN
increases to 1,085. The number of timesWiMAX and LTE are
selected decreases to 471 and 444, respectively. The effect of
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FIGURE 7. Effect of fuzzy rules on the number of network selections
before and after modification.

FIGURE 8. Effect of fuzzy rules on the utilization of bandwidth resources
before and after modification.

fuzzy rules on the utilization of bandwidth resources before
and after modification is also shown (Fig. 8). Here, when the
fuzzy rule is changed to the user preferred WLAN, the aver-
age bandwidth resource utilization of WLAN increases from
85.46% to 87.7%, and the average bandwidth resource uti-
lization of WiMAX and LTE drops by about 4% due to
the increase in the number of times users select WLAN.
The experiment results show that by considering multiple
input parameters, the user’s network selection can be adjusted
through changes to the fuzzy rules, and the resource utiliza-
tion of each candidate network can be adjusted in conjunction
with user preferences.

D. COMPARISON OF ALGORITHMS
To evaluate the fuzzy neural network based access selection
algorithm proposed in this paper, this section will compare
the proposed algorithm with the RSS-based access selection
algorithm and the load balancing access selection algorithm
according to the decision factors for access selection as given
in this paper.

The main idea of the RSS-based access selection algorithm
is that the user first measures the RSS parameters of candidate
networks and then selects the network with the highest RSS.
Since WiMAX, LTE, and WLAN have different determi-
nation standards for signal strength, the RSS-based access
selection algorithm adopts the same normalization method

as the algorithm in this paper. The main idea of the load
balancing-based access selection algorithm is that the user
selects the network with the lowest load among all candidate
networks.

FIGURE 9. Comparison of number of network selections of candidate
networks under different algorithms.

FIGURE 10. Comparison of number of meet the user rate requirement
under different algorithms.

In the experiment described in this section, the 2,000 sets
of input data mentioned in the proceeding section is also used.
As can be seen (Fig. 9), the most popular networks based on
the RSS-based access selection algorithm are LTE, WiMAX,
and WLAN. In addition, as the average load of WiMAX in
the input data is low, and the load balancing-based selection
algorithm only considers the load factor and does not con-
sider factors such as signal and user requirements, the most
popular network under this algorithm is WiMAX. The pro-
posed algorithm considers signal strength, network load, and
user rate requirements comprehensively, and can give reason-
able scores and selection for candidate network. In addition,
in order to compare the user rates in different algorithms
under the same conditions, in the RSS-based access selec-
tion algorithm and the load balancing-based access selection
algorithm, the bandwidth values allocated to the users are set
to be the same as the algorithm in this paper. As can be seen
(Fig. 10), compared with the other two algorithms, the pro-
posed algorithm can better meet the user rate requirement and
improve user satisfaction.
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V. CONCLUSIONS
This paper proposes an algorithm combining access selection
and bandwidth allocation in HWNs, and designs a five-layer
fuzzy neural network algorithm framework, with which the
scores and bandwidth allocation values of candidate networks
can be obtained by inputting RSS, network load, and user rate
requirements into the input module of the framework using
the fuzzy logic decision module, and the learning module is
used tomodify the parameters of membership functions in the
fuzzy neural network structure. The simulation results show
that the proposed algorithm can allow users to choose the
most suitable network to access and can adjust the resource
utilization of different networks based on user preferences.

The next step of this paper is to further adjust and optimize
the parameter values in the learning module to obtain a better
algorithm in terms of convergence speed. In addition, factors
such as value triggering between networks and energy con-
sumption will be considered in order to obtain greater QoS
support and a better user experience.

APPENDIX
A. THE DERIVATION PROCESS OF LEARNING RULE
OF THE PARAMETER c(5)

j ON LAYER 5

1c(5)j = −η
∂E

∂c(5)j

= −η
∂E

∂O(5)
i

∂O(5)
i

∂I (5)i

∂I (5)i

∂c(5)j

= −η (−ei)
1∑

j∈Ti σ
(5)
j x(5)i,j

· σ
(5)
j x(5)i,j

= η (ti−yi)
σ
(5)
j x(5)i,j∑

j∈Ti σ
(5)
j x(5)i,j

(37)

B. THE DERIVATION PROCESS OF LEARNING RULE OF
THE PARAMETER σ

(5)
j ON LAYER 5 IS AS (38):

See Equation (38).

C. THE DERIVATION PROCESS OF LEARNING RULE
OF THE PARAMETER c(2)

i ON LAYER 2
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∂I (2)i

∂I (2)i

∂c(2)i

= −η
∂E

∂I (2)i

2
(
x(2)i,j −c

(2)
i

)
(
σ
(2)
i

)2
= −η

∂E

∂O(2)
i

∂O(2)
i

∂I (2)i

2
(
x(2)i,j −c

(2)
i

)
(
σ
(2)
i

)2
= −η

∂E

∂O(2)
i

eI
(2)
i

2
(
x(2)i,j −c

(2)
i

)
(
σ
(2)
i

)2 (39)

Since the outputs of Layer 2 nodes affect the inputs to
Layer 3 nodes to which it is connected, ∂E

∂O(2)
i

is as follows:

∂E

∂O(2)
i

=

2187∑
k=1

∂E

∂I (3)k

∂I (3)k

∂O(2)
i

(40)

The
∂I (3)k

∂O(2)
i

and ∂E
∂I (3)k

in (40) are:

∂I (3)k

∂O(2)
i

=


1, if the layer 2 node iprovides the min

among layer 3 node k
0, otherwise

(41)
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(42)
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The ∂I (4)n

∂O(3)
k

and ∂E
∂I (4)n

in (42) are as (43) and (44):
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Therefore, the learning rule of the parameter c(2)i on Layer 2
is as (45):
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D. THE DERIVATION PROCESS OF LEARNING RULE
OF THE PARAMETER σ

(2)
i ON LAYER 2
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The ∂E
∂I (2)i

in (46) has the same learning rule as the member-

ship function parameter c(2)i of Layer 2 in Appendix C, so (47)

is obtained:
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