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ABSTRACT This paper proposes a smart real-time health monitoring structured for hospitals’ distributor
based on wearable health data sensors. Health data were received from multiple heterogeneous wearable
sensors, such as electrocardiogram (ECG), oxygen saturation sensor (SpO2), blood pressure monitor,
and non-sensory measurement (text frame), from 500 patients with different symptoms. Triage level
and healthcare services were identified based on the new four-level remote triage and package localiza-
tion (4LRTPL). The numbers of healthcare services that represent hospital status were collected from
12 hospitals located in Baghdad city. This study constructed a decision matrix based on the crossover of
‘‘multi-healthcare services’’ and ‘‘hospital list’’ within Tier 4. The hospitals were then ranked using multi-
criteria decision-making (MCDM) techniques, namely, integrated analytic hierarchy process (AHP) and
vlsekriterijumskaoptimizacija i kompromisnoresenje (VIKOR). Mean ± standard deviation was computed
to ensure that the hospital ranking undergoes systematic ranking for objective validation. This research
provided scenarios and checklist benchmarking to evaluate the proposed and existing health recommender
frameworks. Results corroborated that: 1) the integration of AHP and VIKOR effectively solved hospital
selection problems; 2) in the objective validation, significant differences were recognized between the scores
of groups, indicating that the ranking results were identical; 3) in evaluation, the proposed framework
exhibited an advantage over the benchmark framework with a percentage of 56.25%; and 4) hospitals with
multiple healthcare services received the highest ranks, whereas hospitals with fewer healthcare services
received low ranks.

INDEX TERMS Real-time remote monitoring, hospital management, hospital selection, chronic heart,
healthcare services, triage, wearable health sensor.

I. INTRODUCTION
Numerous diseases are fatal; of which, cardiovascular dis-
eases are the main cause of death [1], [2]. The World Health
Organization estimated that heart diseases are responsible
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for 12 million deaths annually worldwide [3]. Chronic heart
disease accounts for approximately 55% of deaths amongst
patients according to the American Heart Association [4].
Automatic diagnosis of heart disease is considered a sig-
nificant medical problem because it affects the work-
ing performance and health of patients, especially the
elderly [3]. E-health is a relatively modern health-care
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FIGURE 1. Architecture of real-time remote health-monitoring system.

practice supported by electronic processes and commu-
nication; this tool has been widely used [109]–[116].
Telemedicine plays a key role in the efficient delivery of
health care to patients suffering from different types of
cardiovascular diseases [5], [117]–[119]. E-health-care tech-
niques exhibit considerable effects on chronic heart failure
care [6]. Patients in isolated communities can benefit themost
from remote health-care services because remote technology
allows patients to receive medical care without traveling
[1]–[6]. Systems used in remote health-care services have
drawn considerable attention because of their importance in
the lives of peoples [8], [9], [87], [88]. Regular monitoring of
patients from a distance is ideal to ensure that they receive
proper care and suitable guidelines for proper medication
[10], [120], [121]. The concept behind telemedicine is to
remotely supply medical services with the aid of telecommu-
nication technologies [11], [89]. Data processing in existing
telemedicine systems occur through three main tiers, includ-
ing wearable sensors (Tier 1), gateway (Tier 2) and medical
center server (Tier 3) [8], [12] (Figure 1). Tier 1 involves
collecting the vital signs of patients by using interoperable
wearable medical devices. Some devices include electro-
cardiogram (ECG), blood oxygen saturation level (SpO2)
sensors and blood pressure (BP) monitors. These devices
transfer the gathered data to Tier 2. After the collection of data
from all monitoring devices, Tier 2 aggregates and transfers
them to a remote server via external gateway to ensure long-
range communications. Tier 3, or the medical center server,
represents a remote computer that is located in a medical
institution to monitor the data at real-time and provides health
recommendations for patients. Monitoring is done by physi-
cians or a database for post-processing [83], [84].

Scalability is the expansion capability of health-care sys-
tems to satisfy the demands of an increasing number of users.
As the number of patients increases, the need for scalability

TABLE 1. Example of a multi-attribute problem.

FIGURE 2. MCDM methods.

also increases. The increase can occur due to different rea-
sons, including population aging, disasters and mass causal-
ity incidents [8], [13], [15], [78]. As the number of users
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FIGURE 3. Advantages and disadvantages of MCDM techniques.
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FIGURE 4. Two-phase methodology of the smart real-time health recommender framework for hospital selection.

increases, the demand for health-care services also increases,
which is a major issue in medical centers [8], [16]. The issues
of scalability can be responsible for acute shortage of health-
care services and medical resources with increasing health-
care demand [8], [13]. Therefore, the availability of hospital
services can decrease due to the demands of patients, leading
to limited health-care services and inadequate management
of medical resources [17], [18]. These challenges increase if
the patient is located far from health-care services and utilizes
remote health-care services [8]. Given the increased demands
of health-care services, scholars must develop effective and
scalable health-care services [4], [16]. Any developed sys-
tem must be utilized by medical centers to manage and

accommodate such systems with growing demand [8]. Thus,
managing and controlling the loading of health-care ser-
vices among health-care providers and providing health-
care services through distributed hospitals can help avoid
the limitations of services in hospitals and support the con-
tinuous care of remote patients in a pervasive environment
[13], [19]–[21]. The management and control of health-care
services loading amongst hospitals and the provision of qual-
ity services to patients from suitable hospitals are important
aspects that must be measured or evaluated [13], [22]–[27].
Hospital selection is required to avoid limitation and reduce
the number of health-care services in hospitals, but it
remains challenging [13], [25]. This study provides benefits
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FIGURE 5. New design of telemedicine architecture for providing health-care services.

TABLE 2. Triage levels linked with health-care service packages.

to medical organizations to manage and balance health-care
services amongst hospitals in cases of scalability challenges.
This study also provides a method for improving the triage

and process of providing health-care services for health-
care organizations that constantly make difficult resource
decisions. Moreover, this study is significant for doctors in
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FIGURE 6. Integrated AHP–VIKOR methods for ranking hospitals.

TABLE 3. DM for package 1.

terms of assisting medical teams by providing a decision-
making support for triage, providing health-care services and
performing timely and accurate treatments and recommen-
dations for their patients. The improved quality of health-
care in large centers and the delivery of these services to
unserved or underserved areas are the benefits for patients.
This research ensures the provision of continuous health-
care services for patients by balancing and controlling such

TABLE 4. DM for package 2.

services amongst hospitals in case of natural disasters and for
the aging population. The current research aims to (i) propose
a new design of telemedicine architecture for health-care
service provision; (ii) propose a new four-level remote triage
and package localisation based on the proposed architecture
for patients with chronic heart disease; (iii) identify a decision
matrix (DM) for ‘multi-health-care services’ and ‘hospital
list’ based on the proposed triage and package localisation;
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TABLE 5. DM for package 3.

FIGURE 7. Hierarchy of AHP for each package.

(iv) develop a smart real-time health recommender frame-
work based on wearable health data sensor for hospital selec-
tion; (v) validate the developed framework by using statistical
methods; and (vi) evaluate the developed framework by using
scenarios and checklist benchmarking. The remaining parts
of this article are composed of eight sections: ‘Introduction’
introduces hospital selection. ‘Literature review’ presents the
review of related studies. ‘Methodology’ reports the decision-
making methodology for hospital selection. ‘Results and dis-
cussion’ presents the results and discussion. ‘Validation and
evaluation’ deliberates the results of validating and evalu-
ating the proposed framework. ‘Limitations’ highlights the
limitations of the proposed framework. ‘Recommendations

for future work’ presents several recommendations for
future work. ‘Conclusion’ discusses the conclusion of the
research.

II. LITERATURE REVIEW
As shown in Table 1, Y1,Y2, . . . ,Ym are suitable alter-
natives, in this case, hospitals that should be ranked by
decision makers. In the same table, X1,X, . . . ,Xn are the
attributes/criteria against which the performances of all the
alternatives are evaluated. In this research, these symbols
represent health-care services. MCDM objectives include
(1) prioritizing alternatives in a decreasing order of perfor-
mance, (2) classifying the alternatives amongst other sets
(3) and assisting data miners in the selection of suitable
alternatives [43], [106]. The best and most suitable alterna-
tives will be scored accordingly [100]–[104]. Through differ-
ent MCDM techniques, health-care decision makers can pro-
mote their process of decisionmaking. In this regard, the pop-
ularity of MCDM in the field of health care is not surprising
[44]–[46]. Decision making can be done by systematically
identifying suitable solutions [47]. Different MCDM the-
ories have been explored, and the most frequently used
MCDM techniques that utilize different notions are shown
in Figure 2 [13].

Figure 2 shows the popular MCDM methods, and
Figure 3 presents the advantages and disadvantages of such
techniques [48]–[53].

Based on our analysis, all the mentioned and discussed
approaches were not utilized in ranking distributed hospi-
tals to control and manage health-care service provision in
telemedicine system, which is considered a theoretical gap.
Technique for order of preference by similarity to ideal
solution (TOPSIS) and VIKOR are suitable for cases with
numerous alternatives and criteria (Figure 3). Both methods
are convenient to utilize when objective and quantitative data
are given. The shortest distance towards the ideal solution is
determined by TOPSIS, and the longest distance is derived
from the negative-ideal solution; however, TOPSIS does not
consider the relative importance of these distances [48].
VIKOR is functionally related to discrete-alternative prob-
lems [85] and considered the most practical approach for
addressing real-world problems. The benefit of VIKOR is its
capability to rapidly determine the best alternative. Therefore,
VIKOR is suitable in situations involving many alternatives
and attributes [48]. However, VIKOR lacks provision for
weight elicitation and judgement consistency checking [48].
Therefore, VIKOR needs an effective technique to acquire the
relative importance of various criteria regarding objectivity.
Analytic hierarchy process (AHP) provides such technique.
However, AHP tends to regulate the weights of the objects
based on stakeholder preferences [54]. Moreover, AHP is
highly restricted by the capacity of humans concerning infor-
mation processing. Thus, 7 ± 2 would be the comparison
ceiling [55]. The latest MCDM techniques trend is identified
in integrating two or more techniques to compensate for the
drawbacks of single techniques [56]–[58]. AHP and VIKOR
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FIGURE 8. Sample evaluation form for package 1.

FIGURE 9. Design of AHP steps for weight preferences for package 3.

are commonly used MCDM approaches in various stud-
ies [59]–[63]. The integrated method, named VKIOR–AHP,
is suitable to manage and control health-care service provi-
sion in hospitals. The integrated method functions by ranking
distributed hospitals and chooses the best one for patients
with chronic heart disease based on the number of available
health-care services.

III. METHODOLOGY
This section presents an overview and explanation of the
methodology phase for establishing a health recommender
framework for hospital selection, which was presented in
detail in our previous study [64]. The two phases are shown
in Figure 4.

A. IDENTIFICATION PHASE
This phase comprises six stages, which are discussed in the
following subsection.

1) PROPOSE A NEW DESIGN OF TELEMEDICINE
ARCHITECTURE (TIERS 1, 2, 3 AND TIER 4)
As mentioned in our previous study [64], the new design
for telemedicine architecture includes an intelligent data and
service management center (Tier 4), as shown in Figure 5.
The new design is connected to telemedicine systems to share
medical resources and address the acute shortage of health-
care services in cases where the demand increases as result of
aging population and disasters. Tier 4 possesses the capability
for identifying a suitable hospital to deal with, in addition to
providing high-quality and accurate health-care services for
patients. In this research, Tier 4 is the part where all processes
and decisions arise.

2) IDENTIFICATION OF PATIENTS WITH CHRONIC
HEART DISEASE AND HEALTH DATA SET
This step includes the identification of the number and kind of
patient. Given the significance of this research, the identified
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FIGURE 10. Overview of the results of the hospital selection process.

TABLE 6. Values of health-care services criteria (parameters) for each package within 12 hospitals.

patients are only those who are remote and suffering from
chronic heart diseases. Both texts and sensors were utilized
to send the vital signs and complaints of the patient to Tier
4 for assessment and monitoring of their states. Considering
the issue of scalability, a large scale of patients, total of 500,
will be included in this study. This number was adopted by
previous studies in telemedicine [8]–[13].

3) PROPOSE FOUR-LEVEL REMOTE TRIAGE AND PACKAGE
LOCALIZATION (4LRTPL) WITHIN TIER 4
As mentioned in our previous study [64], 4LRTPL was
proposed to categorize patient conditions and identify the
suitable health-care services within Tier 4. The three types

of decisions resulting from 4LRTPL are ‘triage level’,
‘triage code (TC) value’ and ‘health-care service packages’.
Table 2 shows four levels of triaging patients, which are
linked with three packages of health-care services. For addi-
tional details, the entire process of 4LRTPL can be found in
our previous study [64].

4) IDENTIFICATION OF DISTRIBUTED HOSPITALS
This research adopted 12 hospitals located in Baghdad city
as a ‘proof of concept’, which represents alternatives in the
DM. Each hospital comprises three health-care services pack-
ages (Table 2). These hospitals are controlled and managed
through Tier 4.
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TABLE 7. AHP measurement process for weight preferences of the criteria (health-care services) for three packages (first expert).

FIGURE 11. Statistical result of triage level for 500 patients.

5) IDENTIFICATION OF HOSPITAL DATASETS FOR
HEALTH-CARE SERVICES
The numbers of health-care services in distributed hospitals
were obtained from 12 hospitals located in Baghdad. The
services are shown as a criterion and parameters set in the
DM of this research. Three packages are provided for patients

with chronic disease. The six services (parameters) within
package 1 are ‘prepare surgery room’ (PSR), ‘prepare surgery
team’ (PST), ‘prepare surgery doctor’ (PSD), ‘prepare o2
supplier’ (POS), ‘send ambulance’ (SA) and ‘provide medi-
cations’ (PM). The six services (parameters) within package 2
are ‘prepare emergency room’ (PER), ‘prepare consultant
section (PCS)’, ‘prepare doctor’ (PD), POS, SA and (PM).
The four services (parameters) within package 3 are PCS, PD,
POS and PM. The process of hospital selection is based on
the number of services within hospitals, which considered as
multi-attribute DM.

6) PROPOSE A DM WITHIN TIER 4
ThreeDMs are identifiedwithin Tier 4 for packages including
1, 2 and 3 based on the triage level of patients. The proposed
DMs were based on a crossover of ‘multi-services’ and ‘hos-
pital lists’, as shown in Tables 3, 4 and 5.

In these DMs, the alternatives are represented by hospi-
tals, whereas the multi-criteria are represented by health-care
services used to evaluate the hospitals. Hospital ranking is
the problem for multi-criteria. The reason behind this process
is its ability to simultaneously consider diverse procedures
for the assigned weight to each service. This process also
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TABLE 8. AHP weights for six experts for package 1.

TABLE 9. AHP weights for six experts for package 2.

scores the hospitals based on the number of the services.
Determining hospital selection under normal cases is difficult
and cannot be achieved, especially when the final decision
represents hospital selection. A decision-making algorithm
and a computer-based approach can be used to address such
complexity in selecting a hospital.

B. DEVELOPMENT PHASE
The method includes the integrated MCDM techniques
for hospital ranking in Tier 4. Based on Section 2, the

integrated MCDM methods require AHP to calculate
attributes. In this case, attributes were set as the weights
for health-care services to identify each of them and con-
tribute tomaking a decision. Afterwards, VIKORwas utilized
to rank the hospitals based on quantitative information by
which criteria were measured and considered for practical
justification. Finally, the number of services was designed
as the key factor in ranking hospitals in a descending order.
Figure 6 illustrates the structure of the integrated
AHP-VIKOR method.
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TABLE 10. AHP weights for six experts for package 3.

TABLE 11. Final AHP weights for the arithmetic mean of six experts for
three packages.

Weights will be assigned to multi-service criteria through
AHP technique. AHP is used to derive ratio scales from pair-
wise comparisons, allowing small inconsistencies in judg-
ment because humans are typically consistent. On another
hand, hospitals will be scored accordingly. Hospitals scores’
will be ranked in ascending order and the most suitable
hospital will be selected according to VIKOR technique. The
steps of the integrated AHP-VIKOR method are described in
the following subsections.

1) AHP
This section presents the steps for assigning proper weights
to the multi-service criteria by using AHP. This procedure
comprises six steps [65], [66].
Step 1: The problem is modeled as a hierarchy to start

AHP. The hierarchy contains the decision goal and the criteria
that must be designed [90]. The hierarchy of the criteria
used in AHP pairwise for three packages is demonstrated
in Figure 7.

Pairwise comparison among the criteria (of each package)
is conducted to obtain the weights.

Step 2: AHP builds pairwise matrix comparison in the
following Equation (1) to determine a decision [83], [84]:

A =


x11 x12 · · · · · · x1n
x21 x22 · · · · · · x2n
...

...
...

. . .
...

xn1 xn2 · · · · · · xnn

 (1)

where xii = 1, xji = 1
xij

Step 3: This stage involves designing a pairwise compar-
ison questionnaire and distributes it to the experts. In this
study, six cardiologists with more than 10 years of experience
in cardiovascular diseases were selected. Their preferences
and judgments on services used in AHP were evaluated.
A sample of attribute pairwise comparisons is illustrated
in Figure 8.

NPC = n × (n − 1) /2, where NPC is the number of
required pairwise comparisons, and n is the number of crite-
ria. In this stage, the decision-making teamwill be set up. The
AHP extracts the weight of importance of each service from
the pairwise comparison using a preference and judgments
from the decision-making team. In this research, six experts
are selected to show their preferences and judgments on the
services used in the AHP. The selection was made based on
the idea that having the hospital selection depend exclusively
on the number of services is not reasonable without giving
more importance to one service over another. Six copies of
evaluation forms for each package are revised by the experts,
with 15 comparisons for the services of package 1, 15 com-
parisons for the services of package 2 and 6 comparisons for
the services of package 3. These pairwise comparisons are
presented to the experts, and their responses are obtained.
At this point, all the comparisons for services of each package
are performed.
Step 4: In this step, each element in matrix A (1) is normal-

ized to construct the normalized matrix Anorm , Anorm (aij) is
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TABLE 12. Hospital ranking result for four patients with risk level (package 1).

created as follows:

aij =
xij∑n
i=1 xij

(2)

Anorm =


a11 a12 · · · · · · a1n
a21 a22 · · · · · · a2n
...

...
...

. . .
...

an1 an2 · · · · · · ann

 (3)

where A(xij) is given by Equation (2).
Step 5: This step includes AHP pairwise to utilize math-

ematical calculations, convert judgments and assign weights
for each service (in each package). The weights of the deci-
sion factor i can be calculated using Equation (4):

Wi =
∑n

j=1
aij/n and

∑n

j=1
Wi = 1 (4)

where n is the number of compared elements.

Figure 9 presents the AHP steps for weight preferences
used for six doctors for package 3. Figures 18 and 19 in the
appendix show the steps of AHP for weight preferences for
packages 1 and 2.
Step 6: In this step, Equation (5) is utilized to check the

consistency ratio (CR) to the pairwise comparison matrix as
follows [67]:

CR = CI/RI (5)

Consistency index (CI) is calculated by Equation (6) as
follows:

CI = (λmax − n)/(n− 1) (6)

where λmax is the maximum eigenvalue of the judgement
matrix. Random consistency index (RI) is calculated by
Equation (7) as follows:

RI =
1.98(n− 1)

n
.CI (7)
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TABLE 13. Hospital ranking result for four patients with urgent level (package 2).

A pairwise comparison matrix with a corresponding CR of no
more than 10% or 0.1 is acceptable [55], [67], [68]; otherwise
it will be ignored.

2) ADAPTIVE VIKOR METHOD FOR HOSPITAL RANKING
In this stage, VIKOR method was utilized to rank hospitals
because it can identify themost appropriate decision. The five
steps of VIKOR technique are as follows [27], [48]:
Step 1:Determine the best f ∗i and worst f −i values of all cri-

terion functions, i = 1; 2; . . . ; n. If the ith function represents
a benefit, then

f ∗i = maxj fij, f −i = minj fij (8)

where f ∗i is best values of all criterion, and f
−

i is worst values
of all criterion.
Step 2: In this step, a set of calculated weights is

provided to the DM. The resulting matrix is calculated

using Equation (9).

WM = wi ∗ (f ∗i − fij)/(f
∗
i − f

−

i ) (9)

This step creates a weighted matrix, as shown in
Equation (10).



w1
(
f ∗i − f 11

)
f ∗i − f

−

i
w1
(
f ∗i − f 21

)
f ∗i − f

−

i

. . .
wi
(
f ∗i − fij

)
f ∗i − f

−

i

. . .
wi
(
f ∗i − fij

)
f ∗i − f

−

i
...

w1
(
f ∗i − f 31

)
f ∗i − f

−

i

...
...

. . .
wi
(
f ∗i − fij

)
f ∗i − f

−

i


(10)
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TABLE 14. Hospital ranking result for four patients with sick level (package 3).

Step 3: Compute Sj and Rj by using Equations (11)
and (12):

Sj =
∑n

i=1
wi ∗ (f ∗i − fij)/(f

∗
i − f

−

i ) (11)

Rj = max
i
wi ∗ (f ∗i − fij)/(f

∗
i − f

−

i ) (12)

where j = 1, 2, 3, . . . ., J , i = 1, 2, 3, . . . , n.
Step 4: The valuesQj, j = (1, 2, · · · ,J)were computed by

using Equation (13): S∗Sj

Qj =
v(Sj − S∗)
S− − S∗

+
(1− v)(Rj − R∗)

(R− − R∗)
(13)

where

S∗ = minjSj, S− = max jSj
R∗ = minjRj, R− = max jRj

v is the weight of the strategy of ‘the majority of criteria’
(or ‘the maximum group utility’); here, v = 0.5
Step 5: The set of hospitals can be ordered by sorting the

value Q in ascending order.

IV. RESULTS AND DISCUSSION
This section presents the ranking and selection of hospitals
and their three corresponding health-care service packages
for case study of heart chronic disease based on the different
preferences of evaluators. A pairwise comparison method is
applied to extract the relevant importance for the criteria for
each evaluator as part of AHP. The calculated weights are
utilized on the basis of multiple decision makers (six experts)
and applied to VIKOR configurations to obtain the final
ranking of the 12 hospitals with respect to multi-services.
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TABLE 15. Final statistical results of hospital selection for patients within the three packages (Risk, Urgent and Sick).
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TABLE 15. (Continued.) Final statistical results of hospital selection for patients within the three packages (Risk, Urgent and Sick).

Section 4.1 presents the data and 4LRTPL algorithm results
of the patients. Section 4.2 discusses the hospitals’ dataset
statuses and results for DMs. The result of AHP method in
Section 4.3 illustrates the weights for the overall criteria of
the three packages. The judgement of each expert is converted
using mathematical calculations to show the overall weights.
Section 4.4 presents the ranking results for VIKOR method
and the ranking and selection results. Figure 10 presents the
overview of the results of hospital selection.

A. PRESENTATION OF PATIENTS’ DATA AND (4LRTPL)
ALGORITHM RESULT
Four significant sources were utilized to present the data of
patients with chronic heart diseases. Three of these sources
are wearable, namely, ECG, SpO2 and BP, and the fourth
is text. These sources were utilized to transfer the vital
signs of the patients to Tier 4 for monitoring and evalu-
ating of their situation. The result of the triage level for
500 patients are 13.2% (n = 66/500), 30.2% (n = 151/500),
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FIGURE 12. Hospital status before and after hospital selection for patients with risk level.

52% (n = 260/500) and 4.6% (n = 23/500) for patients
in the risk, urgent and sick levels and for those who do
not need services from hospitals based on TC values cal-
culated by (4LRTPL) algorithm (Figure 11), respectively.
Table 21 in Appendix illustrates the dataset and 4LRTPL
algorithm results of the patients.

The results showed that (66), (151) and (260) patients
required health-care services of packages 1, 2 and 3,
respectively.

B. STATUS OF HOSPITALS’ DATASET AND RESULT FOR DMs
In this study, the number of health-care services collected
from 12 hospitals located in Baghdad city provided a proof
of concept.

The types of health-care service criteria/attributes (which
represents as parameters setting in this research) for each
package are identified in Section 3.1.5. The values of these
parameters in each package within 12 hospitals are shown
in Table 6.
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FIGURE 13. Hospital status before and after hospital selection for patients with urgent level.

Table 6 presents the states of disparity in the number of
the services in hospitals based on the capacity and crowding
of each hospital. In package 1, hospitals 5 and 11 showed
the highest and lowest average of services, respectively.
In package 2, hospitals 1 and 9 showed the highest and
lowest average of services, respectively. Finally, in package 3,
hospitals 11 and 12 showed the highest average of services,
and hospital 9 showed the lowest average.

In the proposed DMs, 12 hospitals represented the alter-
natives, as mentioned in Section 3.1.4. In section 3.1.5,

the available health-care services in these hospitals are rep-
resented as criteria and parameter settings in DM. Three
packages were provided for patients with chronic disease,
as mentioned in Section 3.1.3. Thus, multiple health-care
services with hospitals constructed three DMs structures,
namely, DMs for packages 1, 2 and 3. The next section
reports the process of measuring the weight by using
AHP method with different experts. The section describes
multi-criteria analysis with the resulting weights from AHP
method.
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FIGURE 14. Hospital status before and after hospital selection for patients with sick level.

C. WEIGHT MEASUREMENT USING AHP
In this section, the AHP results are presented and explained.
The results of the weights for the multi-services in each
package presented the importance of each service. The results
for the CR that expressed the internal consistency of the
conducted judgments were calculated. Table 7 presents an
AHP sample measurement process for weight preferences of

the first expert for three packages, whereas the results of the
other five experts are shown in detail in Tables 22, 23, 24,
25 and 26 in the Appendix.

Table 7 shows the health-care services criteria, namely,
original matrix, normalized matrix and aggregation, which
were calculated to obtain weights. Tables 8, 9 and 10 illus-
trate the weights of multi-services within three packages for
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FIGURE 15. Structure of validation and evaluation processes.

FIGURE 16. Structure of the validation process.

six experts. The overall CR for the six experts scored
an acceptable ratio of less than 0.1, as mentioned
in Section 3.2.1.

For package 1 (risk level), Table 8 illustrates that the
comprehensive weights of six experts have been computed
to obtain one set of weights for each expert. The first expert
assigned the maximum weight for PSD service with a value
of 0.33 and obtained the minimum weight by POS with a
value of 0.04. The second expert assigned the maximum
weight for PM service with a value of 0.36 and obtained
the minimum weight by PSR with a value of 0.05. The third
expert assigned the maximum weight for PST and PSD ser-
vices with a value of 0.29 and obtained the minimum weight
by PSR with a value of 0.04. The fourth expert assigned the
maximum weight for POS service with a value of 0.37 and
obtained the minimum weight obtained by PM and PSD
services with a value of 0.06. The fifth expert assigned the
maximum weight for PSR service with a value of 0.35 and
obtained the minimum weight by POS service with a value
of 0.03. The last expert assigned the maximum weight for
PST and PSD services with a value of 0.21 and obtained
the minimum weight obtained by PSR service with a value
of 0.03.

For package 2 (urgent level), Table 9 illustrates the compre-
hensive weights of the six experts to obtain one set of weight
for each of them. The first expert assigned the maximum
weight for PCS service with a value of 0.27 and obtained the
minimum weight by POS with a value of 0.06. The second
expert assigned the maximum weight for PD and POS ser-
vices with a value of 0.34 and obtained the minimum weight
by PCS with a value of 0.02. The third expert assigned the
maximum weight for PD service with a value of 0.33 and
obtained the minimum weight by PCS and SA services with
a value of 0.05. The fourth expert assigned the maximum
weight for PM service with a value of 0.33 and obtained the
minimum weight by SA service with a value of 0.04. The
fifth expert assigned the maximum weight for PER service
with a value of 0.32 and obtained the minimum weight by
PCS service with a value of 0.06. The last expert assigned
the maximum weight for PD service with a value of 0.37 and
obtained the minimum weight by POS service with a value
of 0.07.

For package 3 (sick level), Table 10 illustrates that the
comprehensive weights of six experts have been computed
to obtain one set of weights for each expert. The first expert
assigned the maximum weight for PD service with a value
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FIGURE 17. Relations between the comparison points and scenarios.

of 0.51and obtained the minimum weight by POS with a
value of 0.07. The second expert assigned the maximum
weight for POS service with a value of 0.43 and obtained
the minimum weight by PM with a value of 0.04. The third
expert assigned the maximum weight for PM service with
a value of 0.52 and obtained the minimum weight by PCS
service with a value of 0.06. The fourth expert assigned the
maximum weight for PCS service with a value of 0.41 and
obtained the minimum weight by PM service with a value
of 0.07. The fifth expert assigned themaximumweight for PD
servicewith a value of 0.53 and obtained theminimumweight

by PCS service with a value of 0.07. The last expert assigned
the maximumweight for PCS service with a value of 0.52 and
obtained the minimum weight by PD service with a value
of 0.05.

Based on the previous discussion, the results illustrated
that a variation in the weight preferences of the six experts
exists. Therefore, adopting an arithmetic mean for the final
weighs of the six expert preferences was required to elim-
inate the variation between them and properly ranking the
hospitals [69]. The calculation of the arithmetic means for
six experts is shown in Table 11.
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TABLE 16. Statistical analysis results for the three groups of the hospital
ranking results for 20 patients with risk level.

TABLE 17. Statistical analysis results for the three groups of the hospital
ranking results for 20 patients with urgent level.

D. RESULTS OF VIKOR DECISION MAKING
As mentioned in section 3.2.2, the set of hospitals were
ranked by the value Q in ascending order. A total of
20 patients out of 66 with the risk level, 20 patients out
of 151 with urgent level and 20 patients out of 260 with sick

TABLE 18. Statistical analysis results for the three groups of the hospital
ranking results for 20 patients with sick level.

level have been followed from the results of 4LRTPL algo-
rithm in Section 4.1 to discuss the ranking results and man-
aging the loading of health-care services amongst hospitals.
The reason was to produce the scenario of comparisons for
the managing and controlling process of health-care services
amongst hospitals as a ‘proof of concept’. In this section,
the results of the VIKOR decision-making context for three
packages (Risk, Urgent and Sick) are presented in the follow-
ing subsections.

1) HOSPITALS RANKING RESULTS FOR RISK PATIENTS’
The weights of the health-care services for package 1 were
25.4%, 18.2%, 15.2%, 15.4%, 14.5% and 11.4% for PST,
PSD, POS, PM, PSR and SA, as shown in Table 11,
respectively. Each hospital was ranked according to
these weights. Table 12 shows the hospitals ranking result for
four patients with risk level (package 1), whereas Table 27 in
Appendix E shows the hospitals ranking result for other
16 patients with this level.

2) HOSPITALS RANKING RESULTS FOR URGENT PATIENTS’
The weights of the health-care services for package 2 were
28.4%, 19.4%, 16.6%, 12.5%, 12% and 11.1% for PD, PM,
PER, SA, POS and PCS, as shown in Table 11, respectively.
Each hospital in this package was evaluated according to
these weights. Table 13 shows the hospitals ranking result for
four patients with urgent level (package 2) after applying the
weights, which was calculated by the average of the prefer-
ences of the six experts, whereas Table 28 in Appendix shows
the hospitals ranking result for other 16 patients with this
level.
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TABLE 19. Checklist benchmarking.

3) HOSPITALS RANKING RESULTS FOR SICK PATIENTS’
The weights of the health-care services for package 3 were
33.1%, 23.3%, 22.8% and 20.8% for PD, PCS, POS and
PM, as shown in Table 11 in Section 4.4, respectively.

Each hospital in this package was evaluated according to
these weights. Table 14 shows the hospital ranking result
for four patients with sick level (package 3) after applying
the weights, which was calculated by the average of the
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TABLE 19. (Continued.) Checklist benchmarking.

TABLE 20. Comparison of scenarios and their related comparison points in the benchmark and proposed framework.

preferences of the six experts, whereas Table 29 Appendix
shows the hospital ranking result for other 16 patients with
this level.

4) DISCUSSION FOR VIKOR RESULTS
Based on the results of the VIKOR decisionmaking, the rank-
ing results for all 20 patients within each package must be
discussed to show the differences in hospital ranking and
the management process for health-care service provision
amongst hospitals.

The number of health-care services in hospitals was the key
factor in the selection process for all patients with risk, urgent

and sick levels (all packages).After the selection process,
Figures 12, 13 and 14 show the status of the hospital before
and after selection of appropriate hospital for all patients with
risk, urgent and sick levels.

In package 1, each service has been booked 20 times
from different hospitals based on its capacity and availability.
All health-care services within this package decreased and
were provided five times from hospital 5; four times from
hospitals 2 and 4; twice from hospitals 6 and 8; and only
once from hospitals 1, 3 and 9. In package 2, all health-
care services decreased and were provided eight times
from hospital 1; four times from hospital 6; thrice from
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FIGURE 18. Design of AHP steps for weight preferences for package 1.

FIGURE 19. Design of AHP steps for weight preferences for package 2.

hospitals 10 and 11; and twice from hospital 5. In package 3,
all health-care services were provided and decreased thrice
from hospital 11; twice from hospitals 2, 5, 7, 8, 10 and 12;
and once from hospitals 1, 3, 4, 6 and 9.

Table 15 shows the final statistical results of the hospital
selection for selected patients within three packages (Risk,
Urgent and Sick).

The first part of Table 15 shows the hospitals ranking
result for 20 patients with risk level (package 1), in this
part, hospital 5 was suitable and selected with a percentage
of 25% (n = 5/20) for the second, fourth, ninth, fourteenth
and twentieth patient. Hospital 2 was suitable and selected
with a percentage of 20% (n = 4/20) for the first, fifth,
eleventh and nineteenth patient. Hospital 4 was suitable and

selected with a percentage of 20% (n = 4/20) for the third,
sixth, tenth and sixteenth patient. Hospital 6 was suitable and
selected with a percentage of 10% (n = 2/20) for the eighth
and thirteenth patient, hospital 8 was suitable and selected
with a percentage of 10% (n = 2/20) for the seventh and
twelfth patient. Hospitals 1, 3 and 9were suitable and selected
with a percentage of 5% (n = 1/20) each for the eighteenth,
seventeenth and fifteenth patient, respectively. The second
part of Table 15 shows hospitals ranking result for 20 patients
with urgent level (package 2), hospital 1 was suitable and
selected with a percentage of 40% (n = 8/20) for the first,
second, third, sixth, eleventh, thirteenth, sixteenth and nine-
teenth patient. Hospital 6 was suitable and selected with a
percentage of 20% (n= 4/20) for the fourth, seventh, fifteenth

37294 VOLUME 7, 2019



A. S. Albahri et al.: Based Multiple Heterogeneous Wearable Sensors

TABLE 21. Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.
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TABLE 21. (Continued.) Dataset samples of 500 patients and 4LRTPL algorithm results.

and twentieth patient. Hospital 11 was suitable and selected
with a percentage of 15% (n = 3/20) for the fifth, fourteenth
and ninth patient. Hospital 10 was suitable and selected with a
percentage of 15% (n= 3/20) for the eighth, twelfth and eigh-
teenth patient, whereas hospital 5 was suitable and selected
with a percentage of 10% (n = 2/20) for the tenth and sev-
enteenth patient. The third part of Table 15 shows hospitals
ranking result for 20 patients with sick level (package 3),
hospital 11 was suitable and selected with a percentage
of 15% (n = 3/20) for the first, fifth and seventeenth patient.
Hospital 12 was suitable and selected with a percentage
of 10% (n = 2/20) for the second and thirteenth patient,
whereas hospital 10 was suitable and selected with a percent-
age of 10% (n = 2/20) for the third and sixteenth patient.
Hospital 8 was suitable and selected with a percentage of 10%
(n = 2/20) for the sixth and eleventh patient, hospital 2 was
suitable and selected with a percentage of 10% (n= 2/20) for
the seventh and eighteenth patient, whereas hospital 7 was
suitable and selected with a percentage of 10% (n= 2/20) for
the eighth and nineteenth patient, and hospital 5 was suitable
and selected with a percentage of 10% (n = 2/20) for the

fourth and fifteenth patient. Hospitals 4, 9, 6, 1 and 3 were
suitable and selected only one time with a percentage of 5%
(n = 1/20) each for the ninth, tenth, twelfth, fourteenth and
twentieth, respectively.

Finally, the following observations are noted:
• The increasing demand for health-care services was
accommodated and managed through Tier 4 by
managing and controlling the load on health-care
services amongst hospitals.

• Tier 4 assigned specific weights to each service in the
health-care packages by using AHP technique and set of
experts to rank the hospitals.

• AHP technique proved that it is an effective technique
to eliminate the main weakness in the VIKOR tech-
nique, which is the lack of weight provision for different
criteria.

• Based on the hospital capacity and availability, Tier 4
selected and ranked hospitals to provide health-care ser-
vices to patients with chronic heart disease, such selec-
tion and ranking process was done based on VIKOR
technique.
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TABLE 22. AHP measurement process for the weight preferences of the criteria (healthcare services) for the three packages (second expert).

• VIKOR technique proved that it has the capability to
rapidly determine the best hospital based on various
attributes.

• After the selection process, the number of health-care
services decreased across all hospitals.

• The selection process was not random but was based on
the number of health-care services in each hospital. The
hospital with the greatest number of services was chosen
for patients with risk, urgent and sick levels, whilst
considering the weights obtained from the perspective
of the doctors for each service.

• Crowding and acute shortage of health-care services,
which may occur due to scalability challenges, have
been settled and balanced through Tier 4 by manag-
ing and controlling the health-care service provision
amongst hospitals.

V. VALIDATION AND EVALUATION
This section discusses in detail the proposed framework
validation and evaluation. The validation process is shown

in Section 5.1, in which the ranking have been objectively
validated based on the statistical methods (mean ± standard
deviation). The process of validation was crucial for various
empirical studies to prove the accuracy and validity of results.
Section 5.2 characterizes the evaluation process bymeans of a
checklist benchmarking procedure. Validation and evaluation
processes are shown in Figure 15 and are clarified in the
following sections.

A. VALIDATION
The selection of hospitals was a complicated procedure due
to the availability of health-care services, which varied from
one hospital to another. The type and number of services
played significant roles in these processes based on accuracy.
In terms of validating the results of the hospital selection,
it will be performed by using objective validation, which
is displayed in Figure 16. Statistical methods were utilized
(mean ± standard deviation) to ensure the systematic rank-
ing of hospital selection. The validation meant for hospital
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TABLE 23. AHP measurement process for the weight preferences of the criteria (healthcare services) for the three packages (third expert).

ranking results for patients at risk, urgent and sick levels
were obtained by dividing each ranking to three equal groups.
Each group showed 4 hospitals. Mean ± standard deviation
was calculated for each group in each rank (as in the study
of Kalid et al. [13]) to ensure that the hospital ranking for
each patient undergoes systematic ranking. Mean (x̄) is the
average and is computed as the sum of all observed outcomes
from the sample divided by the total number, as presented
in Equation (14):

x̄ =
1
n

n∑
i=1

xi (14)

where
xi = all of the x-values
n = the number of items
Standard deviation (S) quantifies the amount of varia-

tion or dispersion of a set of data values, as presented in Equa-

tion (15):

S =

√√√√ 1
N − 1

N∑
i=1

(xi − x̄)2 (15)

where

N = the number of data points

xi = each of the values of the data

x̄ = the mean of the xi

Validation was fulfilled by using two statistically platform-
based methods, which confirmed that the first group must
reach the lowest value. The way this occurred was by measur-
ing themean and standard deviation. The first group exhibited
the lowest mean and standard deviation, the comparison with
the other three groups was considered towards the valida-
tion of the result. The mean and standard deviation for the
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TABLE 24. AHP measurement process for weight preferences of criteria (healthcare services) for the three packages (fourth expert).

results of the second group must be higher than or equal to
those of the first group, and lowest or equal to the third group.
Finally, the results for the means and standard deviation for
the third group must be higher compared with those of the
first and second groups or equal to the second group. Based
on the systematic ranking results, the first group must be
statistically proven to be the lowest group amongst other
groups.

1) VALIDATION FOR HOSPITALS RANKING
RESULTS FOR RISK PATIENTS’
In this section, the results of the statistical analysis for the
three groups of the selected hospitals for 20 patients with risk
level are presented in Table 16.

In Table 16, themeans and standard deviations of the scores
of the groups per patient were compared. The comparison

indicated that the first group scored the best group in all
ranking results for all 20 patients. For the second group,
the comparison indicated that its second-best group in the
ranking results for the 1st, 2nd, 3th, 4th, 5th, 6th, 7th, 9th, 10th,
11th, 12th, 13th, 14th, 15th, 16th, 19th and 20th patient, whereas
the third group was the worst among the other groups in the
ranking results for those patients. However, the third group
was the second-best group in the ranking results for the 8th

patient, whereas the second group gained worst among the
other groups in the ranking results for this patient. Finally,
the scores of the second and third groupswere nearly identical
in the ranking results for 17th and 18th patient. In conclu-
sion, the first group was the best among the three groups;
thus, the statistical results indicated that the hospitals ranking
results for patients with risk level undergone a systematic
ranking.
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TABLE 25. AHP measurement process for weight preferences of the criteria (healthcare services) for the three packages (fifth expert).

2) VALIDATION FOR HOSPITALS RANKING
RESULTS FOR URGENT PATIENTS’
In this section, the results of the statistical analysis for the
three groups of the selected hospitals for 20 patients with risk
level presented in Table 17.

In Table 17, themeans and standard deviations of the scores
of the groups per patient were compared. The comparison
indicated that the first group scored the best group in all
ranking results for all 20 patients. For the second group,
the comparison indicated that its second-best group in the
ranking results for the 1st, 2nd, 3th, 4th, 5th, 6th, 7th, 8th, 9th,
10th, 11th, 12th, 13th, 14th and 19th patient, whereas the third
group gained the worst among the other groups in the ranking
results for those patients. Finally, the scores of the second and
third groups were nearly identical in the ranking results for
15th, 16th, 17th, 18th and 20th patient. In conclusion, the first

group was the best among the three groups; thus, the statis-
tical results indicated that the hospitals ranking results for
patients with risk level undergone a systematic ranking.

3) VALIDATION FOR HOSPITALS RANKING
RESULTS FOR SICK PATIENTS’
In this section, the results of the statistical analysis for the
three groups of the selected hospitals for 20 patients with sick
level are presented in Table 18.

In Table 18, themeans and standard deviations of the scores
of the groups per patient were compared. The comparison
indicated that the first group scored the best group in all
ranking results for all patients except the 6th patient, which
was nearly identical with the second group. For the second
group, the comparison indicated that it is the second-best
group in all ranking results for all patients, whereas the third
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TABLE 26. AHP measurement process for weight preferences of criteria (healthcare services) for the three packages (sixth expert).

group was the worst among the other groups in the ranking
results. In conclusion, the first group was the best among the
three groups; thus, the statistical results indicated that the hos-
pitals ranking results for patients with sick level undergone a
systematic ranking.

B. EVALUATION PROCESS
The most relevant existing work related to hospital selection
was found in [25]. In this section, the performance of the
proposed framework are evaluated and compared with the
relevant study. The evaluation process requires the provision
of scenarios and checklist benchmarking. These parameters
must contain points of comparison for the evaluation of
the health recommender framework for hospital selection
according to various characteristics that are important for the
telemedicine environment, as in [13]. Each scenario reflects

issues that must be defined and addressed in hospital selection
frameworks. Furthermore, these issues are considered points
of comparison for the proposed framework with the most rel-
evant existing work in checklist with benchmarking. Check-
list benchmarking provides a useful way to measure how
effective the proposed work is compared with other methods.
The comparisons are done based on whether the compared
works covered the issues addressed in the comparison sce-
nario. Three scenarios are illustrated as follows to demon-
strate the comparison points in the checklist benchmarking.

In the first scenario, the procedure to compare between the
proposed and benchmark work is based on the case studies
and related comparison points. Ideally, in medical research,
case studies must detail a particular medical case (disease),
describing the background of the patient and specific health-
care services as treatment. The case studies must discuss the
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TABLE 27. Hospital ranking results for 16 patients with risk level (package 1).
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TABLE 27. (Continued.) Hospital ranking results for 16 patients with risk level (package 1).
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TABLE 27. (Continued.) Hospital ranking results for 16 patients with risk level (package 1).

investigations performed to determine a diagnosis or differ-
entiate between possible diagnoses [13]. In summary, case
studies must be an informative and useful part of every med-
ical research. For each disease, real-time remote monitoring
patients who live far from hospitals is an important and essen-
tial factor [4], [70]. In monitoring patients, medical sensors
measure the vital signs and triage of the patient and prioritize
them [71]. Measuring vital signs are useful in monitoring and
plays a key role in health-care monitoring [16]. In addition,
text data, that is, complaints, can be used as another medical
source to improve the accuracy of diagnosis [8].

In the second scenario, the compression has been done
based on the hospital selection procedure and related com-
parison points. The availability of health-care services in
hospitals dynamically changes and can decrease at any time
because of scalability concerns [38]. Thus, monitoring hos-
pitals and their availability is important. Such selection must
depend on health-care availability [13]. Therefore, hospital
selection and health-care service management are impor-
tant in sharing medical resources and avoiding acute short-
age of health-care services, which are most useful in cases
of increased demand for these services [38]. The selection
process involves simultaneously considering the number of
health-care services by various attributes, which creates var-
ied data; hence, different weights are generally given for the

attributes [38]. Thus, the process requires in multi-attribute
decision making [13].

In the third scenario, compression has been done based on
the validation and evaluation of both works. Validation is the
process of checking whether or not a proposed work is valid
and appropriate for its purpose, if it meets all constraints and
if it will perform as expected [72]. Evaluation is the process
of comparing and computing the performance and accuracy
of the proposed work [73], [86], [107], [108].

After the comparison scenarios are described, several com-
parison points were recognized and highlighted for each sce-
nario it must consider in the hospital selection process. The
comparison points were extracted, and Figure 17 describes
the connections between each scenario and the related points.

These issues are defined as points of comparison in the
checklist benchmarking. The descriptions of the checklist
comparison points are presented as follows:
• Case study: Targeting a designated disease as a case
study to apply to hospital selection is helpful in iden-
tifying and recognizing the vital signs and complaint
that accurately indicate the triage and prioritization for
patients [8].

• Remote environment: This point presents whether the
statuses of the patients, which are necessary in the hos-
pital selection, are monitored in the remote environment
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TABLE 28. Hospital ranking results for 16 patients with urgent level (package 2).
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TABLE 28. (Continued.) Hospital ranking results for 16 patients with urgent level (package 2).
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TABLE 28. (Continued.) Hospital ranking results for 16 patients with urgent level (package 2).

or not. Monitoring is important in continuously pro-
viding the care of patients in a pervasive environment.
In a remote environment, the overwhelming heteroge-
neous data from patients cause difficulties in the triage
process [8].

• Support vital signs: Hospital selection must consider
the vital signs to identify triaging, prioritization and the
treatment process because vital signs are important in
evaluating the patient condition [8], [77].

• Support chief complaints: This means the chief com-
plaints, which have been considered and used in the
triage patient process, in health-care monitoring, non-
sensory data are accepted [8].

• Triage: An experienced triage system evaluates the sta-
tus of the patient depending on the severity of their
status to select a suitable hospital, notes any changes and
determines the emergency level for admission to the ED
and for important treatments [74].

• Prioritization mechanism: In the process of hospi-
tal selection, the prioritization of patients is important
because it ensures that care is given appropriately [74].
A major goal of patient prioritization is to identify
patients who can safely wait from thosewho cannot [13].

• Health-care services provision: Health-care services
can be supplied from a proper hospital as rapidly and

accurately as possible to patients with the most urgent
emergency cases. Different services can be supplied to
patients with different types of diseases, and amongst
them are patients with chronic diseases [38].

• Targeted tier: The important factor is to identify the
tier in the hospital selection process. Remote health-care
monitoring and telemedicine architecture are structured
in three tiers, namely, Tiers 1, 2 and 3 as sensors, base
station and medical center, respectively [8], [12].

• Support scalability: This point shows whether scala-
bility has been accommodated and handled. Scalability
is the increase in the number of patients. Scalability is
of considerable concern in remote health-care monitor-
ing that leads to manage the health-care services load
amongst hospitals and provide services from distributed
hospitals [13].

• Health-care services weighting: This point shows the
technique used to weight the importance of health-care
services. The medical center that aims to select hospital
may provide more weight to the service rather than to
others in the selection process. Judgements and prefer-
ences of experts are important as they are used to extract
the weights of the health-care services [38].

• Handling data variation: This point is associated with
handling overwhelming data from the multiple attributes
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that generate data variation. Supporting data variation is
important because this variation may cause difficulty in
prioritizing numerous hospitals [38].

• Multi-criteria ranking:This point displays whether the
study addressed the multi-criteria in the hospital selec-
tion. This selection is a complicated decision-making
problem and the decision is made based on a set of
attributes [75].

• Hospital selection procedure: This term means choos-
ing the appropriate hospital after the evaluation of their
availability to obtain the treatment and suitable health-
care services for patients [13].

• Health-care service balancing amongst hospitals:
Health-care services in hospitals are affected by different
issues, such as aging population and disaster. Therefore,
the availability of services can decrease at any time
in accordance with the demand of patients [13], [17],
[18], [25]. Health-care systems must be connected with
several hospitals to boost availability of health-care ser-
vice, share medical resources and evade acute shortage
of health-care services. These factors are done by man-
aging and balancing these services in real-time.

• Validation: This point demonstrates whether a valida-
tion has been provided or not and whether the results are
validated or not.

• Evaluation: This point demonstrates whether an evalu-
ation has been provided or not and whether the proposed
work is evaluated or not.

After identifying and defining the checklist comparison
points, the comparison procedure is presented. In those sce-
narios, 7, 7 and 2 out of 16 issues were highlighted for
the first, second and last scenarios, respectively. Each com-
parison point within each scenario gained 6.25% from the
overall performance (100 divided by 16 issues). The checklist
comparison between the proposed and the benchmark study
are presented in Table 19 as follows:

Table 19 presents the checklist of benchmarking points,
which have been deliberated between the benchmark and
the proposed framework. For the first scenario, four issues
include the following: case study, support vital signs, triage
and health-care services provision, which are addressed by
both frameworks. Only remote environment and support
chief complaints were addressed by the proposed frame-
work, whereas the benchmarking framework addressed only
the prioritization mechanism. Therefore, out of the seven
major comparison points associated with the first scenario,
2 issues have not been considered by the benchmark frame-
work, whereas only one issue has not been considered by
the framework. Therefore, in this scenario, the benchmark
framework gained 31.25% out of 43.75% (6.25% for each
issue). By contrast, the proposed framework addressed six out
of seven issues covered in this scenario and acquired 37.5%
out of 43.75% (6.25% for each issue).

For the second scenario, both frameworks addressed only
the targeted tier, whereas supporting scalability, weighting
health-care services, data variation, multi-criteria ranking,

procedure of hospital selection and balancing health-care ser-
vices amongst hospitals, which are addressed by the proposed
framework. Therefore, the benchmark framework gained
only 6.25% out of 43.75% in this scenario. All issues in
this scenario were addressed by the proposed framework, and
gained 43.75% (6.25% for each issue). As for the proposed
framework in the third scenario, validation and evaluation
were considered, whereas processes of validation and evalu-
ation have not been addressed by the benchmark framework.
In this scenario, the benchmark framework did not cover
all the third scenario. All the issues in this scenario were
addressed by the proposed framework and have acquired
12.5% (6.25% for each issue). The differences in frame-
works were based on the scenarios and related comparison
points (Table 20).

Table 20 shows that the proposed framework has covered
15 out of 16 issues in all scenarios (with a total performance
of 93.75%), whereas the benchmark framework has covered
six out of 16 issues in all scenarios (with a total performance
of 37.5%). The advantages and strengths of the issues that
have been considered by the proposed framework and ignored
by the benchmark are as follows.
• Remote environment:Monitoring the status of patients
and providing services in various environments and con-
ditions are important. Remote monitoring transmits in
real-time the vital data of the patients to the medical
center through advanced technology to select a suitable
hospital for each patient at a distance [76].

• Support chief complaints: Triage is performed based
on the chief complaints and physiological status of
the patients. Thus, patient complaints are a valuable
resource for monitoring and improving triage pro-
cess. For triage in the hospital selection process over
remote health-care monitoring, non-sensory data are
necessary [8].

• Support scalability: Health-care services scalability is
critical in telemedicine because health-care services in
hospitals are affected by disasters and population aging.
Thus, the availability of services can decrease at any
time [8].

• Health-care service weighting: A service weighting
technique extracts the importance of the availability of
each service against others in the hospital selection pro-
cess, involving the judgements of experts to specify a
fixed weight for each one [27].

• Handling data variation: Handling data variation is
important as it facilitates the selection decision with
overwhelming data [38].

• Multi-criteria ranking: Multi-criteria ranking is cru-
cial for hospital selection as it is a complex decision-
making problem based on multiple attributes [27].

• Hospital selection procedure: Proper hospital can-
not be chosen based on the number of patients in
each hospital. For instance, if hospital (A) shows nine
patients requiring an emergency room service, and hos-
pital (B) shows eight patients requiring the same service,
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TABLE 29. Hospital ranking results for 16 patients with sick level (package 3).
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TABLE 29. (Continued.) Hospital ranking results for 16 patients with sick level (package 3).
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TABLE 29. (Continued.) Hospital ranking results for 16 patients with sick level (package 3).

the benchmark framework selects hospital (B) because
this hospital has less patients than hospital (A). However,
what if hospital (A) contains more emergency rooms
with facilities than hospital (B)? In this case, selecting
hospital (A) is proper because health-care services are
available in this hospital more than hospital (B). The pro-
cess of hospital selection in the benchmark framework
did not consider the services availability in each hospital.
For accuracy, the hospital selection process must be
performed based on the number of available services
because these vary from one hospital to another [38].
In the selection process, the number of available services
is a more important factor than the number of patients in
each hospital.

• Health-care service balancing amongst hospitals:
The management and control of health-care ser-
vices load amongst hospitals is critical due to scal-
ability concerns. This balancing has been accom-
plished in this research by Tier 4, which is respon-
sible for sharing the medical resources and avoid-
ing the acute shortage of health-care services in
hospitals.

• Validation: Hospital selection is critical for the patient.
Thus, to determine if the selected hospital is valid or not
is important.

• Evaluation: Evaluation is also significant because it
determines the performance of the hospital selection

process by comparing the proposed work with the most
relevant study and finds differences between them.

In summary, a statistical result for the evaluation process
illustrated that the proposed health recommender frame-
work exhibited an advantage over the benchmark framework
by 56.25%.

VI. LIMITATIONS
In this research, two limitations can be solved in future
research. Firstly, this research focused on hospital selection
for individual patients, which included limitation in terms
of patient prioritization. This term introduced the limitation
on the selection of the hospitals for patients with chronic
heart disease when many patients require health-care services
at the same time. Therefore, this research selected the best
hospital according to quantitative services within hospitals
and triage level of patients with chronic heart disease indi-
vidually without prioritizing and accommodating the ranking
for patients. Secondly, the first generation of the telemedicine
architecture (Tier 1–Tier 2–Tier 3) was not yet upgraded to
the next generation. Thus, this research can be considered
the proposed health recommender framework for the next
generation (Tier 1–Tier 2–Tier 3–Tier 4) of the telemedicine
environment.

VII. RECOMMENDATIONS FOR FUTURE WORK
This study presented several recommendations for future
work as follows:
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• Chronic heart diseases exhibit various complications,
such as high BP and diabetes. A future trend in research
is to consider one of these types as another case study.
Therefore, the type and number of health-care services
involved must be investigated.

• Achieving the above will pave the way for the design of
an adaptive decision-making platform for multi-chronic
diseases, such as diabetes and high BP. The platform
can be used to select the best hospital for multi-chronic
patients, considering the diversity of diseases and emer-
gency levels of each patient.

• The patients with the highest risk level must be priori-
tized and provided health-care services before attending
to other patients (urgent and sick levels). Our future
work direction will use the new telemedicine design for
multi-patients with multi-chronic disease based on their
priority.

• Implement the proposed telemedicine architecture
(Tier 1–Tier 2–Tier 3–Tier 4) and the framework in real-
time processing.

• The quality of the data collection and related issues, that
is, sensor model, deterministic errors, stochastic errors,
accuracy, energy efficiency, security and privacy, quality
of service, reliability and so on, within Tier 1 is also set
to be our future work direction during the implementa-
tion of the proposed telemedicine architecture and the
framework.

VIII. CONCLUSION
Existing telemedicine applications exhibited different limi-
tations based on the health-care service provision because
of scalability challenges. The increasing health-care ser-
vices demand has highlighted the need to provide health-
care services from multiple hospitals to cope with growing
demand. This research presented a smart real-time health
recommender framework based on wearable medical sensors
for remote chronic heart services provision in a telemedicine
environment during scalability challenges. Tier 4 showed
categorized patient conditions through the proposed 4LRTPL
algorithm and has thenmanaged a load of health-care services
amongst hospitals that are connected to Tier 3 and identified
an appropriate hospital for patients to handle and provide
accurate health-care services. The method involved the inte-
grated MCDM techniques for ranking hospitals in Tier 4.
AHP was applied to obtain the weights for each expert.
The final weights result from six experts for three packages
were presented, which showed the importance of the health-
care services criteria from the viewpoint of the average of
the preferences of the six experts. Subsequently, the VIKOR
technique is used to rank and select the hospitals based on the
quantitative information through which criteria are measured.
In addition, the hospitals are ranked based on their number of
available services from the highest to the lowest levels. The
validation of the results was then achieved objectively in this
research. For evaluation, three main scenarios and checklist
benchmarkingwere provided to demonstrate the performance

of the proposed health recommender framework for hospital
selection.

APPENDIX
See Figs. 18 and 19 and Tables 21–29.
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