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ABSTRACT Manipulator is a kind of commonly used multi-degree-of-freedom nonlinear system. There
is a strong coupling between the links, and the movement of each link constraints and affects each other,
which increases the difficulty of motion analysis of the system and reduces its trajectory planning efficiency
under specific task targets. To solve this problem, a direct trajectory planning method based on an improved
particle swarm optimization (PSO) algorithm, called IEPSO, and the fuzzy rewards and punishment theory
is proposed in this paper. First, on the basis of preserving the local search ability of PSO, the global search
ability of the population is improved by increasing a population exchange item. At the same time, in order
to avoid the population falling into the local optimal value, the last elimination principle is incorporated into
the standard PSO algorithm. Second, the fuzzy rewards and punishment theory is introduced to reduce the
redundant decoupling operation, which can not only ensure the accuracy of manipulator trajectory planning
but also effectively reduce the calculation amount of the trajectory planning for the multi-degree-of-freedom
manipulator, to improve the optimization efficiency. Finally, the direct trajectory planning method of the
multi-degree-of-freedom manipulator is compared and tested. It can be seen that the efficiency scalar and
accuracy of the proposed direct trajectory planning method are significantly higher than those of other
optimization methods.

INDEX TERMS Improved particle swarm optimization algorithm, fuzzy rewards and punishment theory,
trajectory planning, multi-degree-of-freedom manipulators.

I. INTRODUCTION

With the development of science and technology, the manipu-
lators have been applied to many fields, such as complex pipe
installation, medical manipulation, and space manipulator-
assisted docking. Multi-degree-of-freedom(DOF) manipula-
tors were developed to perform high-complexity tasks, which
enhance coupling between linkages. In the process of solving
the inverse kinematics of manipulator, it is impossible to

The associate editor coordinating the review of this manuscript and
approving it for publication was M A Hannan.

find the independent and irrelevant variable equations for
the pure algebraic method. Although all solutions can be
found by analytical method, the real-time control require-
ments of the manipulator are violated. The iterative method
is feasible in most cases, but it cannot find all solutions,
and there is a risk that the iteration does not converge. The
data volume of the planning using the differential compen-
sation method is too large and the efficiency is low, thus
increases the difficulty in trajectory planning and control
of multi parameters, strong coupling, and nonlinear motion
systems.
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For the problem of the trajectory planning of multi-DOF
manipulators, indirect methods often use polynomial inter-
polation or the B-spline interpolation algorithm to interpo-
late existing motion trajectories. Subsequently, an intelligent
trajectory algorithm is used to optimize the existing trajectory
and consequently meet the desired optimization performance.

Gasparetto and Zanotto [1] used the fifth-order B-spline
curve method to interpolate the path of the motion trajectory,
and considered speed, acceleration, and addition speed as
the constraints of the trajectory planning of a manipulator.
Parys and Pipeleers [2] described the trajectory planning of
a manipulator in Cartesian space to complete the specified
task, used a polynomial spline to parameterize the trajec-
tory of the manipulator end, and applied the B-spline basis
function to constrain the trajectory effectively. Liu ef al. [3]
proposed a time-optimal and dynamic continuous trajectory
planning method using cubic spline interpolation in Carte-
sian space and seventh-order B-spline interpolation in joint
space, thereby potentially achieving smooth tracking perfor-
mance in actual motion. Intelligent optimization algorithms
have been widely used in solving multiparameter problems.
Xidias [4] used a super-concave—convex surface to repre-
sent the three-dimensional workspace of a manipulator and
optimized the running time of the manipulator by using
a multipopulation Genetic Algorithm(GA). Wang et al. [5]
used a constrained differential method to determine the opti-
mal values of the design variables and consequently realized
the trajectory planning of the manipulator. Wang et al. [6]
used PSO and an interior-point method to optimize the
motion planning of the rotating joint of a 3-DOF manipulator.
Menasri et al. [7] converted the trajectory planning problem
into an optimization problem to be solved by a dual G by
discretizing the trajectory of the end actuator of a redundant
manipulator from the initial position to the target position in
Cartesian space. Marcos et al. [8] used a closed-loop pseudo-
inverse method and GA to realize the trajectory planning of
a redundant manipulator. Cao et al. [9] combined kinematics
with PSO to overcome the dynamic singularity problem, con-
strained PSO with adaptive inertia weight is used to optimize
the joint trajectory planning of a free-floating, dual-arm space
robot to satisfy specific targets and constraints. PSO is an
advantageous intelligent optimization algorithm because of
its fast computational speed and few required parameters for
adjustment. Thus, it is widely used in solving problems of
nonlinear systems with strong coupling and multiple param-
eters. However, the traditional PSO algorithm is prone to
premature convergence. To solve this problem, many scholars
have improved the traditional PSO algorithm by adjusting
relevant parameters and combining it with other intelligent
algorithms. The optimization capability of the traditional
PSO is improved to a certain extent by the adjustment of
certain parameters, such as inertia weight [10], [11] and learn-
ing factor [12]. However, at the beginning of the iteration,
the optimal value of the algorithm is similar to the local
optimum, and the PSO algorithm still falls into the local
extreme value. Aydilek [13] proposed a hybrid algorithm that
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combines the firefly and PSO algorithms, in which the local
search process is determined by the optimal fitness value
retained from the previous iteration. Chen et al. [14] pro-
posed a cross-operation PSO algorithm, it is a bi-level PSO
algorithm with a positive feedback mechanism and performs
cross-variation at the best position of each particle to main-
tain population diversity. Chen et al. [15] proposed a chaotic
dynamic-weight PSO algorithm. Chen et al. [16] proposed a
dynamic differential PSO algorithm that performs differen-
tial evolution in each subgroup and combines the method
of differential mutation to improve global search capability.
Jiang et al. [17] proposed a hybrid optimization algorithm
that combines wavelet mutation with PSO. Liu ef al. [18]
proposed a cooperative multigroup PSO algorithm to handle
multi-objective optimization problems with uncertain, rapid
environmental changes.

This analysis shows that two problems still remain to be
solved.

(1) Using indirect methods for trajectory planning requires
the kinematic inverse problem to be solved in real time,
thereby increasing the calculation amount of the algorithm.

(2) Only the optimal time or the lowest energy consump-
tion is considered to be the optimization objective, whereas
the operational accuracy of the manipulator is disregarded.

To solve these problems, this research proposes a direct
trajectory planning method that is based on an improved
PSO algorithm and Fuzzy rewards and punishment theory.
This method does not require the real-time solution of
inverse kinematic problems. The last elimination principle
is introduced into the improved PSO algorithm to main-
tain population diversity, and the increased local-global
information-sharing item ¢3 is used to improve the global
information-sharing capability of the algorithm. Under the
existing constraint conditions, a multiparameter rewards and
punishment rule is introduced to improve the efficiency of
the IEPSO algorithm. By this method, the large calculation
amount of indirect methods can be avoided while ensuring
accuracy.

Il. PROBLEM DESCRIPTION

Assuming that the base is not disturbed by the movement of
the manipulator, the global coordinate system is established
on the base. The coordinate systems of the joints of the manip-
ulator are shown in Figure 1, including the global coordinate
system R[X, Y, Z], end actuator coordinate system H[Xg, YE,
Zg], and local coordinate system of each joint i[X;, Yi, Z;].
The Denavit-Hartenberg(D-H) method is used to describe the
relationship between the translational and rotational motions
of adjacent linkages [19]. Through the coordinate transforma-
tion matrix Tii_1 between the two linkages, the transformation
matrix R7y; of the end actuator relative to the base coordinate
system can be derived. The Tiif1 and RTy transformation
matrices are as shown in (1) and (2), as shown at the bottom
of the next page.

where Tii_1 is the transformation matrix of the coordinate
system i with respect to i + 1; d, is the distance between
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FIGURE 1. The coordinate systems of mechanical arm.

two adjacent joints in the X; and Xj; axes; ay is the distance
between two adjacent joints in the Z; to Zj; axes; 6; is the
angle between the X and Xjy; axes, with the right side of
the Z axes being the positive direction; and «; is the angle
between the Z; and Zj;; axes, with the right side of the X
axes being the positive direction.
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where

ny = 691095692+3+4 — S91S95;

ny = cOicOs + C95S91C92+3+4q;

ny = —c65501344;

ox = —s01¢05 — c01505¢021314;

oy = C91C95 — 591S956‘92+3+4;

0, = 5055021 314;

ax = c015024314;

ay = s015024314;

DPx = cOi(azchrys + archr + ascbr 344 + dsstry314 + ar);

the pose vectors of the end actuator mechanism relative to
the base coordinate system; s8, and c6, represent sinf, and
cos6y, respectively; c6r43 and ¢y 4344 represent cos(9, +603)
and cos(6, + 03 + 04), respectively; and s6r43 and s624344
represent sin(fy + 63) and sin(6, + 63 + 64), respectively.
Equation 2 describes the strong nonlinear coupling relation-
ship between the joint angles of the multi-degree-of-freedom
manipulator. The time-varying angle of each joint of the
manipulator can be solved by the solution of the nonlin-
ear equations of n coupling. Meanwhile, the structural and
angular constraints of the manipulator are considered in the
process of manipulator movement, thereby increasing the
difficulty of multi-DOF manipulator trajectory planning and
control. Moreover, the choice of joint running angle has
multiplicity; therefore, selecting the mechanical manipulator
joint running angle from the initial point to the end point is
essential to improving the working efficiency and accuracy
of the manipulator under certain constraints.

Ill. IMPROVED PARTICLE SWARM OPTIMIZATION
ALGORITHM

The improved PSO algorithm proposed in this work pre-
serves the local development capability of the traditional PSO
algorithm and increases the local-global information-sharing
term ¢3 to enhance the global exploration capability of
the algorithm. Moreover, on the basis of genetic variation,
the principle of last elimination is adopted to maintain the
diversity of the population. These improvements aim to
enhance the global optimization performance of the PSO
algorithm. Figure 2 shows the specific implementation pro-
cess of the IEPSO algorithm.

First, the position and velocity of the particles in the
population are randomly initialized, and the fitness value
of each individual particle is calculated. If the position and
fitness of the individual particles and the global optimum
particles are maintained, then particle swarm operation is
re-executed. The increased local-global information-sharing
item @3 represents the information exchange between the
local optimal particle and the global optimal particle obtained
by the current iteration and is used to balance the exploration
and development capability of the particles. Equations (4)
and (5) are used to update speed and location in the IEPSO
algorithm.

— 4 1

py = s61(azchry3 + azxchr + aschry 314 + dssbr 314 + ay); 93 = C3R3 ’pgd ~Pid (&)
Pz = dscOry344 — arsth — azsOr43 — ass0r1344 vgl = wvly + CiR| (ply — xly) + C2Ry <pgd — xfd)
where p = [px, py, p.1T is the position vector of the end CR ‘ to_ ot 4
actuator mechanism relative to the base coordinate system; + 383 |Pea — Pia @)
n = [ny, ny, 0,17, 0 = [oy, oy, 0,17, @ = [ax, ay, a,]" are xly = xly i §))
cos(8;)  — sin(6;) cos(6;) sin(6;)? a, cos(6;)

T — sin(6;) cos(6;) —cos(6;)sin(¢;)  ay, sin(6;) o

i-1 0 sin(6;) cos(6;) dy,

0 0 0 1
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FIGURE 2. IEPSO algorithm flowchart.

where w is the inertia weight, C1 and C; are the learning fac-
tors, R; and R, are random numbers in the interval [0, 1], PZ,
is the global optimal position, P! is the best historical position
of the particle, xlfl is the current position of the particle, and
vg] is the next iteration speed. With a decrease in population
diversity, the algorithm converges easily near the local opti-
mal value. The fitness value is used as an evaluation criterion
to eliminate particles with poor objective function, thereby
maintaining population diversity. Within the predetermined
range, particles to be added to the population are selected
and PSO is re-executed. When the convergence conditions
achieve convergence accuracy, the iteration is terminated and
the global optimum is obtained.

IV. REWARDS AND PUNISHMENT THEORY

On the basis of the existing constraints in the multi-objective
optimization process, a Fuzzy rewards and punishment
rule for multiple parameters is introduced. In this way,
the decoupling operation of the multiparameter system can
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be eliminated. Therefore, the application of these rules can
reduce computational time while ensuring planning accuracy.

A. FUZZY REWARDS AND PUNISHMENT RULES

First, the input vector X is used as input and A as a rewards
and punishment factor. The input value is graded by rewards
and punishment, and the real value becomes a rewards and
punishment measure. Set a vector of X, x; € M; = [—e;, €.
The component X; of set X is processed by the degree of
rewards and punishment, which is A = [—1, 1]. The rewards
and punishment waken threshold value in the physics uni-
verse is set as ¢, and the scope of the degree of reward and
punishment is divided into two subdomains, namely, reward
domain R € [0, 1] and punishment domain P € [—1, 0).

For a single-input, single-output system, the logical rela-
tionship of rewards and punishment is.

P and Q are the rewards and punishment sets of input
domain A and output domain B, respectively. A rewards and
punishment subset R of the direct product between P and Q
is called the rewards and punishment relationship between P
and Q.

AR (X,¥) € Apxp (x,y) = Aa (X) A Ap () (6)

For a double-input, single-output system, the logical rela-
tionship of rewards and punishment is.

P and Q are the degree of rewards and punishment in the
domains X x Y and Y x Z, respectively. R is the degree of
rewards and punishment in the domain, X x Z. Ris P o Q. The
scope of the degree of rewards and punishment after synthesis
is:

AR =PxQ0—[-11] (N
The degree of rewards and punishment can be defined as.
AR (x,2) © Apog (x,2) =V (Ap (X, ) Ado (0,2))  (8)

where, the operator A means to take the maximum value,
V means to take the minimum value, and o is a composite
operator.

In this study, we use the rule sentence “if A and B
is C” to describe the rewards and punishment rule base.
For two input variables, both variables are divided into
two sets of rewards and punishments, and 24 rewards and
punishment rule statements are established. The degrees of
rewards and punishments for the input variables are set to
[very far (VF), so far (SF), little far (LF), little close (LC),
equal (BE), close(ZC), so close (SC),very close (VC)] and
[high (H), middle (M), low (L)]. The degrees of rewards
and punishment for the output variables are set to [very
strong punishment (VSP), strong punishment (VVP), a little
punishment (RSP), light punishment (RLP), no reward and
punishment (NRP), light reward (RLR), strong reward (RSR),
very strong reward (VSR)]. The established rewards and
punishment rules table is shown in Table 1.
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TABLE 1. Rewards and punishment reasoning table.

AR VF SF LF LC BE 7C SC vC
H VSp VSP VSP RSP NPR RLR RLR RSR
M VSP \AY \AY RLP NPR RLR RLR RSR
L VSP VVP RSP RLP NPR RLR RSR VSR
TABLE 2. Rewards and punishment rule functions.
Type Function form parameters
lincar y=x-a / b—a a<x<bh feiggclt)i \e:(r:l: ythe maximum and minimum values of the X axis,
The parameter x determines the domain range of the variable; C
_ (v 2] 2 determines the central point of the rewards and punishment rule
Gauss Yy =cxp ( (x=0) / ° ) function, and the width of the rewards and punishment rule
function is determined by o.
_ _ 2b The parameter x determines the domain range of the variable; [a,
Bell y= 1/(1 + |(x C)/ a| ) b and c] determine the shape of the bell function.
. . The parameter x determines the domain range of the variable;
= — % — R
Sigmoid y 1/ (1 + exp( ax*(x C))) [a,c] determine the shape of the Sigmoid function.
. The parameter x determines the domain range of the variable;
= — * —_ —_ ES — >
m Function 1/ (1 +exp ( & (x G ))) + 1/ (1 + exp( % (x & ))) [al,c1,a2,c2] determine the shape of the Sigmoid function.
Hyperbolic
tangent _ ) =(1_ _ _ . . .
symmetric y= tanh((l/ 2) X ) = (1 exp( X )) / (1 + exp( X )) The parameter x determines the domain range of the variable
S

B. REWARDS AND PUNISHMENT RULE FUNCTIONS
The rewards and punishment rules function generally
assumes the following forms, as shown in Table 2.

The linear rewards and punishment rule function is appli-
cable when the input parameters are densely distributed and
the rewards and punishment are segmented. The sigmoid-type
rewards and punishment rule function has a semi-open shape
and is suitable for the “maximum” and “minimum” degrees
of rewards and punishment. The m-type, bell-type, hyper-
bolic tangent symmetric S-type, and Gaussian-type rewards
and punishment functions show a nonlinear increasing and
decreasing trend when approaching zero.

V. EFFICIENCY OF OPTIMAL TRAJECTORY PLANNING

A. OPTIMIZATION OBJECTIVE

In this study, the trajectory planning problem with the best
operating efficiency and minimum motion error is trans-
formed into a multi-objective optimization problem. Equa-
tion (9) is an optimization objective function, consisting of
two evaluation criteria.

minF (X) = R(X) + S (X) )
R (X) = max (9—1, @, 9—3, 9—4) (10)

w w w w
erri = \/(x — xf)2 +(y— yf)2 +(z— Zf)2 (11)

where F(X) is an efficiency scalar; R(X) is the longest time
consumed for each joint of a manipulator; S(X) is the rewards
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and punishment function; 61, 6>, 03, and 6, are the transfor-
mation angles; 65 is the rotation joint angle; and 8¢ is the
execution joint angle of the end actuator mechanism. This
study considers only the position of the end actuator mech-
anism reaching the target point, so the effects of 65 and 6¢
are not considered. In Equation (11), err; is the position error
between the target point and the end actuator mechanism of
the manipulator. The position of the end actuator mechanism
is P. = [ X, y, z], and the position of the target point is Py =
[xf, yf» Zf]-

B. CONSTRAINT CONDITION
The purpose of manipulator trajectory planning is to generate
the optimal joint trajectories without violating the constraints
to accomplish the desired tasks. The optimization problems of
the specific target F(X) in the case of the equality constraint
H; and the inequality constraint L; are expressed as

Joint constraints,

Hi=6+63+0,=¢ (12)
= arccos(g) (13)
Izl pl
Linkage constraints,
Liax < Leur < Lopj (14)

where joint 1 is a rotating joint without joint restraint, and
only joints 2, 3, and 4 are considered. ¢ is the angle swept by
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TABLE 3. The D-H parameters.

Number 6 d a o
1 0, 0 10 -90°
2 0, 0 104 0
3 65 0 96 0
4 0 0 27 90°
5 s 137 0 0
the end actuator mechanism of the manipulator in the global 800 ' ' ' ]
coordinate system from the initial position to the end position; 700 i
—135 < & < 135. The sum of the angles of joints 2, 3, and 4 is 600
equal to the angle swept by the end actuator mechanism of the _
manipulator. The initial posture of the manipulator is upright. ‘§ 500 1
At this point, the distance from the end of the manipulator to g, 400 1
the origin of the global coordinate system is the maximum rod 3 300
length Ii,ax. When the joints are coordinated with each other, E:L‘j
many kinds of posture are realized with the movement of the 2007
manipulator. However, the real distance I, from the end of 100
the manipulator to the origin of the coordinate system of the ol
base must not be longer than the length of the rod; otherwise, . : :
it will violate the physical rules. Furthermore, for the end of ° 50 Gen;?aotions 150 200
the manipulator to reach the target point, /., cannot be less »
than the distance [ of the target point to the base of the ~ FGURE 3. Efficiency scalar.
manipulator base coordinate system; otherwise, the end of
the manipulator cannot reach the target point. In this study, 8 '
the angular velocity of each steering gear is fixed, so angular 75 ]
velocity and acceleration are disregarded. o |
VI. SIMULATION RESULT ANALYSIS S i
A. SIMULATION PARAMETERS SETTING 54
The D-H parameters and joint variables are shown in Table 3. i 3
Where 6 is the joint angle that rotates around the Z axis,
d is the distance between two adjacent connecting rods along 2 )
the Z axis, a is the distance between two adjacent connecting 1 ,
rods along the X-axis, and « is the joint angle that rotates o k
around the X axis. The parameters of the IEPSO algorithm, ‘ ‘ .
o 50 100 150 200

six-DOF manipulator model, and rewards and punishment
rule are shown in Table 4.

The error value E(ey, €3, €3, ..., e,) between the end of the
manipulator and the target position is processed by rewards
and punishment according to Equation (15). The domain of
the rewards and punishment is A = [—1, 1], which indicates
the degree to which the error is close to zero. The closer A
is to 1, the greater the degree of the error approaching zero.
Conversely, the closer A is to —1, the less the degree of the
error approaching zero. A = O indicates that the error satisfies
the presupposition requirement, and ¢ is the evaluation index.
The elements of A = [—1, 0] belong to the punishment
domain, and the elements in A = (0, 1] belong to the reward
domain.

—1/e xerri +1

—1/(errmax — €) X erri + €/(errmax — €)

erri < &
A= (15)

e < erri < emax
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Generations

FIGURE 4. The error value between the target point and actuator
mechanism.

where ¢ is the rewards and punishment waken threshold set
to 0.005, err; is the error between the target point and the end
actuator of the manipulator, and errp,y is the maximum error.
Rewards and punishment with different reaching degrees are
introduced into this article to prevent particles with small
errors from being eliminated because of the longer time
consumed to find the path than that consumed by optimal
particles. With the optimal motion efficiency of the actuator
regarded as the optimization target, the error err; between
the current position x; of the particle and the target position
Xobj is calculated and compared with the preset error value ¢
when the particle finds the target point. If err; > &, which
indicates that the particle search path is poor, the particle will
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TABLE 4. IEPSO algorithm, rewards and punishment rules and the manipulator model parameters.

Type Value Type Value
Convergence precision 0.1e-06 Joint angle 1( ;) -135°~135°
Population size 40 Joint angle 2( 6,) -90°~90°
Dimension 4 Joint angle 3( 63) -135°~135°
Learning factor( C,. Cy) 2 Joint angle 4( 6,) -135°~90°
Learning factor( C3) 2~0 Joint angle 5( 65) -180°~180°
Inertia weight ( ) 0.9~0.4 Minimum of rod /o; 301mm
Random number( R;. R>. R3) [0,1] Maximum of rod /.y 337mm
Iteration number ( MaxIter) 1000 Reward and punishment waken threshold ( &) 0.005
Angular velocity ( ) 0.2 Reward waken threshold ( s) 0.5e-06
Reward function 1( 0) -12~0 Reward function 2 ( u) -24~-12
0.935 T T 0.98 r -
0.93 1 0.97 |
0.925 ]
= = 0.96 1
© ©
= 0.92 8 =
<@ o
= 2 0.95 ]
© 0.915 R ©
E E
3 s L i
091 i -2.0.94
0.905 . 0.93| 1
LAy i
0.9 ‘ , ‘ , 0.92 ‘ ‘ ‘ ‘
0] 50 100 150 200 0 50 100 150 200
Generations Generations
(a) (b)
-0.8 T T T ' 1.13 T -
-0.81 8 1.125 b
I
= -0. 7 E S 112 b
5 0.82 g
3 o
2 -0.83 1 2 1.115 i
© @©
E =
2 .0.84 ] 2 111 |
-0.85 b 1.105 4
-0.86 : : : : 1.1 - : : :
0 50 100 150 200 [0} 50 100 150 200
Generations Generations
() (d)

FIGURE 5. The error value between the target point and actuator mechanism. (a) Joint 1. (b) Joint 2. (c) Joint 3. (d) Joint 4.

be punished to increase the time consumed by the particle
in this path. Consequently, the path that the particle finds
is better and closer to the global optimal solution than the
previous path. The particle is rewarded to reduce the time
it consumes in this path. If the rewards function is used to
reduce the fitness value of the target function and it is still
larger than the optimal fitness value in the population, then the
particle is abandoned and the optimal solution obtained by the
current iteration is still selected. The degrees of rewards and
punishment have an important impact on finding the global
optimal solution. Too light or heavy rewards and punishment

20458

will affect the accuracy of the global search. If the punish-
ments are too light, then the effect of the error will be ignored,
and the actuator accuracy will be reduced. Conversely, if the
punishment is too heavy when the particle is close to the edge
of punishment, the particles will be forced to escape from
the region. Therefore, piecewise rewards and punishment are
adopted on the basis of the degree of error approaching zero.
The rewards and punishment functions are expressed as (16)
and (17).

a =k x (exp(—=5 x (A + 1)) (16)
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FIGURE 7. The error values of the five algorithms.

A reward is expressed in piecewise form as,

B1=—] x ((—4/(e—s))xerri+0.02/(e —s5)) L€(0~0.99)
Br = —jx ((—4/s) x erri +8) A €[0.99 ~1) (17)

where « is the punishment factor, 8 is the reward factor, A
is the degree of error approaching zero between the target
point and the end actuator mechanism, and k and j are the
proportional coefficients; In this study, k = 10000 and j = 3.

B. SIMULATION ANALYSIS
The IEPSO algorithm is used to search the global optimal
solution from a number of feasible solutions. The trajectory
planning for the 6-DOF robotic manipulator is completed
quickly and efficiently. The initial position is [37, 0, 337],
and the terminal position is [151.171, 191.62, 172.124].
Figure 3 shows the efficiency scalar using the direct trajec-
tory planning algorithm, which converges around 45 gener-
ations. In order to improve the global optimization speed of
IEPSO algorithm, Fuzzy rewards and punishment rules are
applied to the error between the manipulator and the target
point in the optimization objective function. Figure 4 shows
the descent of the error between the target point and the end
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FIGURE 9. Efficiency vectors of five algorithms.

actuator mechanism of the manipulator. The position error is
evidently close to zero at around the 50th generation, and
the position error can reach zero around 180 generations.
By adding Fuzzy rewards and punishment rules, the global
optimization speed of the PSO can be improved, and the
accuracy of the trajectory planning of the manipulator can
be guaranteed. Figure 5 shows the motion angles of each
joint. In order to verify the effectiveness of the algorithm,
five optimization algorithms including PSO, SPSO, IEPSO,
GA and DE are used for comparative analysis of position
error and efficiency scalar.

As shown in Figure 6, when the error value is large,
a large punishment value is generated. When the error value
approaches the target value, a large reward value is generated.
Improved the calculation efficiency of IEPSO by means of
rewards and punishment. Figures 7 and 9 show that the
position errors of the PSO and SPSO algorithms are larger
than those of the proposed algorithm. Owing to their poor
local search capability, the PSO and SPSO algorithms fall into
the local extremum. Efficiency scalar and error values are rel-
atively large, unable to meet the accuracy of multi-parameter
and strongly coupled trajectory planning. As shown
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TABLE 5. Variable values of five algorithms.

) Variablel Variable2 Variable3 Variable4 . Error
Algorithm ( rad) (rad) ( rad) (rad) Efficiency scalar (' mm)
PSO -2.24 -1.31 1.06 -1.11 8.71e+04 10.41
SPSO 0.89 0.12 1.47 -0.67 5.52 e+02 5.46
IEPSO 0.9 1.49 -0.23 1.17 -16.56 6.96-14
GA 0.9 0.92 0.84 -1.54 -3.59 3.06e-04
DE 0.9 0.09 1.13 -0.09 -2.57 0.12
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FIGURE 10. Comparison of reward function and no reward function.

in Figures 7-9, the IEPSO algorithm increases the informa-
tion exchange between the global and the local and introduces
the last elimination principle to balance the global search and
local search capabilities of the PSO algorithm. Consequently,
the proposed algorithm has strong global optimization capa-
bility. Therefore, the IEPSO algorithm converges faster than
the GA and DE algorithm does. The position error of the GA
optimization algorithm is 3.59e—04. The position error of
DE optimization algorithm is 5.47e-03. The position error of
IEPSO algorithm can reach zero in about 180 generations.
With the introduction of the Fuzzy rewards and punishment
rules, the proposed algorithm reduces computational time and
improves the efficiency of optimization. The variables, error
values, and efficiency scalar values of the four algorithms are
shown in Table 5.

Figure 10 presents the convergence curve of the rules with
and without reward. The error value of the reward function at
the 19th iterations meets the presupposition precision require-
ment, and the error converges to zero around 130 genera-
tions. The optimization objective function with rewards and
punishment function is able to converge asymptotically to
zero because of the error value is softened by introducing the
Fuzzy reward and punishment theory. When the asymptotic
convergence of the objective function is satisfied, the conver-
gence curve of the non-reward function error is particularly
prominent and the oscillation is severe. As shown in Fig-
ure 10 and Table 6, compared with the non-reward rules,
the speed of convergence with the reward rule is relatively
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FIGURE 11. GUI image of the manipulator moving to target point.

fast, and the accuracy of the manipulator reaching the target
point with the reward rule is relatively high. Figure 11 shows
that the angle is included in the forward kinematics solution
and is displayed in the GUI image. The position of the end-
effector of the manipulator is the same as that of the target
point. The initial position and the terminal position of the end
of the manipulator are shown in Figure 11.

VIi. CONCLUSION

A method for direct trajectory planning is proposed in
this paper for multiparameter, strong-coupling and nonlin-
ear multi-DOF manipulators. The direct trajectory planning
method is based on the IEPSO algorithm and Fuzzy rewards
and punishment theory. The last elimination principle and
the local-global information-sharing term are introduced into
the IEPSO algorithm to improve the global search capability
of the algorithm. On the basis of the constraint conditions
of multi-DOF manipulators, a multiparameter ‘‘rewards and
punishment” constraint model is established. Through the
direct trajectory planning method, computational time can be
reduced while ensuring motion accuracy. The following con-
clusions can be drawn through the comparison and analysis
of simulation results.

(1) The local-global information-sharing term ¢ 3 and
the last elimination principle, which are introduced into the
IEPSO algorithm, can maintain the diversity of the popula-
tion and enhance the global search capability of the IEPSO
algorithm.
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(2) Fuzzy rewards and punishment rules based on the
equality constraints and inequality constraints of multi-DOF
manipulators are introduced. A comparison of the optimiza-
tion results of the GA and the improved PSO algorithm
suggests that the method can reduce the computational time
and ensure that the robot manipulator can reach the target
position accurately.

In summary, the results of the simulation analysis indicate
that the accuracy of the manipulator trajectory obtained by
IEPSO algorithm can reach 8.20e-12, and the accuracy can
reach O after adding the fuzzy rewards and punishment rules
into the IEPSO algorithm. As can be seen from Table 5,
the IEPSO algorithm proposed in this paper is significantly
more planning efficiency than the other three algorithms. The
direct path planning method proposed in this paper is verified,
which can effectively reduce a large number of decoupled
operations, and can guarantee motion accuracy, which is of
great application value for solving the trajectory planning
problem of multi-parameter, strongly coupled nonlinear sys-
tems.
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