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ABSTRACT The automatic identification of a corresponding photo from a face sketch can assist in criminal
investigations. The face sketch is rendered based on the descriptions elicited by the eyewitness. This
may cause the face sketch to have some degrees of shape exaggeration that make some parts of the face
geometrically misaligned. In this paper, we attempt to address the effect of these influences by a cascaded
static and dynamic local feature extraction method so that the constructed feature vectors are built based
on the correct patches. In the proposed method, the feature vectors from the local static extraction on a
sketch and photo are matched using the nearest neighbors. Then, some n most similar photos are shortlisted
based on the nearest neighbors. These photos are eventually re-matched using feature vectors from the
local dynamic extraction method. The feature vectors are matched using the L1-distance measure. The
experimental results for The Chinese University of Hong Kong (CUHK) Face Sketch Database (CUFS)
and CUHK Face Sketch FERET Database (CUFSF) datasets indicate that the proposed method outperforms
the state-of-the-art methods.

INDEX TERMS Cascaded feature extraction, identity of interest, local feature extraction, sketch to photo,
static and dynamic, deep learning.

I. INTRODUCTION
In a criminal investigation, identifying the Identity of Inter-
est (IoI) automatically from large mugshots merely based
on a facial sketch can help to speed up the process of
suspect apprehension. The facial sketch of the suspect is
generated when there is no other evidence at hand except
the descriptions elicited from the victim or eyewitness. The
forensic artist draws a sketch based on the descriptions
given. This obviously causes the resulting face sketch to be
less accurate and prone to shape exaggeration. Therefore,
retrieving a photo from its corresponding face sketch is an
extremely challenging task. Due to the modality difference
in the image production, there are two main approaches
used by researchers to reduce this modality gap. In the first
approach, researchers [1]–[16] attempt to close this gap by
generating a pseudo-image such that both images are in the
same modality. It is followed by a feature extraction and
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matching process in the same modality. This approach is
called the intra-modality approach. In the second approach,
researchers [17]–[23] describe the image using features that
are invariant to modality difference. The feature extraction
is performed in different modalities, and the matching pro-
cess is based on these features. This approach is called the
inter-modality approach.

In the former approach, a synthetic photo or sketch
(i.e., pseudo-photo or pseudo-sketch, respectively) is gener-
ated using an advance synthesizing algorithm. This is usu-
ally computationally complex. In addition to its complexity,
the transformation algorithms try their best to transform the
image from one modality to another. This conversion is intu-
itively naive in which it preserves the shape of the image
being transformed. In the case where the generated face
sketch contains shape exaggeration, matching these images
using insensitive shape exaggeration descriptors may result
in a low matching rate (i.e., although the matching procedure
is executed in the same modality). As for the latter approach,
researchers mostly focus on seeking modality-invariant
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features to represent the image. In general, there are two main
approaches to extract features: handcrafted feature [18]–[22]
and deep learning feature [24]–[28]. Here, we attempt to con-
tribute to the handcrafted feature approach. In this approach,
shape exaggeration effects are generally not considered. Fur-
thermore, the local feature extraction approach is the most
popular method to extract features. However, the local fea-
tures are usually extracted from static patches (i.e., the image
is divided into some equal size of overlapping patches). Con-
sequently, the extracted feature from a patchwith exaggerated
shape may be inaccurate and hence the similarity measure is
made based on improper feature vectors. This may eventually
degrade the retrieval rate.

The Difference of Gaussian Oriented Gradient Histogram
(DoGOGH) [29] has been demonstrated to be effective for
face sketch to photomatchingwith illumination effects. How-
ever, in the proposed method, the shape exaggeration effect
is not treated well. To overcome the limitations mentioned
above, we propose that the feature vector is extracted in a cas-
caded fashion by combining static and dynamic local feature
extraction. By doing this, the feature vector of the photo can
be reconstructed (i.e., using dynamic local feature extraction)
according to the local features from the face sketch. If the
feature vector construction is constructed based on the appro-
priate image patches, then the retrieval rate can be increased
due to the fact that the patch comparison is made of the appro-
priate pairs. Two baseline datasets (i.e., Chinese University
of Hong Kong (CUHK) Face Sketch Database (CUFS) and
CUHK Face Sketch FERET Database (CUFSF)) are studied
in the experiment to demonstrate the efficacy of the proposed
method. This is because the sketches in the CUFS dataset
have slight shape exaggeration while the sketches in the
CUFSF dataset have more shape exaggeration and thus are
closer to real forensic sketches.

The contributions of this paper are twofold. First, we intro-
duce a dynamic local feature extractionmethod. To the best of
our knowledge, no other local feature extractionmethod in the
literature uses dynamic extraction. Secondly, we propose cas-
caded local feature extraction involving a static and dynamic
extraction method. The rest of this paper is organized as fol-
lows. Section II and Section III discuss and explain the related
work and the proposed method, respectively. Section IV
elaborates the experimental setup and discusses the results
obtained. A conclusion is drawn in Section V.

II. RELATED WORK
Traditionally, the process of searching potential suspects is
performed manually. A large number of photographs need to
be browsed by an eyewitness before selecting a few selected
candidates. This process is very time-consuming and may not
be accurate due to the fact that the environment may interfere
with the eyewitness’ focus, or they may experience fatigue
while browsing the photographs. Assisting law enforcement
to narrow down the criminal suspects is among the appli-
cations of interest. This is done by automatic matching of
a sketch at hand (i.e., when there is no other evidence) to

photos in the mugshot database. One of the techniques used
to create a criminal face sketch is by sketching it on paper
using a pencil. Lois Gibson and Karen Taylor are well-known
forensic artists involved in this kind of sketching [30], [31].
With the aid of eyewitness descriptions, the artists visualize
the face in their mind and translate it into a sketch by obey-
ing a specific procedure as in [32]. The sketch is eventually
digitized using an electronic scanner before the matching
algorithm is employed.

To find the match automatically, Uhl and Lobo [33] started
to use Eigenface and Principle Component Analysis (PCA)
to match forensic sketches to photos. The proposed method
uses geometric alignment for image normalization and patch
level matching. As for research advancement and the fact that
forensic sketches are often confidential, Tang and Wang took
the initiative to create a public dataset called CUFS [1]. This
is a clean dataset because the sketches have only a small
degree of shape exaggeration. Then, to make the sketches
closer to real forensic sketches, Zhang et al. introduced
another dataset named CUFSF [34]. The sketches have more
shape exaggeration with the corresponding photo exposed
to lighting variations. Based on these initiatives, many
researchers continue proposing the state-of-the-art methods
to obtain better recognition accuracy. From the literature, it is
noted that the proposed methods can be divided into intra-
modality and inter-modality approaches.

In the intra-modality approach, to match the images, the
image from one modality is transformed to another modal-
ity (as a synthetic image called pseudo-image) at the pre-
processing stage. Then, the matching algorithm is applied
to these images. This approach has been pioneered by
Tang and Wang [1], [2], [5] and their following resear-
chers [3], [6]. The approach was expanded by Gao et al. [4]
and succeeding researchers [7], [8], [10]–[12], [16], [35].
This approach has been surveyed comprehensively by
Wang et al. [36]. Tang and Wang [2] proposed the Eigens-
ketch transformation algorithm to transform a photo into a
sketch prior to matching. Liu et al. [3] proposed a synthesiz-
ing technique that employs Kernel-based Nonlinear Discrim-
inant Analysis (KNDA) by preserving the local geometry.
Gao et al. [4] synthesized the sketches using Embedded Hid-
den Markov Models (E-HMM) that have the capability to
model the nonlinear relationship between a sketch and photo.
Later, Wang and Tang [5] proposed a synthesizing model
based on Markov Random Fields (MRF) to synthesize sketch
to photo or vice versa. Zhang et al. improved this model
to work under pose and lighting variations. Gao et al. [37]
proposed Sparse Neighbor Selection (SNS) to render the
initial pseudo-image and then used Sparse Representation-
based Enhancement (SRE) to improve the quality of the syn-
thesized image. To minimize the empirical loss for training
samples, Wang et al. [8] introduced a probability graphic
model and transductive learning. Peng et al. [9] utilized MRF
to learn multiple representations and alternating optimiza-
tion strategy and then proposed a Superpixel-based syn-
thesis method [10]. Recently, Wang et al. proposed several
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frameworks for face sketch synthesis that achieved better per-
formance than the state-of-the-art methods [12]–[15]. This
was then followed byCao et al. [35] who proposedAsymmet-
ric Joint Learning (AJL) that attempts to cater for image dis-
crepancies due to the modality difference. Other researchers
have explored a deep learning approach to synthesize the
image [11], [38], [39].

In the inter-modality approach, to match the images, the
modality-invariant features are extracted from the images
prior to the similarity computation. This approach skips the
transformation or synthesizing procedure at the preprocess-
ing stage. The extracted features are usually discriminative
and invariant across modalities [18]–[22]. Generally, there
are two main approaches to extract features: handcrafted
feature [18]–[22] and deep learning feature [24]–[28]. Here,
we attempt to contribute to the handcrafted feature approach.
Klare and Jain [17] proposed a local feature extraction
approach using a Scale Invariant Feature Transform (SIFT)
descriptor. To improve the accuracy, Klare et al. [18]
extended their approach by fusing Multiscale Local Binary
Pattern (MLBP) and SIFT with Local Feature Discriminant
Analysis (LFDA). Zhang et al. [34] proposed a new face
descriptor based on Coupled Information-Theoretic Encod-
ing (CITE). Recently, Roy and Bhattacharjee [40] proposed
a Local Gradient Fuzzy Pattern (LGFP) for sketch to photo
matching. This was then followed by Peng et al. [41], [42]
who proposed a method that takes into account the facial
spatial structure while extracting the features for matching.

To describe the image, most of the researchers in the
inter-modality approach (i.e., for handcrafted feature) uti-
lize local feature extraction as in [18]. The image is divided
into patches of the same size, and features are extracted
locally from each patch (i.e., patch by patch). Then, to rep-
resent the image, these features are concatenated to make
up the feature vector. Our proposed method follows this
approach. We extend the local extraction method from
purely static patch to a cascaded static and dynamic patch
based on its nearest neighbor similarity distance. This is to
ensure that the extracted features are immune to slight shape
exaggeration.

III. PROPOSED METHOD
Matching a face sketch to a photo using local feature extrac-
tion has shown promising accuracy [18]. It extracts the
feature from local patches throughout the image, and the
extracted features are concatenated to make up a full feature
vector that represents the image. In this paper, the proposed
method attempts to address the effect of shape exaggera-
tion by cascaded static and dynamic local feature extraction
methods so that the constructed feature vectors are built
based on the correct patches. Note that before the feature
extraction process, all the face images are aligned such that
the fiducial points are positioned at the predetermined ref-
erence points (this is explained in Section III-A). In this
work, the static local feature is defined as the extracted local
feature from a fixed patch without considering the features

of its neighboring patches while the dynamic local feature is
defined as the extracted local feature from a selected patch
within a specified neighboring patch distance. First, the fea-
ture vectors that are locally extracted using the static extrac-
tion method (refer to Section III-B) for a sketch and photo
are matched using nearest neighbors. Then, some n most
similar photos are shortlisted based on the nearest neighbors
(using L1-distance). These photos are eventually re-matched
using the local feature vectors extracted using the dynamic
extraction method (refer to Section III-C). The following
subsections elaborate more on each process.

A. FACE ALIGNMENT
Matching face images without proper alignment may result in
a poor recognition rate. Aligning faces with respect to some
pre-defined points in common across the images is the solu-
tion. Most researchers normally perform 2D transformation
(i.e., translation, rotation and scaling) of faces with reference
to the centers of the eyes [17], [18]. However, according to
Klare et al. [18], for forensic sketches, the inner face regions
like eyes are less salient than the outer face regions. This is
because the outer regions carry salient features and therefore
they are more discriminative than the inner regions. Based on
these findings, here, the face images are aligned using three
fiducial points from the outer regions as proposed in [29].

B. STATIC LOCAL FEATURE EXTRACTION
After the image is aligned properly, local feature vectors are
extracted across the image. Here, the Difference of Gaus-
sian Oriented Gradient Histogram (DoGOGH) [29] is used
to extract the features. A detailed description of the extrac-
tion method can be obtained from the respective literature.
Algorithm 1 revisits the DoGOGH algorithm that is used in
our proposed method.

C. DYNAMIC LOCAL FEATURE EXTRACTION
A rendered sketch has typically some degree of shape exag-
geration (especially a viewed sketch in the case where the
face is detected automatically, or a forensic sketch) thatmakes
some parts of the face geometricallymisaligned (as illustrated
in Fig. 1). This effect can be observed in both datasets used in
this work. It may result in a low recognition rate. If the feature
vector construction is built based on appropriate patches,
it may increase the recognition rate due to the fact that the
patch comparison is made of the correct pairs. An example is
illustrated in Fig. 2. From the figure, it can be clearly seen that
some of the neighboring patches may have a higher similarity
score (i.e., smaller L1-distance) compared to the patch at the
origin. This is due to some degree of patch misalignment.
Based on this observation, the proposed method attempts
to cater for this problem by extracting the local features
dynamically.

Dynamic local feature extraction extracts feature vec-
tors within a specified distance from the patch of interest
(on a photo) dynamically based on a reference feature vec-
tor (extracted from a sketch) at the same patch position.
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Algorithm 1 : Static DoGOGH
Input: Grayscale image, I (x, y).
Step 1: Intensity Correction. To cater for lighting variation,
lighten the dark regions by using (1).

Î (x, y) = log(I (x, y)). (1)

Step 2: Image Transformation. Transform the image in
Step 1, Î (x, y) into the Difference of Gaussian (DoG) image,
Îdog(x, y) using (2) and (3). Note that two different sigma are
used here.

Gσ (x, y) =
1

σ
√
2π

exp
x2+y2

2σ2 (2)

Îdog(x, y) = Î (x, y) ∗ (Gσ1 (x, y)− Gσ2 (x, y)) (3)

Step 3: Histogram of Oriented Gradient (HOG). On the
Îdog(x, y) image, compute the HOG features by binning
the pixel magnitude from (4) according to the orientation
from (5).

|Îdog(x, y)| =
√
Gx(x, y)2 + Gy(x, y)2 (4)

θ Îdog(x, y) = tan−1
Gy(x, y)
Gx(x, y)

∈ [−180, 180] (5)

where Gx(x, y) and Gy(x, y) are computed using (6) and (7),
respectively.

Gx(x, y) =
∂ Îdog(x, y)

∂x
(6)

Gy(x, y) =
∂ Îdog(x, y)

∂y
(7)

Step 4: Local Feature Extraction. The image, Îdog(x, y) is
divided into 50 percent overlapping patches of the same size,
N ×N . The HOG feature is extracted locally from each patch
(i.e., patch by patch) as in Step 3. Let P = [pa, . . . , pM ] and
fa be the patches and the HOG feature of a patch, respectively.
Here, a = 1, 2, . . . ,M andM is the total number of patches.
Each HOG feature from each patch is normalized using (8).

f̂a =
fa

‖fa‖1 + ε
(8)

where ε is a small constant.
Step 5: Feature Vector Construction. To represent the image,
the features from all patches in Step 4 are concatenated to
make up the feature vector, F = [f̂a, . . . , f̂M ].
Output: F .

The process of obtaining a DoG image is similar to the
static feature extraction method (refer to Algorithm 1). Let
ÎSdog(x, y) and Î

P
dog(x, y) be the DoG image for a sketch and

photo, respectively. Also, the DoG image is then divided
equally into a set of M small overlapping patches. Let FS =
[f Sa , . . . , f

S
M ] and FP = [f Pa , . . . , f

P
M ] denote the feature

FIGURE 1. Example image pair with the sketch (a), has shape
exaggeration as compared to its corresponding photo (b). The patches
at the inner regions (the examples are highlighted in green) indicate that
the patches are properly aligned while the patches at the outer regions
(the examples are highlighted in red) indicate that the patches are not
really well aligned. This image pair is from the CUHK Face Sketch FERET
Database (CUFSF).

vector extracted from image ÎSdog(x, y) and Î
P
dog(x, y), respec-

tively. Here, a is the patch number and a = 1, 2, . . . ,M .
To dynamically extract a feature vector f Pa , let’s consider
F̂P = [f Pab, . . . , f

P
ML]. L is the total number of patches (i.e.,

the target and its neighboring patches) and b = 1, 2, . . . ,L.
The extraction method is illustrated in Fig. 3. First, the center
pixel of each patch is assigned as a target point. Then, for
the sketch, HOG feature FS is extracted on these points
while for the photo, HOG feature F̂P is extracted on these
points and its neighboring points. By doing so, at every single
patch, one feature vector f Sa (as reference) and L number of
feature vectors f Pab (coverage depends on the maximum pixel
dp distance) are extracted. Based on these feature vectors,
the distances between f Sa and f Pab are computed using nearest
neighbours (i.e., L1-distance). The feature vector from f Pab that
has the smallest L1-distance against f Sa is chosen to represent
the current patch feature vector f Pa . This process is reiterated
for all patches within the image to construct FP. Algorithm 2
shows the extraction details.

D. CASCADED STATIC AND DYNAMIC
LOCAL FEATURE EXTRACTION
Matching face sketches to photos using static local features
may not yield good accuracy because of the shape exaggera-
tion effects. Extracting local features dynamically may result
in better accuracy but requires an extremely long extraction
time. To address this, we propose to combine the static feature
extraction method and the dynamic feature extraction method
in a cascaded fashion. The static feature is used to shortlist n
nearest candidates so that the dynamic feature extraction only
extracts features on a few strong candidates. Fig. 4 shows the
proposed method.

E. SIMILARITY MEASURE
In order to match the features, we use nearest neighbors.
The L1-distance metric is used in this work. The matching
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FIGURE 2. An example illustration of L1-distance measured between a target patch from a face sketch and its corresponding patch from a photo.
The distance of the corresponding patch from the photo (i.e., patch #1) is larger than some of its neighboring patches. The neighboring patches are
built from the patch that is shifted a few pixels away from its origin in eight different directions (i.e., θ1, θ2, . . . , θ8) within a predetermined
maximum pixel dp distance. Patch #10 gives the smallest L1-distance to indicate that it has a higher similarity score to the current sketch patch,
hence becoming the correct candidate to extract the feature from.

FIGURE 3. The proposed dynamic local feature extraction for the face sketch-to-photo matching system. This is to address problems with regard to
shape exaggeration. The region of interest (red box) shows 3x3 pixels that correspond to 8 neighbors of one pixel distance dp from the center (blue
box). The arrow with cross sign (red line) shows static feature extraction while the other arrow (green line) indicates dynamic feature extraction
(i.e., selection is based on the nearest neighbor). Only eight neighbors are considered for each pixel distance dp to cater for eight different
exaggerated directions. Example: if dp = 1, we will have 9 (1+8) local points; if dp = 2, we will have 17 (1+8+8) local points; if dp = 3, we will have
25 (1+8+8+8) local points; and so on.

algorithm is computed as in Algorithm 3. Note that G is
the total number of photos in the gallery during the first
stage (static) while in the second stage, G = n where n is the
shortlisted photos from the gallery given from the previous
stage (static).

IV. EXPERIMENTS
Two datasets are used to evaluate the effectiveness of the
proposed method: CUHK Face Sketch Database (CUFS)

and CUHK Face Sketch FERET Database (CUFSF). This is
because the sketches in the CUFS dataset have a slight degree
of shape exaggeration while the sketches in the CUFSF
dataset have a higher degree of shape exaggeration and thus
are closer to real forensic sketches. These datasets are from
the Viewed Sketch category. Note that a Viewed Sketch is
defined as a sketch that is rendered while the forensic artist
is viewing the photograph of the subject or the real subject
itself.
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Algorithm 2 : Dynamic DoGOGH

Input: The DoG image, ÎSdog(x, y) for a sketch, and the DoG
image, ÎPdog(x, y) for a photo. Target points (i.e., patch cen-
troids) D = [Da, . . . ,DM ]T = [(xa, ya), . . . , (xM , yM )]T .
Step 1:AddNeighboring Points. Let Jl(x, y) = [(x+l, y), (x+
l, y+l), (x, y+l), (x−l, y+l), (x−l, y), (x−l, y−l), (x, y−
l), (x + l, y− l)] where l is the number of pixels off from the
center and l = 1, 2, . . . , dp.

D̂a = [Da, Jl(xa, ya), . . . , Jdv (xa, ya)]
T ] (9)

Step 2: Extract Features. Extract sketch features f Sa from
ÎSdog(x, y) at Da and photo features f Pab from ÎPdog(x, y) at D̂a
where b is the index of a neighboring patch.
Step 3: Features Reconstruction. Find the smallest L1-
distance, i∗a between f

S
a and f Pab as in (10).

i∗a = argmin
b
‖f Sa − f

P
ab‖1 (10)

and hence perform reconstruction by concatenation:

FP = [f Pai∗a , . . . , f
P
Mi∗M

] (11)

Output: FP.

A. DATABASES
Two Viewed Sketch datasets are elaborated here: CUFS and
CUFSF. The CUFS dataset [1], [5] contains 606 image pairs
from the CUHK student dataset [43], AR dataset [44] and
XM2VTS dataset [45] (i.e., 188, 123 and 295 image pairs,
respectively). All images were the frontal view. The pho-
tographs were taken without lighting variation and with a
neutral expression. Due to the XM2VTS dataset not being
freely available, it was not included in this study. Overall, for
testing, only 311 image pairs from CUHK and AR datasets
were used. Fig. 5 (a) and (b) show the example image pair
from this dataset. The CUFSF dataset [5], [34] was prepared
based on 1,194 photographs from the FERET database [46].
All images were the frontal view. The sketches were rendered

Algorithm 3 : Similarity Measure

Input: Feature vector for sketch, FS , and the feature vector
for photo, FPg . Here, g = 1, 2, . . . ,G where G is the total
number of photos to be matched.
Step 1: Calculate the L1-distance dg between FS and FPg as
follows:

dg = ‖FS − FPg ‖1 (12)

Step 2: The L1-distance, dg in Step 1 is sorted in ascending
order and is dgs where gs is the sorted indexes.
Output: gs.

with shape exaggeration and the photographs were mostly
exposed to lighting variation. Fig. 5 (c) shows the exam-
ple image pair from this dataset. To evaluate the proposed
method, all available samples were used as there is no training
required.

B. EXPERIMENTAL SETUP
The images were affine transformed to a fixed reference
point r = [r1, r2, r3] = [(15, 80), (126, 80), (71, 161)].
Then, the images were cropped (center-based) using a win-
dow size of 175 × 140. For the image transformation as
in Algorithm 1 Step 2, the two different widths σ1 and σ2
were set to 1 and 2, respectively. A 50 percent overlap-
ping patch of size 16 × 16 was used in this experiment.
With this setting, the total patches M per image was 320.
To extract the HOG feature, the number of allocated ori-
entation bins α was 18 and each patch was divided into
4 cells to yield a 72M concatenated feature vector. To evaluate
the feasibility of some popular local descriptors that may
outperform the DoGOGH, the evaluation was extended to the
descriptors: Histograms of Oriented Gradients (HOG) [47],
Speeded Up Robust Features (SURF) [48], Scale-Invariant
Feature Transform (SIFT) [49], and Multiscale Local Binary
Patterns (MLBP) [18]. Similarly, each local descriptor was
extracted from the same number of patches M based on the

FIGURE 4. The proposed cascaded static and dynamic local feature extraction for the face sketch-to-photo matching system.
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FIGURE 5. Examples of facial viewed sketch pairs; (a) CUHK, (b) AR,
(c) FERET. (a) and (b) are CUFS and (c) is CUFSF.

50 percent overlapping patch of size 16 × 16. The MLBP,
SIFT, SURF and HOG descriptors yielded 236M , 128M ,
64M , and 72M concatenated feature descriptors, respectively.
For the HOG and SURF descriptors, the embedded function
in the MATLAB toolbox was employed in this implementa-
tion, whereas for the SIFT descriptor, the feature vector was
extracted using the function from an open source library [50].
The following sub-section elaborates the additional settings
or parameters (if any) required in any particular experiment.
The experiments were conducted using MATLAB R2016b
underWindows 10 Pro 64with a 3.6GHz quad-core processor
and 16GB RAM.

C. RESULTS
The performance of the proposed method was evaluated
using a Cumulative Match Curve (CMC). This is a popu-
lar evaluation method applied by most researchers in this
field [9], [17], [18], [21], [40], [51]–[56]. It accumulates the
rate of correct identity across the ranks. As an example,
let’s consider a classification problem with nearest neigh-
bors using L1-distance. The output is an array of distances
between the probe and gallery images. Next, the match is

computed based on its nearest neighbor (i.e., the smallest
distance between the probe and gallery images). Then the
percentage of correct identity is accumulated across the ranks.
From the ranks, rank-1 accuracy indicates the percentage
that the correct match can be retrieved merely based on the
smallest distance (similar to that recognition rate), whereas
the rank-10 accuracy gives the retrieval rate such that the
correct match can be retrieved within the first ten small-
est distances. Based on this fact, if the rank-1 percentage
is at 100%, it demonstrates that the method is capable of
identifying the subject without error arising. Similarly, if the
accumulated percentage progressively increases to achieve
100% at rank-10, it means that the correct match can be
retrieved within the top 10 matches.

Table 1 shows the rank-1 accuracies across n and dp ranges.
The matching accuracy of the cascaded static and dynamic
local feature extraction relies on the number of n and dp (cov-
erage pixels away from its center pixel). Here, the n-range
is limited to 10 and the dp-range is limited to 8 pixels with
a step of 2. Considering the dataset with almost no shape
exaggeration, i.e., CUFS, the results suggest that the best
dp is 2 regardless of the number of n. With these settings,
the accuracy achieved 100%. For a higher degree of shape
exaggeration dataset, i.e., CUFSF, when the dp was set to 4,
it demonstrated optimal accuracy across n in comparison
with the other values of dp. The results also suggest that the
best dp and n are 4 and 7, respectively. With these settings,
the accuracy achieved 89.03%. Furthermore, regardless of the
number of n, the results indicate that the accuracy improves
when the maximum pixels dp is slightly increased by a few
pixels and begins to degrade when dp is increased further
(the patch is scanned too far from its origin). In terms of the
number of n, theoretically, rank-1 matching accuracy using
the static extraction method can still be improved up to rank-n
matching accuracy but not beyond it. However, n cannot be
too large as it suffers from an extremely slow extraction rate
as well as losing discriminative features (due to a higher
chance of obtaining too many similar patches from a large
sample).

A performance comparison of the proposed method
with the state-of-the-art method is tabulated in Table 2.

TABLE 1. Rank-1 accuracy comparison across n and dp ranges on CUFS and CUFSF datasets. The results in bold indicate the highest accuracy for each n.
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TABLE 2. Rank-1 CMC accuracy (%) of state-of-the-art methods on CUFS and CUFSF datasets. The accuracies are taken from the respective literature
except for the deep learning pre-trained model accuracies.

FIGURE 6. Retrieval rate (CMC) comparison of the DoGOGH and several popular local descriptors evaluated on the CUFS dataset using
(a) static, and (b) cascaded static and dynamic local feature extraction.

From the table, the proposed method performs better than
other methods (i.e., based on the reported accuracy from
the respective publications). Additionally, the proposed
method does not require any training or synthesizing process
(i.e., to avoid the influence of synthetic image artifacts) and
is thus suitable for real-time application. As the proposed
method is an inter-modality approach, a comparison was
also made of inter-modality approaches that include Coupled
Information-Theoretic Encoding (CITE) and Scale-Invariant
Feature Transform (SIFT) + Multiscale Local Binary

Pattern (MLBP). Interestingly, our testing sample was larger
than for the other methods.

In order to ascertain the infeasibility of the other local
descriptors replacing the DoGOGH in the proposed cascaded
method, the evaluation is extended such that the DoGOGH
is substituted in turn by four popular local descriptors
(i.e., MLBP, SIFT, SURF, and HOG). For this experiment,
n was set to 10 and dp was set to 2 and 4 for the CUFS
and CUFSF datasets, respectively. Fig. 6 and Fig. 7 show
the results obtained when the proposed cascaded method
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FIGURE 7. Retrieval rate (CMC) comparison of the DoGOGH and several popular local descriptors evaluated on the CUFSF dataset using
(a) static, and (b) cascaded static and dynamic local feature extraction.

TABLE 3. Parameter settings for all the pre-trained CNN models used in this work to extract deep learning features and to perform the matching.

(using different local descriptor) was tested on the CUFS and
CUFSF datasets, respectively. On CUFS, the results clearly
indicate that MLBP, SIFT, and SURF do not improve the
accuracy but worsens it when the cascaded static and dynamic
local feature extraction is employed. Similarly, when tested
on CUFSF,MLBP accuracy reduced significantly while SIFT
and SURF exhibited no accuracy improvement. Overall,
the results demonstrate that theHOGandDoGOGHexhibited
comparable accuracy on the CUFS dataset and a significant
accuracy improvement on the CUFSF dataset after applying
the proposed extraction method. Of these two, the DoGOGH
performed better.

Due to the fact that the feature can be extracted using
either handcrafted or deep learning feature, therefore it is
worth to compare the performance between the two. For
the deep learning feature matching approach, we adopted
the Siamese CNN architecture that commonly used for tasks
that involve finding the similarity between two comparable
images. The implementation was based on the pre-trained
models (i.e., two identical CNNs) for feature extraction
and the distance metric was used to compute the similar-
ity of the features. Figure 8 illustrates the Siamese CNN
architecture used in this work. To extract the deep learn-
ing features, we employed several deep learning pre-trained
models (i.e., VGG Face Descriptor [26], Light CNN [27]
and ArcFace [28]) that have been trained for face recogni-
tion. This was to ensure that the model extracts appropri-
ate features. The computation of these models was based

FIGURE 8. Deep Learning features matching approach based on Siamese
CNN architecture used in this work for performance comparison.

on CNN implementation. In order to use these models for
feature extraction, we removed the last classification layer
and treated the output (i.e., at the fully connected layer) as
the feature vector. Then, the resulting feature vector was
normalized using L2-norm. Refer to Table 3 for the details
of each model. Once the feature vector is ready, for a fair
comparison, the same similarity measure as in Algorithm 3
was employed to obtain the distances between sketches and
photos. Then the rank-1 accuracies were computed based on
these distances. Next, the accuracies were inserted in Table 2
for comparison. From the results obtained, Light CNN pre-
trained model extracts better features as it gives the rank-1
accuracy of 89.71% and 38.27% for CUFS and CUFSF
datasets, respectively. However, the proposed handcrafted
feature is observed to give a better representation than the
extracted deep learning feature in the context of matching
sketch to photo using the simplest distance metric (i.e., L1).
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V. CONCLUSION
In this paper, we presented a new local feature extraction
method based on a combination of static and dynamic local
feature extraction in a cascaded manner. The results demon-
strate that the proposed cascaded static and dynamic local
feature extraction exhibits better accuracy in regard to match-
ing face sketches with shape exaggeration to photos. This
is because the shape exaggeration effect is addressed by
employing dynamic local feature extraction for the n number
of shortlisted candidates from static local feature extraction
matching. Despite the fact that dynamic local feature extrac-
tion requires an exceptionally long time to extract the features
and may reduce the discriminative power if applied on a large
number of classes, cascaded static and dynamic local feature
extraction is proposed and has been proven to solve these
issues. To achieve further improvement, local feature extrac-
tion can be extracted only on some Patches of Interest (PoI),
thus leading to our future work. Overall, the cascaded static
and dynamic local feature extraction method exhibited better
performance in comparison with a merely static approach.
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