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ABSTRACT The resource-oriented Petri net (ROPN) modeling method is applied in this paper to model
a class of automated manufacturing systems (AMS) named disjunctive and strict single-type AMSs
(DS-AMS), where multiple units of a single resource type are required to support a processing stage. This
modeling method is more compact and intuitive than the existing ones in the contemporary literature, named
weighted systems of simple sequential processes with resources. Based on the ROPN model, a significant
result is re-proved in a different way, which is more succinct and understandable. Such a result presents a
sufficient and necessary condition on the liveness of an ROPN. Furthermore, based on this result, we develop
efficient strategies to ensure the liveness of an ROPNmodeling a DS-AMS. To enforce the liveness of such an
ROPN, only some specific transitions need to be controlled by taking advantage of its structural properties.
Also, an efficient approach is developed to implement the proposed policy by identifying and controlling
such transitions. Two examples are employed to demonstrate the efficiency of the developed method. Some
limitations of the method are pointed out in the end, which will be studied in the future.

INDEX TERMS Automated manufacturing system, deadlock prevention, resource-oriented Petri net
(ROPN).

I. INTRODUCTION
An automated manufacturing system (AMS) consists of var-
ious manufacturing resources such as machines, automated
guided vehicles, robots, and buffers. These resources are lim-
ited and shared by multiple production processes. In an AMS,
parts are processed concurrently according to pre-determined
sequences for each part type and they compete for the limited
resources, leading to potential deadlocks [1]. Deadlocks are
highly undesirable in AMSs since the running of a system
would be blocked when a deadlock occurs, resulting in eco-
nomic loss and even though catastrophic consequences.

An AMS is considered as a typical discrete-event system
and Petri nets are powerful in modeling and analyzing such a
system [2]–[12] as well as opacity verification [13], supervi-
sory control [14]–[16], and scheduling [17] of discrete-event
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systems. Four necessary conditions for the occurrence of
deadlocks in a resource allocation system (RAS) are estab-
lished by Coffman et al. [18]. Among them, only the last one,
called ‘‘circular wait’’, stems from system resource request,
allocation, and release, which can be prevented by controlling
system resource allocation. Great attention has been paid to
the deadlock resolution issue since 1990’s [19]–[26].

One of the widely used deadlock resolution strategies is
deadlock prevention. Two kinds of technologies are often
employed to prevent deadlocks in AMSs modeled by Petri
nets. One is reachability analysis, by which one can obtain
a maximally permissive policy. However, it suffers from
state explosion problem, since the number of reachable states
grows exponentially with the size of the model. The other
is structural analysis, which is usually much more efficient
in computational complexity than the former. However, with
such a type of methods, generally one cannot obtain a max-
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imally permissive policy. This work deals with deadlock
issues by structural analysis.

This study focuses on deadlock prevention problems for
the disjunctive and strict single-type AMS (DS-AMS) [27].
A disjunctive (DIS-)AMS means that the execution logic
of a part type may possess routing flexibility. That is to
say, a part type may have selective processing routes, each
of which is acyclic and connects a ‘‘source’’ to a ‘‘sink’’
processing stage. A strict single-type (SST-) AMS means
that a single resource type does not support two successive
processing stages and a processing stage of a part just requires
a single resource type. However, one processing stage of
a part might engage more than one unit of the required
single resource type. A disjunctive and strict single-type
(DS-) AMS possesses characteristics of both disjunction and
strict single-type, which is usually described by weighted
systems of simple sequential processes with resources
(WS3PR) [28]–[30], or ES3PR [31], or a larger range taxon-
omy of Petri nets, such as S4PR [32], [33], S3PGR2 [34].
Siphon is a special structure that may result in

deadlocks [11], [33], [35]. Based on a structural analysis on
WS3PR, the concept of max∗-controlled siphon is proposed
in [28] to obtain a necessary and sufficient liveness condition.
Circular wait is identified in [29] and [31] to reveal the
relationship between deadlocks and blocked markings on
resource-transition circuits. These achievements are signif-
icant in theory. However, their implementation is imprac-
ticable owing to their highly computational cost. In [30],
a method to check the liveness of a WS3PR is presented
with no technique being given to make a non-live system live.
An iterative method implemented by means of integer linear
programming formulations is presented in [32] to forbid
deadlock states and synthesize a controller to ensure the
final live behavior of the system. The work in [34] develops
a polynomial-complexity deadlock avoidance policy char-
acterized as resource upstream neighborhood (RUN). The
aforementioned policies are either computationally ineffi-
cient or too restrictive. Hence, it is necessary to develop new
approaches to the deadlock resolution issues for DS-RASs
such that it is more computationally efficient and less
restrictive.

A resource-oriented Petri net (ROPN) modeling method is
initiated in [36] and [37] to model the behaviors of single-unit
AMSs [27]. Then, ROPNs are successfully applied for dead-
lock avoidance [38]–[48] and complex production scheduling
problems [49]–[56] due to their good compactness, power-
ful modeling capability, and structural properties. By using
ROPN modeling for AMSs, Wu et al. [57] develop a liveness
verification procedure through cutting knots one by one in an
ROPNmodel. They also develop an optimal deadlock control
policy with polynomial complexity by a one-step-look-ahead
method for a system where the capacity of a shared place
chain in the ROPN is at least two.

This work aims to develop a liveness-enforcing policy for
DS-AMS. Instead of using WS3PR, or ES3PR, or S4PR etc.,
it employs ROPN tomodel such a system by taking the advan-

tages of the structural properties of ROPNs. In an ROPN,
a deadlock must occur in a strongly connected subnet if it
is possible. Thus, we need to control the individual strongly
connected subnets in an ROPN such that deadlock never
occurs. Based on this observation, we identify the transitions
in a strongly connected subnet whose firing can leads to a
deadlock. Then, the subnet is controlled such that the firing
of these transitions never leads to a deadlock. By doing so,
an efficient approach is proposed. The main contributions are
summarized as the following aspects.

1) A new modeling method for DS-AMS by using ROPN
is proposed in this paper for the first time.

2) A sufficient and necessary condition for liveness of
AMSs modeled by an ROPN is established, which is
more succinct than that in the existing studies.

3) An efficient approach to liveness-enforcing of an
ROPN is developed for deadlock resolution by control-
ling a small number of transitions, which is of polyno-
mial complexity and not too conservative.

The next section briefly recalls the basic concepts and
notation related to PNs, multi-sets, and theory on digraphs.
In Section III, the procedure of constructing an ROPN model
for a DS-AMS is presented first, then we also expatiate the
operational rules of the ROPN model and crystallize several
definitions related to deadlock issues. Section IV develops
the sufficient and necessary condition for liveness of an
ROPN model, which forms the foundation for developing an
efficient policy to prevent deadlocks in the ROPN model.
Based on this condition, the liveness-enforcing approach is
presented. Two frequently-employed examples are tested by
the proposed policy to show the efficiency and effectiveness
in Section V. Section VI concludes this work and points out
some issues that should be studied in the future.

II. PRELIMINARIES
Let N = {0, 1, 2, . . .} be the set of non-negative integers and
Ns = {1, 2, . . . , s} be the set of positive integers that are not
greater than s (s ∈ N), respectively. The operator | ∗ | obtains
the cardinality of a set ‘‘∗’’. The k-Cartesian products of N is
denoted as Nk , k ∈ N.

A. PETRI NET
Aplace/transition Petri net (PN), depicted by a directed bipar-
tite graph, is defined as a triple N = (P,T ,W ), with P and
T being two disjoint, finite, and non-empty sets of places and
transitions, respectively.W : (P×T )∪(T×P)→ N specifies
the flow relation. IfW -value is non-zero, such a flow relation
is depicted by a directed edge that link every nodal pair; if
W -value equals 0, no directed edge on which the function
W is defined exists. All the edges form a set, denoted by
F . A marked PN is denoted as (N ,M ) when a marking (or
state) M is associated with it. M (p) presents the number of
tokens in p at M and usually M0 is used to denote the initial
marking. The pre-set and post-set of t (p) are denoted by •t
(•p) and t• (p•), respectively, where •t = {p|(p, t) ∈ F},
t• = {p|(t, p) ∈ F}, •p = {t|(t, p) ∈ F}, and p• = {t|(p, t) ∈
F}. More details can be found in [58]. By introducing more
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elements to a place/transition PN, some extended PN can be
obtained. For example, by introducing colors to discriminate
tokens, we have a colored PN [59]; by specifying the capacity
of places, we get a finite capacity PN [60]; by associating
probabilities with transitions, we have a stochastic PN [61].

B. MULTI-SET
A multi-set is an extension of a normal set in mathematics.
Eachmember in a normal set has only onemembership, while
a member in a multi-set can have more than one member-
ships. Metaphorically speaking, a multi-set can be consid-
ered as a bag containing multiple instances of a member.
It becomes a normal set if the multiplicity of every member
is unitary. An empty multi-set is denoted by ε. Multi-sets
are employed to describe a marking of PNs. For example,
a non-empty marking M =

∑l
i=1 aipi is a multi-set with

pi ∈ P, ai ∈ N, i ∈ Nl, l ∈ N\{0} and P is the underlying
set in which M lies. The support of M , denoted by ||M ||,
comprises P′ ⊆ P s.t. for any pi ∈ P′, ai 6= 0 and for any
pj ∈ P\P′, aj = 0. We use [∗] appended to a multi-set to
acquire the coefficient corresponding to ‘‘ ∗ ". Thus, M [pi],
which equals ai numerically, represents the coefficient of pi
in above multi-set M . Define |M | =

∑l
i=1 ai, i ∈ Nl , as the

cardinality of M . Let α =
∑l

i=1 xipi and β =
∑l

i=1 yipi
be two multi-sets defined on an identical underlying set. α
is covered by β, or β covers α, denoted by α ≤ β or β ≥ α,
if yi ≥ xi,∀i ∈ Nl . Define α + β =

∑l
i=1(xi + yi)pi and

further α − β =
∑l

i=1(xi − yi)pi when α ≥ β. The inner
product operation is denoted by α ·β =

∑l
i=1(xi× yi), which

is a scalar and not a multi-set any more. Given an underlying
setQ = {q1, q2, . . . , ql}, the set of all multi-sets defined over
Q is represented by MQ, i.e., MQ = {

∑l
i=1 xiqi|xi ∈ N,

qi ∈ Q}. For more details, the readers can refer to [62].

C. GRAPH THEORY REVIEW
Let G = (V ,E) be a digraph with V and E being the sets of
nodes and directed edges, respectively. Let v = x1x2 . . . xk ,
xi ∈ V , i ∈ Nk and k ∈ N\{0, 1}, be a string. Then,
it is a directed path if for any x ∈ U(v)1 and for any
i ∈ Nk\{1}, 〈xi−1, xi〉2 ∈ E . If x1, x2, x3, . . . , xk on a directed
path v are distinct except for the pair of x1 and xk , then v is
called an elementary path. If x1 = xk in an elementary path
v, then v forms an elementary circuit. A graph G̃ = (Ṽ , F̃) is
a sub-graph of G = (V ,E) if Ṽ ⊆ V and F̃ ⊆ E , denoted
by G̃ ⊆ G. If the ‘‘if-condition’’ in the above two equations
does not hold simultaneously, it is denoted as G̃ ⊂ G.
A sub-graph G̃ is said to be strongly connected if any two
nodes are mutually reachable through a directed path in G̃.
A strongly connected sub-graph (SCS) is composed of some
elementary circuits among which a circuit shares at least one
common node with at least another one.

III. ROPN FOR DS-AMS

1Function U (v) returns the set of all letters in string v.
2
〈a, b〉 denotes a directed edge via its node-pair a, b usually, while (a, b)

represents an undirected edge.

A. ROPN
Consider a DS-AMS with m resources and s part types,
assume that a part type Xi, i ∈ Ns, has li processing stages.
Definition 1: An ROPN for modeling a DS-AMS is defined

as N = (P ∪ {p0},T ,F, C, W , K , I ,O), where
• P = {p1, p2, . . . , pm} is a set of places modeling the m
resources types, i.e., pi models resource type Ri. The idle
place p0 models the LOAD/UNLOAD center and holds
raw-tokens as many as possible.

• T = {t1, t2, . . . , tn} is a finite set of transitions modeling
the part delivery processes among resources.

• F ⊆ ((P∪{p0})×T )∪(T×(P∪{p0})) is the set of directed
arcs modeling the relationship of parts-flows among the
resources in the DS-AMS.

• C = {X ji |i ∈ Ns, j ∈ Nli , li ∈ N\{0}} is the set of col-
ors modeling processing stages of loaded parts, where
X ji denotes the processing stage, labeled by number j,
of part type Xi and li is the total processing stages of
part type Xi.

• W : P → MC is a resource requirement function.
W (pi), pi ∈ P, is a multi-set mathematically describing
resource requests of the potential processing stages of
any part type supported by place pi.

• K : P∪ {p0} → N\{0} is a capacity function describing
the units of a resource type, defined by strictly positive
integers. It means that the maximal number of spaces
in a place p usable for all possible parts is K (p) at any
states. Usually, K (p0) = ∞.

• I (resp. O) : F → C ∪ {Xi, i ∈ Ns} is a function that
assigns a color to an edge to determine the token flows
in the net. I (p, t) (resp. O(p, t)) models one token with
the specific color I (p, t) (resp. O(p, t)) taken from (resp.
put into) a place p with respect to t.3

All of the possible stages of any parts supported by p is
denoted by 〈p〉. An AMS with parts being processed can
be modeled by a marked ROPN (N ,M ), where M : P →
MC is a marking function. Usually, M0 represents the initial
marking. M (pi) is a multi-set lying on 〈pi〉. W (pi) is also
a multi-set lying on 〈pi〉. Let M be a reachable marking.
∀pi ∈ P, we haveW (pi) ·M (pi) ≤ K (pi). An example will be
employed to interpret the detailed components of an ROPN
in the next subsection.

B. MODELING DS-AMS VIA ROPN
The WS3PR is a popular tool to analyze the behaviors of
DS-AMS. It will be shown that an ROPN model is more
compact than the WS3PR model. In this study, we explore
such issues via an ROPN. Algorithm 1 gives a procedure to
construct an ROPN from a WS3PR.
Example 1: It is from [63] with some variations on

weights of edges and initial marking. The WS3PR PN =

3I (p, t) (resp.O(p, t)) is also considered as a single-unit multi-set, which
is composed of one item only with coefficient one, i.e., a single-unit multi-set
is taken to be identical to the single color attached to itself. For example, that
I (p, t) = Xki means that a part with color Xki is taken away from a place p
while emanating a transition t .
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Algorithm 1 Procedure of Modeling DS-AMS via ROPN

Input: A WS3PR PN = (P0 ∪ PA ∪ PR,T1,F1,W1) with
an initial marking M0
// P0,PA and PR are the set of idle, operation and
resource places, respectively; and T1, F1 and W1 are the
set of transitions, arcs, and weights on arcs, respectively.

Output: An ROPNN = (P2 ∪ {p0},T2,F2,C,W ,K , I ,O)
1: Delete PA ∪ P0 as well as their connected arcs from the

given WS3PR PN = (P0 ∪ PA ∪ PR,T1,F1,W1) and
obtain the residual net PN 1;

2: Reverse arrowhead of each arcs in PN 1 and obtain a
digraph G′ = (P2 ∪ T2,F2), where P2 = PR, T2 = T1;

3: Create idle place p0 and draw arcs from p0 to each
transition in G′ which has no input place and arcs from
each transition in G′ which has no output place to p0.

4: Calculate W (p) for any p ∈ P2. If W1(p, tk ) 6= 0 for any
(p, tk ) ∈ F1 and any p ∈ PR in PN , set W (p)[X ji ] :=
W1(p, tk );
// Assume that processing stage X ji should consume
W1(p, tk ) resources of p.

5: Create set {Xi|i ∈ N|P0|} indicating the set of part types to
be processed in theAMS andC := {X ji |i ∈ N|P0|, j ∈ Nli}

with li being the number of processing stages of part type
Xi;

6: Set K (p) = M0(p) for any p ∈ P2;
7: Calculate I and O and obtain ROPN N = (P2 ∪
{p0},T2,F2,C,W ,K , I ,O);
//I and O are pre-determined by processing routes of part
types

TABLE 1. The input and output relation of the ROPN model in Figure 3.

(P0 ∪ PA ∪ PR,T1,F1,W1) modeling DS-AMS is shown
in Figure 1, where P0 = {p0, p14} and PR = {p10 − p13},
the other places belong to PA, and T1 = {t1, t2, · · · , t11}.
The processing sequence of part type X1 with two pos-
sible routes is modeled by p0 t1 p1 t2 p3 t3 p0 and
p0 t1 p1 t4 p4 t5 p5 t6 p6 t7 p0, and that for part type X2
is p14t11p9 t8 p8 t9 p7 t10p14. M0(p0) = M0(p14) = 10,
M0(p2) = M0(p10) = M0(p13) = 1, M0(p11) = 3,
M0(p12) = 5, and M0(p) = 0,∀p ∈ PA. W1(t5, p11) =
W1(p11, t4) = W1(p12, t5) = W1(t6, p12) = 2, W1(t9, p12) =
W1(p12, t8) = 3 and the weights on the other arcs are one.
Applying Algorithm 1 to Example 1, we obtain the

corresponding ROPN model as shown in Figure 2. The
processing route of part type X1 is p0t1p10t2p2t3p0 and
p0t1p10t4p11t5p12t6p13t7p0; and the one for part type X2 is

FIGURE 1. The WS3PR model for an AMS of Example 1.

FIGURE 2. The ROPN of Example 1.

p0t11p13t8p12t9p11t10p0. The other components of the ROPN,
K , I , O and W , are listed in Table 1. 〈p12〉 = {X3

1 ,X
2
2 }.

For any reachable marking M , we have M (p12) · W (p12) ≤
K (p12) = 5. Notice that the idle place p0 has infinite capacity
and does not cause any deadlock, it can be removed to obtain
a reduced ROPN as shown in Figure 3. The reduced ROPN
is also named ROPN for simplicity. When an ROPN is men-
tioned, it sometimes means a directed graph without confu-
sion. Thus, to focus the structure of an ROPN, we represent
it as N = (P ∪ T ,F). There is no loop between a couple
of transition t and place p in the ROPN due to the ‘‘strict’’
property of the considered AMS, i.e., there is no pair t and p,
s.t. •t = t• = {p}. Furthermore, we have |•t| = |t•| = 1.

C. EVOLUTION RULES OF AN ROPN
Definition 2: A transition t in an ROPN is enabled at

marking M if the following two conditions are met:

M (p) ≥ I (p, t), ∀p ∈• t (1)

and

K (p) ≥ (M (p)+ O(p, t)) ·W (p), ∀p ∈ t• (2)
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FIGURE 3. The reduced ROPN of Example 1.

When an enabled transition t ∈ T in an ROPN at M fires,
it yields a marking M ′ according to

M ′(p) =


M (p)− I (p, t), p ∈• t;
M (p)+ O(p, t), p ∈ t•;
M (p), p /∈• t ∪ t•.

(3)

Definition 2 indicates that t is enabled and can fire if there
are enough tokens in •t with respect to I (p, t) and enough
free spaces in t• at M . When Condition (1) is met, t is
said to be pre-enabled; while Condition (2) holds, t is post-
enabled. Thus, t is enabled if it is both pre- and post-enabled,
which is denoted as M [t〉; otherwise, it is denoted as qM [t〉.
An enabled transition can fire. M [t〉M ′ means M ′ is reached
fromM after firing t or a one-step evolution. Let σ be a string
with U(σ ) ⊆ T . The firing of transitions in σ at marking
M successively results in marking M ′, which is denoted by
M [σ 〉M ′. In a reduced ROPN, a transition t is said to be a
source (resp. sink) one if •t = ∅ (resp. t• = ∅).We take it by
default that the source (resp. sink) transitions are always pre-
(resp. post-) enabled. Firing a source (resp. sink) transition
models loading (resp. unloading) a part into (resp. from) the
AMS. The set of source (resp. sink) transitions in T is denoted
by T (resp. T ).

In the above mentioned ROPN in Figure 3, T = {t1, t11}
and T = {t3, t7, t10}. Suppose that M (p10) = X1

1 , M (p11) =
X2
1 , M (p12) = X3

1 + X2
2 and M (p2) = M (p13) = ε.

By Conditions (1) and (2) in Definition 2, t2, t6 and t9 are
enabled, while t4 and t5 are pre-enabled but not post-enabled.
Specifically,M (p12)+O(p12, t5) = 2X3

1 +X
2
2 and (M (p12)+

O(p12, t5)) · W (p12) = 7 > K (p12) = 5. Thus, t5 is not
post-enabled.

D. TERMINOLOGIES RELATED TO LIVENESS OF AN ROPN
Let R(N ,M ) be the set of reachable markings fromM for

ROPNN and we write R(N ,M0) by R(N ) in short. Also, let
PR(N ) be the set of potential markings due to the capacity
restriction of each place in P of N only. Thus, R(N ) ⊆
PR(N ). A marking M ∈ R(N ) is safe if M0 ∈ R(N ,M );
otherwise, it is unsafe. A transition t ∈ T in N is live iff

for any M ∈ R(N ), there exists M ′ ∈ R(N ,M ), s.t. M ′[t〉;
otherwise it is non-live. A transition t ∈ T is dead at M ∈
R(N ) if there is noM ′ ∈ R(N ,M ), s.t.M ′[t〉.N is live iff for
any t ∈ T , t is live. It is deadlock-free if for any M ∈ R(N ),
there is t ∈ T ,M [t〉. Liveness implies deadlock-freeness, but
not vice-versa. An ROPN N is said to be well configured if
for any t ∈ T , there exists M ′ ∈ R(N ), s.t. M ′[t〉. In the
sequel, we consider well configured ROPNs only and aim to
enforce the liveness of such ROPNs.

A partial deadlock in an AMS is a state at which a set
of processes is entangled in a circular waiting pattern with
each process in this set requiring, in order to advance to its
next processing stage, some resource units that are held by
other processes in the set [27], [64]. Such situations can be
described by means of ROPN properties precisely. Further-
more, markings which are reachable under an enforced super-
visory control policy and from which progress is inhibited by
the policy-imposed constraints and not by the AMS structure,
are called (policy-) induced deadlocks [27]. A deadlock con-
trol policy is correct if and only if for every marking admitted
by the policy, there is a policy-admissible transition whose
firing does not load a new job into the system. The follow-
ing definitions are necessary to deduce deadlock resolution
policies.
Definition 3: Let N be an ROPN. Transitions t1, t2 ∈ T

are said to be brothers if I (p, t1) = I (p, t2) 6= ε, p ∈ P
and, in this case, t1 (t2) is the brother of t2 (t1). The set of all
brothers of transition t in N , including t itself, is denoted
by B(t). Suppose that G̃N = (Ṽ , F̃) ⊆ N is a sub-net of
N . A transition t ∈ Ṽ is said to be partitioned with respect
to G̃N , if B(t)\Ṽ 6= ∅. The set of all partitioned transitions
with respect to G̃N is denoted by Pa(G̃N ).

In Figure 3 of Example 1, we haveB(t2) = B(t4) = {t2, t4}.
Suppose that G̃N = (Ṽ , F̃) ⊆ N such that t2 /∈ Ṽ and
t4 ∈ Ṽ , then t4 ∈ Pa(G̃N ).
Definition 4: A sub-net G̃N = (Ṽ , F̃) ⊆ N is said to be

complete if any transition t ∈ Ṽ , B(t) ⊆ Ṽ holds. The set of
all strongly connected and complete sub-nets (SCCSs) in N
is denoted by GCN .

A circuit without p0 in an ROPN corresponds to an
resource-transition circuit (RTC) which is originated in [11]
according to the procedure of the ROPN construction in
Algorithm 1. An SCCS in an ROPN corresponds to a structure
named perfect resource-transition circuit (PRTC) in WS3PR.
Both of them are closely related to deadlocks raised in Petri
net evolution [8], [9], [11], [39], [45]. However, there is some
discrimination between SCCSs and PRTCs. The orientation
of an edge in an SCCS is reversed from the corresponding
edge that connects the same nodes in WS3PR, which depicts
the part-flow between various resources expediently. We can
use the SCCS itself to make structural analysis on deadlock
issue without resorting to extra components outside the cir-
cuit. However, operation places that are not on any PRTC
and consume tokens in resource places need to take into
consideration.
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Definition 5: The available capacity of a place p at mark-
ing M is the number of free spaces in p, denoted as VM (p) =
K (p)−M (p) ·W (p).
Definition 6: Let G̃N = (Ṽ , F̃) ⊆ N be a sub-net and M

be a marking on N . The projection of marking M on G̃N ,
denoted by M↑G̃N

, is defined as:

M↑G̃N
(p)[X kj ]=


M (p)[X kj ], p ∈ Ṽ , ∃t ∈ Ṽ , s.t.

B(t) ⊆ Ṽ
∧

I (p, t) = X kj ;

0, otherwise;
(4)

In Figure 3, suppose that M (p10) = X1
1 , M (p11) = X2

1 ,
M (p12) = X3

1 + X2
2 and M (p2) = M (p13) = ε. Let

G̃N = (Ṽ , F̃) be a sub-net with Ṽ = (p11, p12, t5, t9)
and F̃ = (〈p11, t5〉, 〈t5, p12〉, 〈p12, t9〉, 〈t9, p11〉) being sets
of nodes and directed edges, respectively. Then, VM (p11) =
K (p11)−M (p11) ·W (p11) = 3− 1× 2 = 1 and

M↑G̃N
(p) =


X2
1 , p = p11
X2
2 , p = p12
ε, otherwise

(5)

Definition 7: Let G̃N = (Ṽ , F̃) ⊆ N be a sub-net of a
marked ROPN. The potentially available capacity of a place
p ∈ Ṽ at marking M with respect to G̃N are defined as
V ◦M (p)G̃N

= K (p) −M↑G̃N
(p) ·W (p). A transition t ∈ Ṽ is

said to be potentially post-enabled at M if O(p, t) · W (p) ≤
V ◦M (p)G̃N

For the above marking M and SCCS G̃N , V ◦M (p12)G̃N
=

5 − 1 × 3 = 2 while VM (p12) = 0. t5 is potentially
post-enabled although it is not post-enabled at M . From an
ROPN dynamic standpoint, a formal definition of partial
deadlock in a DS-AMS is as follows.
Definition 8: N is in a partial deadlock at marking M if

there exists an SCCS G̃N = (Ṽ , F̃) ⊆ N s.t. ∀t ∈ Ṽ , t is
pre-enabled but not potentially post-enabled at M.

The occurrence of partial deadlock means that each of the
transitions in a specific SCCS cannot be enabled in the possi-
ble successive states, which corresponds to the saturation of
a PRTC in WS3R [8], [9], [11].
Definition 9: Let G̃N = (Ṽ , F̃) ⊆ N . A transition t ∈ Ṽ

is said to be non-blocked with respect to G̃N if O(p, t) ·
W (p) ≤ minM∈R(N ){V ◦M (p)G̃N

}. The set of non-blocked tran-
sitions with respect to G̃N is denoted as Nb(G̃N ).
For the above mentioned SCCS G̃N in Figure 3,

Nb(G̃N ) = {t5, t9}. Transition t5 is non-blocked since
O(p12, t5) · W (p12) = 2 and minM∈R(N ){V ◦M (p12)G̃N

} = 2,
so is t9.
Definition 10: Transition t2 ∈ T\T is a successor of

transition t1 ∈ T\T if there is a place p ∈ P, s.t. O(p, t1) =
I (p, t2) 6= ε. The set of successors of t is denoted as Su(t).
Transition t2 ∈ T\T is a predecessor of a transition t1 ∈ T\T
if there is a place p ∈ P, s.t. O(p, t2) = I (p, t1) 6= ε. The set
of predecessors of t is denoted as Pr(t).

In the ROPN shown in Figure 3, we have Su(t1) = {t2, t4}
and Pr(t4) = {t1}.

IV. LIVENESS-ENFORCING FOR ROPN
A. MAIN RESULT
To make automated operations of a DS-AMS possible,
the liveness of its ROPN model should be guaranteed. Also,
to make it run efficiently, a liveness-enforcing policy should
not be too restrictive; otherwise it would greatly reduce the
utilization of the limited resources. For example, extremely
limiting the number of parts released into a considered AMS
as less as possible does not cause any deadlocks. However,
it can lead to a long resource idle time and low productivity.
Ideally, amore permissive policy is pursued. Thus, we assume
that the raw parts can enter into the system and access their
required resources for the first processing stage as long as
they are admitted by the enforcing policy. The following
theorem paves an efficient way to optimize the behaviors
of an ROPN. Although a similar result was presented by
[29, Th. 2], the following theorem is obtained in a much more
succinct way.
Theorem 1: An ROPN N is live iff ∀M ∈ R(N ) and
∀G̃N ∈ GCN , no partial deadlock occurs in G̃N at M.

Proof: (⇒): It is trivial by the definition of liveness of
an ROPN.
(⇐): We show it by contradiction. Assume that the ROPN
is non-live. Then, there exist a t ∈ T and M ∈ R(N ), s.t.
t is dead at M . M must be an unsafe marking. By [27, Sec.
2.2, Proposition 2], we conclude that, an unsafe marking on
the ROPN for a DS-AMS must evolve into a partial deadlock
inevitably without firing transitions in T . By Definition 8,
there is an SCCS G̃∗N ∈ GCN and a marking M ′ ∈ R(N ,M ),
s.t. G̃∗N is partially deadlocked atM ′. It is a contradiction.
Theorem 1 is significant to ensure the liveness of an ROPN

in theory. It fully characterizes all partial deadlocks. However,
it is intractable to verify the liveness of an ROPN via this
theorem. It is known that both |R(N )| and |GCN | are expo-
nential with the size of the considered AMS. Checking the
satisfiability of conditions in Theorem 1 by enumerating all
the states is inefficient since the number of operations to
do so is |R(N )| × |GCN |. It has been proved that the safety
problem of an AMS — given a well configured ROPN and a
marking M ∈ R(N ) on it, whether there is a firing sequence
of transitions brings the system to its initial markingM0 — is
NP-complete. On the other hand, if the system is examined
to be non-live, no way is given to eliminate such partial
deadlocks. Nevertheless, by Theorem 1, a partial deadlock
must be occur in an SCCS. Then, we need to control the indi-
vidual SCCSs, respectively. Based on this result, an efficient
approach is developed next.

B. APPROACH FOR LIVENESS-ENFORCING OF ROPN
By Definition 8, a partial deadlock is formed if and only
if the following two conditions hold: 1) there is an SCCS
G̃N = (Ṽ , F̃) and 2) there is a reachable marking M on G̃N
such that for any t ∈ Ṽ , t is pre-enabled but not potentially
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post-enabled at this marking. An ROPN is determined by the
processing sequences of the parts entangled in the ROPN.
Thus, the SCCSs in it are irrevocable. However, we could pre-
vent deadlock markings from being reached through impos-
ing some firing restrictions on the ROPN. It is known that
verifying M ∈ R(N ), for any given marking M , is NP-hard.
We augment R(N ) to PR(N ). If a policy is taken to guarantee
that, ∀M ∈ PR(N ), no partial deadlock occurs, the ROPN
must be live. To do so, we control the SCCSs such that partial
deadlocks never occur. In an SCCS, there are transitions such
that if such a transition is pre-enabled but not potentially post-
enabled, a partial deadlock may occur. If we can control an
SCCS such that when such a transition is not potentially post-
enabled, it is not pre-enabled either. Then, this SCCS does
not involves deadlock. Based on this observation, we need
to identify such transitions in an SCCS and control them.
Thus, Algorithm 2 is developed to identify such transitions.
To better understand the logic of Algorithm 2, we present the
following remarks.
Remark 1: For Statement 15 in Algorithm 2, we need to

calculatePa(G) andNb(G).Pa(G) is obtained by examining
t ∈ T (G) one by one. An integer linear program (ILP) is
employed to examine whether t ∈ Nb(G), which is given
by Algorithm 3.

In Algorithm 3, ||I (p, t ′)|| and ||O(p, t)|| are the supports
of I (p, t ′) andO(p, t), respectively, which are associated with
a single color. W (p) is a multi-set and W (p)[∗] represents
the coefficient corresponding to Color ‘‘ ∗ ". It is known that
there is no efficient way to solve an ILP problem. In practice,
the following properties are extraordinarily useful. For the
sake of space saving, their proofs are omitted.
• Property 1. Let G = (P(G) ∪ T (G),E) be an SCCS and
t ∈ T (G) be a transition. If ∃t ′ ∈ T (G), s.t. O(p, t) =
I (p, t ′) 6= ε, then t /∈ Nb(G).

• Property 2. Let G = (P(G) ∪ T (G),E) be an SCCS
and p ∈ P(G) be a place. If ∃t ′ ∈ T (G), s.t.
W (p)[||I (p, t ′)||] = 1, then for any t ∈ •p, t /∈ Nb(G).

• Property 3. Let G = (P(G) ∪ T (G),E) be an SCCS
and t ∈ T (G) be a transition. Suppose that t• = {p}.
If W (p)[||O(p, t)||] ≥ mint ′∈p•∩T (G) W (p)[||I (p, t ′)||],
then t /∈ Nb(G).

Remark 2: For Statements 20 and 35 in Algorithm 2,
we should select some specific transition t ∈ T (G) carefully
and design a proper procedure ‘‘MKL(TS)’’. That is to say,
the designed procedure ensures that, for any t ∈ TS, if it is
not post-enabled at a reachable marking, then it is forced to
be not pre-enabled either at that marking. Thus, it is always
live. At the same time, this procedure does not result in
induced deadlock. This issue will be discussed in the sequel.
When a t in TS is controlled to be live, t can be removed
from the considered SCCS in examining the liveness of the
SCCS. Then, in the next iteration, we need to examine the
liveness of the sub-SCCS of the remaining part of the SCCS
after removing t . For Statements 25 in Algorithm 2, SCC(G)
is implemented via Depth-First-Search [65] with polynomial
complexity.

Algorithm 2 Policy to Ensure the Liveness of an ROPN
Input: An ROPN N = (P ∪ T ,F) for a DS-AMS.
Output: A live ROPN NL .
1: G0 ⇐ N ;
2: while (∃x ∈ P ∪ T , |•x| × |x•| = 0) do
3: remove x from P ∪ T in G0;
4: end while
5: // make G0 strongly connected
6: // an edge is deleted with deletion of either its nodes
7: 9 ⇐ {G0}, TS ⇐ ∅, TB⇐ ∅;
8: while 9 6= ∅ do
9: G ⇐ Get(9); // Get(9) returns an element of the set

9 arbitrarily
10: 9 ⇐ 9\{G};
11: if |P(G) ∪ T (G)| < 4 then
12: //deadlock occurs in a digraph with at least 4 nodes

13: continue;
14: else
15: TE ⇐ Pa(G) ∪Nb(G);
16: if TE 6= ∅ then
17: T (G)⇐ T (G)\TE , TB⇐ TB ∪ TE ;
18: goto 25;
19: end if
20: t ⇐ Select(T (G));
21: //Select(T (G)) selects some specific transition t
22: T (G)⇐ T (G)\{t};
23: TS ⇐ TS ∪ {t};
24: end if
25: 8⇐ SCC(G);
26: // SCC() returns the set of strongly connected compo-

nents in G
27: 9 ⇐ 9 ∪8;
28: end while
29: if TS = ∅ then
30: print the AMS is live;
31: NL ⇐ N ;
32: goto 37;
33: else
34: print the AMS is not live;
35: MKL(TS) and obtain NL ; // MKL(TS) forces each

transition in TS of N live
36: end if
37: return NL ;

Remark 3: In each ‘‘while-loop’’ of Algorithm 2, at least
one transition is removed. Thus, Algorithm 2 can be termi-
nated within |T | times of iterations at most.
We begin the technical discussion of the following devel-

opments, by providing a constraint for every transition
selected by Function Select() in Algorithm 2.
Let TS be the set of transitions selected by Function

Select() in Algorithm 2. ∀ti ∈ TS, suppose that {pi1} =
•ti, {pi2} = t•i , I (pi1 , ti) = X kiji , O(pi2 , ti) = X liji , 〈pi2〉 =

{X liji ,X
h1
q1 ,X

h2
q2 , . . . ,X

hc
qc }, W (pi1 )[X

ki
ji ] = wkiji and W (pi2 ) =
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Algorithm 3 Examination of If t ∈ Nb(G)
Input: An SCCS G ⊂ N = (P ∪ T ,F), t ∈ T (G).
Output: True or False. // if t ∈ Nb(G), return True
1: set t• = {p},Tp = {t ′ ∈ T (G)|t ′ ∈ p•};
2: solve the following ILP:

min V = K (p)−
∑
t ′∈Tp

ct ′W (p)[||I (p, t ′)||]

s.t.
∑
t ′∈Tp

ct ′W (p)[||I (p, t ′)||] ≤ K (p), {p} = t•

ct ′ ∈ N ∀t ′ ∈ Tp (6)

3: if the optimal solution V ∗ ≥ W (p)[||O(p, t)||] then
4: return True;
5: else
6: return False;
7: end if

wlijiX
li
ji + wh1q1X

h1
q1 + wh2q2X

h2
q2 + . . . ,+w

hc
qcX

hc
qc . The following

Constraint related to ti is constructed.

wlijiM (pi1 )[X
ki
ji ]+ w

li
jiM (pi2 )[X

li
ji ]+ w

h1
q1M (pi2 )[X

h1
q1 ]

+wh2q2M (pi2 )[X
h2
q2 ]+ . . . ,+w

hc
qcM (pi2 )[X

hc
qc ] ≤ C(pi2 ) (7)

To implement a deadlock prevention policy, |TS| con-
straints in the form of (7) are formulated, which are called
Constraints (7) related to TS. Note that every transition in TS
must be in some SCCSs and it is these transitions that can
make a system deadlocked. Thus, to prevent deadlocks is to
control these transitions such that they cannot be dead, which
is implemented by imposing Constraints (7) related to TS on
the ROPN model. Then, we have the following result.
Theorem 2: Any SCCS involving partial deadlocks does

not subsume ti ∈ TS if Constraint (7) related to ti is imposed
on the considered ROPN model.

Proof: We show it by contradiction. Assume that ti
belongs to an SCCS in a partial deadlock at marking M .
Then, ti is pre-enabled but not potentially post-enabled at
M . However, since ti is pre-enabled at marking M , we have
M (pi1 )[X

ki
ji ] ≥ 1. Constraint (7) implies that, ∀ti ∈ TS,

if there are X kiji ’s in pi1 , they would ‘crash’ into pi2 since their
spaces is revered in pi2 . Thus, ti must be post-enabled, which
contradicts that ti is not potentially post-enabled at M .

By Theorem 2, it implies that, when Constraint (7) related
to a transition in TS is imposed, then if it is pre-enabled,
it must be post-enabled.
Theorem 3: Let TS be the set of transitions selected by

Function Select() in Algorithm 2. Assume that the following
two conditions hold:

(I) ∀ti ∈ TS, Pr(ti) ⊆ T .
(II) t•i ∩ t

•
j = ∅,∀ti, tj ∈ TS.

Then, the policy, made up of the conjunction of Con-
straints (7) related to TS, does not result in any induced
deadlocks.

Proof: By Algorithm 2, there is no SCCS involving par-
tial deadlocks at any reachable marking M (6= M0) admitted
by Constraints (7) related to TS. That is to say, there exists
t ∈ T\T , t is feasible at M . Since t /∈ T , firing t does
not result in loading a new job into the system. It should be
noticed that firing t takes one token from •t and puts one
token into t•. We prove that the resulting marking after firing
t does not violate Constraints (7) related to TS by considering
the following two cases:
Case 1: If there is an enabled ti ∈ TS, the resultingmarking

after firing ti at M does not violate Constraint (7) related
to ti since enough spaces in t•i are reserved for receiving
tokens taken from •ti under the imposed constraint related
to ti. At the same time, firing ti does not have an impact on
Constraint (7) related to tj(j 6= i) by Condition (II). Thus,
no induced deadlock exists.
Case 2: ∀ti ∈ TS, ti is not enabled at M . Then, any

ti is not pre-enabled at M according to the imposed Con-
straint (7) related to ti. We deduce that there is an enabled
t ∈ T\(TS ∪ T ). In what follows, we advance our technical
arguments by three subcases:
• Subcase 2.1: If firing t at M does not modify any item
of Constraint (7) related to each transition in TS, or only
decreases one token for one item and does not increase
one for any other item of Constraints (7) related to TS,
the resulting marking after firing t still meets Con-
straints (7) related to TS. Thus, t’s firing is not inhibited
by the policy and no induced deadlock occurs.

• Subcase 2.2: If firing t at M just increases one token
for an item in Constraint (7) related to some ti, ti ∈
TS, noticing that items in Constraint (7) related to
ti are associated with either •ti or t•i , there are two
sub-subcases:
1) Sub-subcase 2.2.1: Firing t increases one token

for M (pi1 )[X
ki
ji ], where {pi1} =

•ti. According to
Condition (I), such an event just corresponds to
loading a new job. However, the argument of cor-
rectness of a policy at marking M ( 6= M0) takes no
consideration of loading a new job.

2) Sub-subcase 2.2.2: Firing t at M increases one
token for an item related to pi2 , where {pi2} = t•i ,
in Constraint (7). If such an event violates Con-
straint (7) related to ti, then M (pi1 )[X

ki
ji ] ≥ 1.

Thus, ti is enabled, which contradicts the premise
of Case 2. Thus, the resulting marking after firing
ti does not violates Constraint (7) related to ti.

• Subcase 2.3: If firing t at M decreases one token from
an item in Constraint (7) related to ti and increases one
token to the item in Constraint (7) related to tj(i 6= j), it is
similar to Subcase 2.2 since decreasing a token from an
item of a constraint does not violate it.

The proof of Theorem 3 is completed by noticing that
the above cases cover exhaustively all the possible enabled
transitions of the considered ROPN.
Based on the above discussion, if the TS selected in

Algorithm 2 meets the two conditions in Theorem 3,
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MKL(TS) in Algorithm 2 can be implemented via Con-
straints (7) related to TS. Noticed that |TS| ≤ |T | (|T | = s)
and Constraints (7) related to TS have |TS| inequities at most.
When a new token enters into the system, we just reserve
the spaces for it, ensuring the advancement to the second
processing stage. Thus, Constraints (7) related to TS are not
too conservative.

C. COMPLEXITY OF THE PROPOSED APPROACH
The proposed approach is sketched in Algorithm 2. Its com-
putational complexity mainly depends on the loop Statements
8–28. Each loop deals with an SCS. We can partition them
into four program blocks.

1) To implement Statement 15, it should scan each
t ∈ T (G) to calculate Pa(G) and its computa-
tional complexity is O(|T |). To calculate Nb(G) via
Algorithm 3, it needs to solve an ILP problem which
is exponential in theory with the number of integer
variables and constraints. However, the ILP problem
contains only one constraint and the number of vari-
ables |Tp| is finite, which can be solved in polynomial
complexity [66]. On the other hand, three properties are
proposed to verify t /∈ Nb(G), which is polynomial and
significantly reduces the computational effort.

2) Statements 20–23 select some specific transitions,
which can be completed with computational
complexity O(|T |).

3) Statement 25 calculates the strongly connected com-
ponents in a digraph, which is linear with respect to
the number of vertices in it. Thus, the computational
complexity is O(|T | + |P|).

4) To implement Statement 35, the two conditions in The-
orem 3 should be checked and it can be completed with
O((|P| + |T |)2).

Suppose that there are L SCCSs in an ROPN. Algorithm 2
can terminate with less than L • (|T | + |P|)k , k ∈ N, times,
which is polynomial to the scale of an ROPN.

V. ILLUSTRATIVE EXAMPLES
Example 1 (Continued): Apply Algorithm 2 to the subnet
shown in Figure 3.We trace through the operation of the algo-
rithm.

1) The SCCS, i.e., the sub-net in Figure 4, is obtained after
execution of Statements 2–4.

2) By Statements 15–19, Nb(G) = {t9} is removed from
the subnet in Figure 4. Then, Statements 25–27 are
executed;

3) In the next iteration, Statement 20 is performed and we
obtain TS = {t8} which meets the two conditions in
Theorem 3.

4) Statement 35 is performed. MKL(TS) is developed by
imposing Constraint (8) on the ROPN:

3M (p13)[X1
2 ]+ 3M (p12)[X2

2 ]+ 2M (p12)[X3
1 ] ≤ 5

(8)

FIGURE 4. The connected sub-graph of Figure 3.

It can be verified that the ROPN in Figure 3 is prone
to deadlock and the controlled ROPN is live. The system
has 324 reachable states originally. After controlled by the
proposed policy, 260 safe states are reachable. If the policy
in [8] is applied to the system with the single control variable
being minimal (set to 1) to pursuit more permissive, 228 safe
states are reachable, which shows that the proposed policy is
more permissive for this example.
Example 2: It is from [31] with a little modification.

The WS3PR model and the ROPN model of the AMS are
shown in Figures 5 and 6, respectively. Two types of parts
are being processed in the system. In the ROPN shown
in Figure 6, for part type X1, it has flexible process-
ing routes. One is t1p12t2p13t3p16t5p15t7 and the other is
t1p12t2p13t11p14t6p15t7. For part type X2, it has only one
processing route t8p15t9p14t10p13t11p12t12. The other compo-
nents of the ROPN is listed in the Table 2.

Let us trace through the operations as the logic presented
in Algorithm 2. The ROPN can be verified to be prone to
deadlock and the final controlled ROPN is live.

1) The set of transitions T∪T = {t1, t8, t7, t12} is removed
from Figure 6 after the execution of Statements 2–4.

2) Statement 20 is performed twice in two successive
‘‘while-loop’’, TS = {t2, t9} is calculated. Then, TS is
removed. The remainder sub-net is shown in Figure 7.

3) In the next iteration, Statement 15 is executed.
Nb(G) = {t4} is calculated and removed. Then,
no SCCS exists.

TABLE 2. The input and output relation of the ROPN model in Figure 6.
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FIGURE 5. The WS3PR model for an AMS of Example 2.

FIGURE 6. The ROPN of Example 2.

4) Statement 35 is performed andMKL(TS) is developed
by imposing Constraint (9) on the ROPN:

2M (p12)[X1
1 ]+2M (p13)[X2

1 ]+M (p13)[X3
2 ] ≤ 4

2M (p15)[X1
2 ]+2M (p14)[X2

2 ]+ 3M (p14)[X3
1 ] ≤ 5 (9)

VI. CONCLUSION AND FUTURE WORK
The taxonomy of DS-AMS is very popular in the field of
intelligent manufacturing. This work deals with the issues
of modeling and operations of DS-AMSs. A new modeling
method for such a system by using ROPN is developed
based on the prevalent WS3PR model in the literature. The
ROPN model is more compact and intuitive in depicting
the processing routes of jobs. It is meaningful to explore
more structural analysis techniques on its deadlock preven-
tion. A key structure named SCCS in an ROPN pertinent to
deadlocks is proposed, which is very useful. Based on the
sufficient and necessary condition on liveness of the ROPN,
we develop an approach for deadlock prevention of ROPN
models. Instead of enforcing all transitions in the ROPN to
be live, only a small portion of them, i.e., the transitions
picked out by Function Select(), are controlled to make the
system live. In essence, partial deadlocks in an un-controlled
ROPN are avoided in the controlled system. Furthermore, the

FIGURE 7. The remainder sub-graph of Example 2.

computational complexity is polynomial. In all, this strategy
has many advantages compared with the existing ones.

Some deficiency still exists in the proposed approach. The
conditions proposed in Algorithm 3 are at some extent strict.
If the selected TS does not meet them, deciding how to
develop a more permissive policy remains an open problem
and future work will focus on this. In the future work, we
will use ROPN modeling paradigm to deal with the recon-
figurable real-time systems [67] including wireless sensor
networks [68], [69].
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