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ABSTRACT The information that the brain perceives is usually consistent with a range of possible
incentives. Therefore, all of our perceptual decisions are almost made in an uncertain situation. As we
all know, this uncertainty affects our behavior, but how this uncertainty to modify human behavior is
unclear. We attempt to establish the relationship between financial market behavior and external stimulus
information. We adopt a new approach that is entirely different from the existing literature. This approach
combines neuroscience and machine learning methods to explore how the brain perceives external stimulus
information and ultimately influences financial market behavior. We improve the BP neural network in two
aspects. Firstly, the output of the brain perception model serves as the input of the BP neural network. By this
method, the number of input nodes of the BP neural network can be reduced to six, and the mental process
behind the stimulus is simulated. Secondly, we optimize the parameters of the brain perception model and
construct the optimal brain perception model for specific external stimuli. By comparing the performance of
all models, the results show that the improved BP neural network is superior to other models. Firstly, in all
two periods, trends are similar between the improved BP neural network and other models. Secondly, in all
three samples, except for one result, the average prediction performance of the improved BP neural network
is better than other models.

INDEX TERMS External stimulus information, financial market behavior, brain perception model, BP neu-
ral network.

I. INTRODUCTION
Economics and neuroscience have written extensively about
the impact of information on behavior [1]. However, there
seems to be a wide gap between the two documents. Firstly,
although economists tend to focus on the impact of new
information on financial market behavior, peers in the neu-
roscience field emphasize the relationship between exter-
nal stimulus information and future behavior [1]. Secondly,
although most articles in economics focus on the impact of
unexpected policies on financial markets behavior, research
in neuroscience usually fails to distinguish between expected
and surprise information [2]. We attempt to establish a con-
nection between economics and neuroscience [1]. Particu-
larly, we examine an unanticipated change in the Federal
Funds Rate provided by the Federal Open Market Committee
affects the volatility of the currency market.

The associate editor coordinating the review of this manuscript and
approving it for publication was Jad Nasreddine.

Inputs of BP neural network are historical data, lagged
observations of the data series, and outputs are future value.
Each input pattern consists of a fixed length moving window
along times series [3]. The question of how much lag time
should be included in predicting future costs. Too short or too
long lag time will affect prediction capability of BP neural
network. Some researchers design experiments to help select
the number of input nodes, while others employ intuitive
experience [4], [5].

Previous BP neural network most apply external stimulus
as input, so it is challenging to learn mental activities behind
stimulation [6]–[8]. We adopt a new approach that is entirely
different from the existing literature. This approach combines
neuroscience and machine learning methods to explore how
the brain perceives external stimulus information and ulti-
mately influences financial market behavior. The output of
the brain perception model serves as the input of the BP
neural network. By this method, the number of input nodes of
the improved BP neural network can be reduced to six, and
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the mental process behind the stimulus is simulated. Also,
we optimize the parameters of the brain perception model
and construct the optimal brain perception model for specific
external stimuli.

The remaining part of the paper is organized into the fol-
lowing sections. In section 2, we present the related work of
financial forecasting, BP neural network, and neuroscience.
In section 3, we made a general description of BP neural
network algorithm. In Section 4, we introduce the improved
BP neural network and discuss the brain perception model
in detail. In Section 5, we provide data and experimental
design. Particularly, we supply the results of all models and
analysis and compare the improved BP neural network with
other methods. Section 6 conclusions.

II. RELATED WORKS
A. FINANCIAL FORECASTING
The issue of financial market behavior prediction has
attracted the attention of many researchers in recent
years. The primary purpose of forecasting is to reduce
decision-making risk of financial institutions, companies,
and private investors. Stock prices, interest rates, prices
indices, and currency exchange rates are extensive financial
time series. These time series are complex, non-stationary
and noisy so that they are not suitable for linear models
and demanding to be measured by traditional economic
models [9].

In the past decades, according to goals, nature of infor-
mation, and mathematical tools propose several different
forecasting methods. The first method of socio-economic
forecasting mainly relies on expert judgment. Contrary to
the current short-term forecast, this forecasting approach is
long-term forecast based on some specific indices in real
time [10]. Subsequently, classical statistical methods based
on regression, correlation and spectral analysis emerge to pre-
dict financial and economic indicators [11], [12]. However,
due to some limitations, these methods have not been widely
utilized. Next, the time series prediction introduces adap-
tive techniques [13]–[15]. These methods are effective under
conditions of non-stationarity, low data volume, mutations
and so forth. However, these methods reduce the prediction
performance due to utilizing of the linear structure. In recent
years, financial forecasting applies machine learning meth-
ods based on multilayer artificial neural network [16]–[18],
fuzzy logic [19], genetic algorithm (GA) [20] and genetic
programming [21]. Notably, the artificial neural network has
been mainly applied to predict financial market behavior
such as interest rate [22], exchange rate [23], [24], stock
market [3], [25], and bankruptcy [26], [27]. By reviewing
the existing literature of economic forecasting, we obtain that
exchange rate forecasting is an essential field of financial
market forecasting. Predicting exchange rate trend is one
of the most critical tasks for economic policymakers [28].
Because of the particularity of exchange rate forecasting,
it is difficult to have a simple and effective forecasting

method [29]. Thus, we attempt to propose a practical and
low-complexity exchange rate forecasting model.

B. BP NEURAL NETWORK
As a promising prediction method, BP neural network has
been widely utilized in the financial field [23], [24]. Sev-
eral factors have a significant influence on the accuracy of
BP neural network [3]. These factors include input vari-
ables, accessible data, and network architecture. Because
each factor has its effectiveness in different situations,
researchers have yet to reach a consensus in which element
has more influence on the accuracy of BP neural network [3].
We mainly consider the importance of input variables on the
prediction accuracy of BP neural network.

BP neural network inputs include essential inputs and tech-
nical inputs. Necessary inputs include consumer price index,
foreign reserve, GDP, export and import volume, interest rates
and so forth. Technical inputs include delayed time series
data, moving average, relative intensity indices, and the link.
Except for above two kinds of inputs, a single prediction
result can also be applied as input when using BP neural
network as a combined prediction instrument [4], [5].

Although some scholars believe that multivariate inputs are
necessary [6], most BP neural network for exchange rate pre-
diction take univariate input. Univariate input directly utilizes
data of predicted time series, which depends on forecasting
ability of time series itself. Inputs of BP neural network are
historical data, lagged observations of the data series, and
outputs are future value. Each input pattern consists of a fixed
length moving window along times series. The question of
how much lag time should be included in predicting future
costs. Some researchers design experiments to help select
the number of input nodes, while others employ intuitive
experience [4], [5].

Ideally, there will be only a small amount of delay. If it
contains a significant number of cycles, it will significantly
increase the training time of BP neural network, and the
algorithm is likely to fall into a local optimum. Also, if lag is
less than required, the search will be limited to one subspace,
which will affect the accuracy of prediction [3]. Too short
or too long lag time will affect prediction capability of BP
neural network. Therefore, we expect tominimize the number
of input nodes.

C. NEUROSCIENCE
Social science, especially psychology, aims to understand
and predict human behavior [30], [31]. Traditionally, psy-
chologists have achieved this goal through laboratory exper-
iments [32], [33]. However, laboratory experiments can only
predict behavior in a specific environment. Recent research
has shown that neuroscience can predict buying behavior,
decision-making and so forth [34]. Aswe all know, the human
does not understand why they do something consciously [35].
However, the psychological processes behind the behavior
can be represented in the brain [36], [37]. We believe that cur-
rent knowledge of neuroscience has reached a level that can
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complement the existing psychological research on behav-
ioral prediction.

The brain perception model has a significant trend in
sensory uncertainty prediction problem [38]. Decoding the
accuracy of the brain perception model can be compared with
traditional classification methods, which is relatively simple.
This model is only applied to capture stimulus, allowing
us to reconstruct stimulus from observed patterns of brain
activity and compare these reconstructed stimuli with real
values [39], [40]. This model is used to determine the input
variables of BP neural networks. It does not require any
assumptions and is entirely independent of the model.

III. BP NEURAL NETWORK ALGORITHM
A. BP PRINCIPLE
BP neural network is amultilayer feedforward neural network
based on an error back propagation algorithm [7]. By apply-
ing back propagation learning algorithm to adjust weights of
the different neuron, any nonlinearmapping relationship from
inputs to outputs can be obtained [7]. BP neural network has
distributed storing of information and processing structure
and has fault tolerance. Therefore, BP neural network has
robustness and the ability to handle complex problems [8].

B. BP ALGORITHM
At present, in most BP network modeling toolbox, the per-
form function utilizes the MSE between network output and
expected output. The learning principle of BP network is to
modify weight and threshold and quickly reduce the direction
of performing function [8].

We apply three layers BP neural network, the input node
is xi, the hidden layer node is yj the output node is zl . Weight
between the input node and the hidden layer node is wji and
weight between the hidden layer node and the output node
is vlj. Where the expected value of the output node is tl ,
error function between network output and expected value
deviation to the output node is

∂E
∂Vlj
= −δlyj, (1)

where δl = (tl − zl) · f ′(Nl),Nl =
∑
vljyj − θl, θl is

the threshold and f ′ is the inverse function of the transfer
function. Deviation E to the hidden layer node is defined by

∂E
∂wji
= −δj

′xi, (2)

where δj′ = f ′(Nj) ·
∑
δlvl j,Nj =

∑
wjixi − θj and θj is also

a threshold.
It is the modification of the weight 1vlj and 1wji are pro-

portional to deviation reduction of the error function, weights
in k + 1st the iteration are

vlj(k + 1) = vlj(k)+1vlj (3)

wji(k + 1) = wji(k)+1wji, (4)

where

1vlj = −η · ∂E
/
∂vlj = ηδlyj,1wji = −η

′∂E/
∂wji = η

′δjxi.

Equally, it can obtain the modification value of the output
node threshold

θl(k + 1) = θl(k)+ ηδl (5)

Moreover, the hidden layer node threshold

θj(k + 1) = θj(k)+ η′δj′ (6)

Here, η and η′ are the learning rates [41].
Through the adjustment process of BP neural network,

error function E between network outputs and expected value
directly affects adjusting the result of weight and then revises
the final prediction model of BP neural network

IV. IMPROVED BP NEURAL NETWORK
Several factors have a significant influence on the accuracy of
BP neural network. Researchers have yet to reach a consensus
in which element has more effect on the efficiency of BP
neural network. We mainly consider the impact of input
variables on the prediction accuracy of BP neural network.
The brain perception model is applied to determine the input
variables of the BP neural network. This method reduces the
number of input nodes of the improved BP neural network to
six. The selection of input nodes are data-driven and take full
advantage of the information between sample data.

The input of BP neural network includes organic inputs and
technical inputs. Few kinds of literature consider the influ-
ence of these input factors on investor mental activity, which
is difficult to describe [42]. However, the brain perception
model can explain how the brain perceives external stimuli.

Fig.1 is the model structure of the improved neural
network.

FIGURE 1. Model structure of Improved BP neural network.

A. BRAIN PERCEPTION MODEL
Brouwer and Heeger [38] propose the brain perception
model, also known as the forward model. This method has
a significant trend in sensory uncertainty prediction problem.
This method can decode and reconstruct stimuli from spa-
tially distributed voxel response patterns, and demonstrate
fidelity of sensory knowledge.

VOLUME 7, 2019 28771



F.-S. Zhao et al.: External Stimuli Predict Financial Market Behavior From the Brain Perception Perspective

Estimated response amplitude of voxel can be divided into
training( B1) and testing (B2) two phases. In the first phase
of training, sample data is applied to estimate weights of six
channels. In the second stage, these weights are utilized to
calculate channel outputs, which is related to the stimulus.
Set k as the number of channels, m as the number of the
voxel, and n as the number of experiments. The matrix of
estimated response amplitudes (B1,m×n) is connected to the
output array of open channel (C1, k × n) and weight matrix
(W ,m× k):

B1 = WC1 (7)

Least-squares estimate of weights is computed with linear
regression:

∧

W = B1CT
1 (C1CT

1 )
−1 (8)

Channel responses (C2) is related to testing data (B2) and

weights (
∧

W ):

∧

C2 = (
∧T
W
∧

W )
∧T
WB2 (9)

Finally, decoding stimulus by comparing channel outputs
∧

C2 with known channel output. We describe stimulus selec-
tivity of each neuron as the weighted sum of six open chan-
nels, each of which has an idealized stimulus tuning-curve,
such that the conversion from stimulus to channel outputs
is one-to-one and reversible [39]. This process effectively
reduces dimensions of data to six.

B. IMPROVED BRAIN PERCEPTION MODEL
Our decoding method starts in the early visual cortex,
where voxel is selective [40], [43]–[47]. More specifically,
we hypothesize that voxel i perception of stimulus s can be
described as a linear weighted sum of the idealized tuning
functions f (s) of k neural populations [44], [45]( k = 6)

Bi =
K∑
k

Wik fk (s) (10)

Here, fk (s) is the adjustment curve of k the population as
a function of stimulus s and Wik is the contribution of the
community k to the response of voxel i.
Population tuning curves f (s) are half-wave-rectified

cosine functions, raised to the second power [44].

fk (s) = max(0, sin(π
s− ϕk
90

))2 (11)

Here, ϕk is the preferred stimulus of k the population.
GA is a valid parameter search approach. It simulates

the evolution process of biology and reveals the most basic
functional parameters. We apply GA to help search for opti-
mal parameters of the brain perception model under spe-
cific external stimuli. Besides, the existence of crossover and
mutation mechanism avoids local minimization problem in
the search process and shortens search time [48].

V. EXPERIMENT AND RESULTS
A. SAMPLE AND DATA
To evaluate the performance of the improved BP neural net-
work, we select the closing index of the exchange rate for
the demonstration. The exchange rate is the relative change
between the US dollar and other three currencies. Three cur-
rencies are Chinese Yuan, Japanese yen and Canadian dollar.
We apply USD/CNY, USD/JPY, and USD/CAD to replace
three exchange rates. Investing provide exchange rates.

Federal Open Market Committee provide Federal Funds
Rate. The sampling period includes all Federal Funds Rate
from September 27, 1982, to November 1, 2017, excluding
September 17, 2017. The latter is an extreme example of a
combined response by Federal Reserve, several other cen-
tral banks and financial markets to the terrorist attacks of
September 11, 2017.

B. EXPERIMENTAL DESIGN
We improve BP neural networks and utilize outputs of the
brain perception model as inputs of the improved BP neu-
ral network. Besides, we optimize the parameters of the
brain perception model to construct the optimal brain per-
ception model for specific external stimuli. We compare the
improved BP neural network with BP neural network and
SVM. SVM is a promising method for its attractive charac-
teristics and excellent generalization performance on a wide
range of issues [33]. Next are the steps and details of the
experiments.

Step 1. Collect data and divide it into training and testing.
Step 2.We employ GA and fitness function to seek optimal

parameters of the brain perception model. Fitness function is

y = min
CI∑
ci=1

RMSE (12)

Here, ci is the rolling start and CI represents the rolling
end.

We utilize Matlab (2016(a)) and apply optimal parame-
ters to build the brain perception model. There are no rules
for setting the initial point. Typically, start with the first
data point and obtain the minimal RMSE after running the
prediction.

Step 3. Inputs of the improved BP neural network apply
outputs of the brain perception model, and we take MSE in
Matlab (2016(a)) toolbox as the perform function to train the
model.

Step 4. we obtain the final model. The kernel function
employs Gaussian function.

Step 5. We compare the improved BP neural network and
other models.

C. COMPARISON AND RESULT
For comparing the predictive accuracy of two or more meth-
ods, researchers tend to utilize k-fold cross-validation to
minimize the bias associated with the random sampling of
the training and holdout data samples dimensions [49], [50].
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TABLE 1. 10-fold cross-validation prediction performance at (t+1) (for USD/CNY).

TABLE 2. 10-fold cross-validation prediction performance at (t+2) (for USD/CNY).

TABLE 3. 10-fold cross-validation prediction performance at (t+1) (for USD/JPY).

TABLE 4. 10-fold cross-validation prediction performance at (t+2) (for USD/JPY).

We adopt the 10-fold cross-validation method. Literatures
have shown that ten folding number seems to be optimal,
which minimizes the time required for testing while reducing
deviations and variances [51], [52]

Mean Absolute Error (MAE), relative Root Mean Squared
Error (rRMSE), Mean Error (ME) and Prediction Error
Rate (PER) are utilized to evaluate the performance of these
models. Eqs. (13)-(16) provide formulas of these evaluation
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TABLE 5. 10-fold cross-validation prediction performance at (t+1) (for USD/CAD).

TABLE 6. 10-fold cross-validation prediction performance at (t+2) (for USD/CAD).

measures.

MAE =
1
n

n∑
i=1

|Pi − Ti| (13)

RMSE =

√∑n
i=1 (Ti − Pi)

2

n
(14)

ME =

∑n
i=1 (Ti − Pi)

n
(15)

PER =

∣∣∣∣Ti − PiTi

∣∣∣∣ (16)

where T and P represent actual and predicted values respec-
tively.

To illustrate the effectiveness of the improved BP neural
network, we compare the improved BP neural network with
BP neural network and SVM. We apply one point ahead of
prediction point to run the algorithm regarding the closing
price of the same day as a lag period. Because changes in tar-
get rate are usually announced before closing of the currency
market, exchange rate closing price generally contains new
information about monetary policy for the day. Table 1 and
Table 2 reveal results of USD/CNY. Table 3 and Table 4 depict
similar results of USD/JPY. Table 5 and Table 6 show the
results of USD/CAD. All results are calculated to three deci-
mal places.

From Table 1 to Table 6, except for a few points, the per-
formance of the improved BP neural network is better than
BP neural network and SVM. These results verify the effec-
tiveness of the improved BP neural network.

TABLE 7. Average prediction performance for USD/CNY.

TABLE 8. Performance improvement for USD/CNY.

TABLE 9. Average prediction performance for USD/JPY.

TABLE 10. Performance improvement for USD/JPY.

Table 7 and Table 8 compare prediction performance of
the improved BP neural network, BP neural network, and
SVM of USD/CNY. Table 9 and Table 10 summarize similar
results of USD/JPY. Table 11 and Table 12 provide results of
USD/CAD. The results in Table 7, Table 9 and Table 11 are
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TABLE 11. Average prediction performance for USD/CAD.

TABLE 12. Performance improvement for USD/CAD.

FIGURE 2. Comparison of PER at (t+1) (for USD/CNY).

FIGURE 3. Comparison of PER at (t+2) (for USD/CNY).

FIGURE 4. Comparison of PER at (t+1) (for USD/JPY).

based on average prediction performance, and Table 8,
Table 10 and Table 12 show performance improvement.

From Figure 2 to Figure 7, we can see that the performance
of the improved BP neural network is much better than the

FIGURE 5. Comparison of PER at (t+2) (for USD/JPY).

FIGURE 6. Comparison of PER at (t+1) (for USD/CAD).

FIGURE 7. Comparison of PER at (t+2) (for USD/CAD).

other two methods. The visual representation also verifies the
effectiveness of the improved BP neural network.

VI. CONCLUSION
We establish the relationship between financial market
behavior and external stimulus information. We adopt a new
approach that is entirely different from the existing literature.
This approach combines neuroscience and machine learning
methods to explore how the brain perceives external stim-
ulus information and ultimately influences financial market
behavior. We improve the BP neural network in two aspects:
Firstly, the output of the brain perception model serves as the
input of the BP neural network. By this method, the number
of input nodes of the BP neural network can be reduced to
six, and the mental process behind the stimulus is simulated.
Secondly, we optimize the parameters of the brain perception
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model and construct the optimal brain perception model for
specific external stimuli. By comparing the performance of
all models, results show that the improved BP neural network
is superior to other models. Firstly, in all two periods, trends
are similar between the improved BP neural network and
other models. Secondly, in all three samples, except for one
result, the average prediction performance of the improved
BP neural network is better than other models.

The application of the brain perception model provides a
novel way to predict financial market behavior, and it expands
the utilization field of the model. In further research, we will
explore different types of dynamic and necessary informa-
tion. Other issues that worth further consideration include
more careful observation of the first and second moment of
policy news and precise analysis of market behavior around
the announcement day.
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