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ABSTRACT The double auction is a widely applicable trading mechanism used to converge to competitive
equilibrium in different markets from which multiple equilibriums and incomplete information may arise.
Therefore, different learning models have been applied to facilitate bidding strategies for buyers and sellers
in the market. However, due to the existence of problems in double auction markets such as individual
bounded rationality and information incompleteness, it is still necessary to explore a more general learning
model to depict the learning mechanism in double auction markets and predict the evolution processes of
bidding strategies for both sides. Therefore, this paper aims at introducing the use of the experience-weighted
attraction (EWA) model for double auction because it combines reinforcement learning with belief learning
that then converts EWA in a suitable and interesting learningmodel for describing and improving individuals’
learning behavior. It can become an effective learning model for bidding strategies in the double auction.
In addition to the use of the EWA for strategy evolution in the double auction, the impact of its different
bidding strategy performance parameters will be also analyzed and compared with other learning models.

INDEX TERMS Bidding strategies, double auction, EWA learning, parameters selection.

I. INTRODUCTION
Double auction is an important trading mechanism that can
solve the problem of asymmetric information between buyers
and sellers in the market, thus effectively solving problems
such as colluding and malicious bidding in unilateral auc-
tions. However, many experiments and practices show that
double auction markets can quickly converge to equilibrium
despite there being only are few participants and insufficient
information in the market, which being contrary to traditional
economic theory, has attracted many scholars’ attention.

In 1962 Smith [1] successfully introduced the experimental
method in double auction in order to reach competitive equi-
librium as predicted by neoclassical economics, even with
incomplete information. It has attracted the interest of many
researchers in experimental economics [2]–[4] as has its
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application to real-world markets such as electricity markets,
cognitive radio networks, and spectrum auction [5]–[7].

Due to the fact that double auction market informa-
tion is often not fully available, and also often incomplete
and scarce, different proposals have applied game theory
with the aim of reaching competitive equilibrium [8], [9].
Also, the difficulty of reaching a quick consensus in the
game with incomplete information and multiple equilib-
rium, makes that the participants in the double auction mar-
ket follow an iterative learning process to be able to form
their bidding strategy and reach the final equilibrium [10].
So multiple learning processes have been proposed to depict
strategy dynamic and equilibrium formation for both sides
(seller/buyer) with asymmetric information in double auc-
tion markets based on different models such as reinforce-
ment learning [11]–[13], genetic learning [14]–[16] and other
learning algorithms [17]–[19].

It is common that individuals adjust their bidding strategies
by using several learning models such as reinforcement, and
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belief learning. Therefore, a more general learning model that
analyzes the strategy evolution in a double auction market
seem to be worth studying. A promising choice to fulfil
this necessity is the Experience-Weighted Attraction learning
model (EWA) proposed by Camerer and Ho Teck [20] that
combines elements of reinforcement learning and weighted
fictitious pay (belief learning). The EWA model not only
generalizes the reinforcement and belief learning models,
including them as special cases, but also combines both
learning models which provides a more accurate process to
describe individual learning behaviors than either the rein-
forcement or the belief model alone. Due to these features,
the EWA learning model has been researched and applied to
predict behaviors in games [21]–[23] and other applications
such as stimulating the operations of wholesale electricity
markets [24], analyzing the navigation of mobile robots [25]
and meeting cognitive radio application’s practical require-
ments [26]. In recent years, the EWA learning also has
been applied in auction research regarding its functional
attributes [27]–[30].

EWA has provided successful results in the improvement
of (accuracy) prediction of individuals’ behavior, because it
includes the main characteristics of belief and reinforcement
learning and chooses strategies with weights obtained in the
learning process. Therefore, in this paper we will extend the
EWA approach to double auction markets in order to describe
the evolution strategies and learning behaviors of bounded
rational individuals in such markets. Also, we will adjust the
values of the three key parameters of the EWA model: (i) the
weight on foregone payoffs, (ii) the decay rate of the previous
attraction and (iii) the growth rate of attraction; to depict the
different combinations of market information structure and
individual rational characteristics, which can better show the
flexibility of the EWA learning model and further reveal the
impacts of this learning model on the transaction evolution
mechanism for both sides in double auction markets. Eventu-
ally, according to the experimental results, we will design a
mechanism that can make the double auction market reach a
final equilibrium quickly, thus saving the time of participants
and the cost of organizers in the market.

The remaining parts of the paper are set up as follows.
In section 2, we review the basics of the double auction model
and of the EWA learning model that will be applied to our
proposal. In section 3 we introduce the double auction model
with EWA learning and simulate the double auctions based
on EWA. Thereafter, we compare the results of the double
auction based EWA learning with another two pure learning
models in section 4. Eventually, section 5 concludes the paper
pointing out the conclusions obtained.

II. PRELIMINARIES
This section revises the basic concepts and performance of
the basic double auction model and the EWA learning model,
because these concepts are necessary to be able to develop
and understand our proposal.

A. THE BASIC DOUBLE AUCTION MODEL
Double auction is an important trading mechanism which can
converge to competitive equilibrium steadily and quickly [1],
it addresses the interactive procedure during the biding pro-
cesses and how the mechanism works out different outcomes
with various conditions. In a double auction market buyers
and sellers submit their bidding in any order, for a single
good, the bidding strategies of buyers are underbidding its
value, and the bidding strategies of sellers is overbidding
its cost. Once, there is an agent, either a buyer or seller,
who accepts the bidding from another side; a deal is made
between both of them, and a new bidding round for another
product begins. There are multiple trading sessions, and the
transaction value is always between the initial bidding values
of the buyers and the sellers [2].

Therefore, in the basic double auction model, for a single
and indivisible good, the buyer’s valuation is noted as Vb and
the seller’s valuation asVs, both assessments follow a uniform
distribution in [0,1]. And the buyer’s and seller’s biddings
are noted as Pb and Ps respectively. If Pb > Ps then both
sides make a deal with the price of P = (Pb + Ps)/2, and
the buyer’s and seller’s utilities are Ub = Vb − (Pb + Ps)/2
and Us = (Pb + Ps)/2 − Vs respectively. If Pb < Ps,
neither the buyer nor the seller make a deal and both utilities
are 0.

Under the trading mechanism of double auction, if the
information is complete, there will be a Nash game demand
when Vb and Vs are common knowledge [8]. If Vb > Vs
then there is continuous pure-strategy and Pareto efficient
equilibrium in this game, i.e., the buyer’s and seller’s biddings
are the same, Pb = Ps = P ∈ [Vs,Vb], and both sides
can obtain a positive surplus at this point. But if Pb < P
or Ps > P, then neither the buyer nor the seller make
a deal.

However, if the information is incomplete, the valuations
of Vb and Vs are private information for both sides, so that
neither buyer nor seller can achieve a rational expectation
estimation of the other’s bidding. However, it can be assumed
that Vb and Vs follow a uniform distribution in [0,1], and thus
there will be a static Bayesian game. In this game, the buyer’s
bidding is the function of their valuation Vb, i.e., Pb(Vb);
and analogously for the seller’s bidding the function of their
valuation Vs, is Ps(Vs). There is a Bayesian Nash equilibrium
in the game [8], hence the optimal response of the buyer to
the seller’s strategy for any Vb ∈ [0, 1],Pb(Vb) is obtained by
Eq. (1):

πb = max
Pb

[Vb − (Pb + E[Ps (Vs) |Pb

≥ Ps (Vs)])/2]P{Pb ≥ Ps (Vs)} (1)

And the optimal response of the seller to the buyer’s strat-
egy for any Vs ∈ [0, 1],Ps(Vs) is solved by Eq. (2):

πs = max
Pb

[(Ps + E[Pb(Vb)|Pb(Vb)

≥ Ps])/2−V s]P{Pb (Vb) ≥ Ps} (2)
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B. EXPERIENCE-WEIGHTED ATTRACTION (EWA)
LEARNING MODEL
Therefore, our aim is to study the application of the
experience-weighted attraction leaning model (EWA) [20] to
evaluate its impact on the strategy evolution in the double auc-
tion. Thus, it is convenient to revise different concepts about
this learning model that combine reinforcement learning with
belief learning models.

In a n-person normal-form game, players are indexed
by i = 1, . . . , n, and player i’s strategy space is Si =
{s1i , s

2
i , . . . , s

j
i, . . . , s

mi−1
i , smii }, which indicates that i has mi

discrete choices. Therefore, the strategy space of the game
is S = S1 × . . . × Sn, and s = (s1, . . . , sn) ∈ S is a
strategy combination for each player, which consists of n
strategies. si ∈ Si denotes player i’s strategy, and s−i =
(s1, . . . , si−1, si+1, . . . , sn) is a strategy combination of all
players except i. Denote the actual strategy chosen by player i
and all other players in period t by si(t) and s−i(t), and player
i’s payoff in period t by πi = (si(t), s−i(t)). EWA learning
assumes that each strategy has a numerical attraction, which
is updated by experience and determines the probability of
choosing that strategy. There are two core variables in the
EWA learning model, which are updated after each round:
• The first variable is experience weight N (t) which is
interpreted as the number of observation-equivalents of
past experience.

• The second variable is attraction Aji(t) which represents
the player i′s attraction of strategy sji after period t has
taken place.

The initial value of experience weight is N (0), it will be
updated according to N (t) = ϕ (1− k)N (t − 1) + 1, and
its restricted condition is N (t) ≤ 1/[1 − ϕ (1− k)], so N (t)
is increasing. The initial value of attraction is Aji(0), and A

j
i(t)

is updated by the sum of a depreciated, experience-weighted
previous attraction Aji(t − 1) plus the weighted payoff from
period t:

Aji (t)

=
ϕN (t−1)Aji (t−1)+[δ+(1−δ)I (s

j
i, si(t))]πi(s

j
i, s−i(t))

N (t)
(3)

where I (x, y) is an indicator function which is equal to
1 if x = y and 0 if x 6= y. Intuitively, the formula (3)
represents that the attraction is equal to the sum of decayed
(ϕ), experience-weighted (N (t − 1)) lagged attraction and
reinforcement for the received payoff (if sji = si(t)) or δ
times reinforcement for the foregone payoff (if sji 6= si(t)),
and then divided by the updated experience weight. Note that
there are δ, ϕ and k that are three key parameters in the EWA
learning model, and these three parameters all have intuitive
interpretations:
• The weight on foregone payoffs, δ. This is the imagi-
nation of foregone payoffs, and could be considered to
be the responsiveness to opportunity costs or regrets.

Besides, this parameter also can be interpreted as an
endogenous aspiration level against which payoffs are
compared.

• The decay rate to the previous attraction, ϕ. This shows
when the learning environment changes constantly; the
previous attraction will decay because of the oblivion
or intentional abjuration for old experiences. In other
words, it can be seen as the degree to which participants
realize others are adapting, so that old observations on
what others did become useless.

• The growth rate of attraction, k .This reflects how
quickly the participants lock in a strategy and shift from
exploring an environment to exploiting what they have
learned.When k = 0, the attraction is the weighted aver-
age of lagged attraction and past payoff; when k = 1,
the attraction is accumulation of past payoffs. With the
increase of k , the strategy which is chosen more fre-
quently and yields positive payoffs will build up a large
lead against unchosen strategies, causing bried explo-
ration times and allowing participants to lock in certain
strategies faster.

The EWA learningmodel combines reinforcement learning
with belief learning, which is a blend of unconscious learning
and conscious learning. Therefore, the EWA learning model
can be regarded as a general learning model which can better
describe the strategy evolution for both sides in double auc-
tionmarkets, and it can be expressed as the following learning
types using proper parameter selection. When k = 0, δ = 1,
the EWA learning will degrade into weighted fictitious play
which includes Cournot best-response dynamics (ϕ = 0)
and fictitious play (ϕ = 1); and when δ = 0, k = 0 or 1,
it will degrade into the form of an averaged or cumulative
reinforcement.

III. DOUBLE AUCTION BASED ON EWA
LEARNING MODEL
In the introduction we pointed out the necessity of improving
not only the double auction models in their evolution forming
strategies, but also evolution mechanisms and the efficiency
of achieving equilibrium. Therefore, in this section our pro-
posal introduces the application of the EWA learning model
in double auction markets to better describe the learning
behavior of individuals with bounded rationality and explore
its evolution mechanism for forming biddings that rely on
three key functional parameters. Afterwards, the simulation
process of double auction based on the EWA learning model
is described, which is focused on the simulation targets,
sequential steps, initialization and design of parameters set

A. APPLYING EWA LEARNING TO DOUBLE
AUCTION MARKETS
In this subsection, the original EWA learning model is mod-
ified by introducing the bidding function and utility function
of the double auction model into the EWA learning model’s
attraction function, and so the modified EWA learning model
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becomes more suitable for describing the learning process
and strategy evolution of both sides in a double auction
market. In addition, in order to evaluate the performance of
the double auction based on EWA learning model, we further
obtain the double auction based on reinforcement learning
and belief learning by changing the values of key parameters.
The double auction based on EWA learning has experience
weight N (t) and attraction Aib(t) or A

j
s(t) two core variables.

The initial value of the experience weight is N (0). The initial
attraction values are Aib(0) and A

j
s(0), they will be updated

according to the equations (4) and (6). The attractions must
determine the probabilities of choosing strategies, so they can
be taken in the logit form (the formula (5) and (7)) to decide
the probability value.

For buyers:

Aib(t)

=
ϕN(t−1)Aib(t−1)+[δ+(1−δ)I (P

i
b,Pb(t))]πb(Pb(t),Ps(t))

N (t)
(4)

pib(t + 1) = eλA
i
b(t)/

∑mi

i=1
eλA

i
b(t) (5)

For sellers:

Ajs(t)

=
ϕN (t−1)Ajs(t−1)+[δ+(1−δ)I (P

j
s,Ps(t))]πs(Ps(t),Pb(t))

N (t)
(6)

pjs(t + 1) = eλA
j
s(t)/

∑mj

j=1
eλA

j
s(t) (7)

Here, we can further correlate the three key parameters
δ, ϕ and k with market information structure and individual
rational characteristics in the context of a double auction
market:
• The weight on foregone payoffs δ rises with the increase
of information on unchosen strategies or others’ strate-
gies and their payoffs provided by the double auction
market. The bounded rational individuals are always
more sensitive to losses than to gains [31], so they
respond more strongly to opportunity costs or regrets.
If the individuals in markets know about strategies’
foregone payoffs and find that the actual payoffs of
chosen strategies are lower than the foregone payoffs
of unchosen strategies, then they will move to higher
forgone payoffs and away from lower actual payoffs.
Besides, if δ is applied to others’ actual payoffs instead
of its own foregone payoffs, EWA learning can be used
to describe imitation behaviors. This means that individ-
uals will adjust their own strategies by imitating the good
strategies of others.

• The decay rate of the previous attraction ϕ declines
with the increase of the complete historical informa-
tion provided by the double auction market. There is
a cognitive phenomenon which the bounded rational
individuals tend to deliberately forget, which is to dis-
count old experience when the market environment is

changing constantly. One way to raise the decay rate
is by providing complete historical information, which
can promote buyers and sellers to make better bidding
strategies in double auction markets.

• There is an inverse relationship between the growth
rate of attraction k and the individual rationality in the
double auction market. When k rises with the decrease
of individual rationality, the exploration for market envi-
ronment becomes simpler. It means that individuals with
lower rationality will quickly lock in a strategy which is
chosenmore frequently and yields positive payoffs with-
out comparing it to other strategies, which may cause
them to miss better strategies. On the contrary, the indi-
viduals with higher rationality will flexibly adjust their
strategies rather than quickly lock in a frequently chosen
strategy. In this case, the value of k is relatively lower.

Under the restriction of different parameter values, EWA
learning will degrade into reinforcement learning or belief
learning. Take the buyers for example, and the attractions for
sellers can be modified in the same way.

When δ = 0, k = 1, then N (t) = 1, and the value of
attraction will be updated according to the formula (8). This
is a form of cumulative choice reinforcement.

Aib (t) = ϕA
i
b (t − 1)+ I (Pib,Pb(t))πb(Pb (t) ,Ps(t)) (8)

When δ = 0, k = 0, then the value of attraction will
be updated according to the formula (9). This is a form of
averaged choice reinforcement.

Aib (t) = ϕN (t − 1)Aib (t − 1)+ (1− ϕ)[δ + (1− δ)]

× I (Pib,Pb(t))πb(Pb(t),Ps(t)) (9)

When δ = 1, k = 0, its renewal equation is the for-
mula (10). And we can conclude that this renewal equation is
extremely similar to weighted fictitious play using algebraic
analyzing.

Aib (t) =
ϕN (t − 1)Aib (t − 1)+ πb(Pb(t),Ps(t))

ϕN (t − 1)+ 1
(10)

B. THE SIMULATION OF DOUBLE AUCTION BASED ON
THE EWA LEARNING MODEL
Here the procedure for carrying out the experimental simu-
lation of double auction based on the EWA learning model
is addressed and described. First, however, it is necessary to
design the experiment procedure in which the comparison
of our proposal with previous proposals will be based. This
procedure consists of three phases: (i) Targets that fix the
objectives of the simulation, (ii) Simulation steps that show
the processes of bidding and learning for both sides in a dou-
ble auction market, (iii) Parameter assignment that ensures
the execution of simulation. Below we describe these phases
in further detail.

1) SIMULATION TARGETS
Firstly, as mentioned above, the EWA learning model is a
more flexible and general learning model, which combines
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the main features of reinforcement and belief learning and
includes them as special cases. In order to illustrate whether
the EWA learning model can better describe the bounded
rational individuals’ behaviors in double auction markets
rather than other traditional learning models, we simulate the
different evolution processes of bidding strategies for both
sides in double auctions based on reinforcement, belief and
EWA learning.

Meanwhile, note that the weight on foregone payoffs,
the decay parameter and the growth rate of attraction, or the
three key parameters are obviously different among the indi-
viduals with different rational structures in the double auction
markets with diverse information structures, which will have
an impact on the attractions determining the probabilities of
choosing strategies. To further discuss the impacts of these
three key parameters on the strategy evolution for both sides
with EWA learning, and to explain how the flexibility of the
EWA learning model depends on these three parameters; we
also simulate the double auctions based on EWA learning
with different values for these three key parameters.

2) SIMULATION STEPS
Supposing there are buyers and sellers (two groups) and the
size of each group is N . For a single product, the valuation
of a buyer is Vb, the valuation of a seller is Vs, and Vb ≥
Vs. Setting the initial bidding of buyer i at Pbi0 and the initial
bidding of seller j at Psj0, in which i ∈ [1,N ], j ∈ [1,N ] then
the simulation steps perform as follows:
Step 1 (Initialization): Buyers and sellers deal with each

other in sequential rounds. In each round, randomly make
both sides pairs for simple double auction, and record the
profit of each individual;
Step 2 (Compute the Total Profits): With a period of m

rounds, it holds that the total profits of the buyer group is
πbit (t is the period number) and the total profits of the seller
group is π sjt in each period;
Step 3 (Adjust Bidding Strategies): When the period t is

finished, all individuals will adjust their biddings based on
EWA learning model:

a) According to EWA learning, the attractions of strategies
in the period t chosen by buyer i and seller j are calculated
with the formula (4) and (6);

b) Taking the attractions in the Logit model (formulas (5)
and (7)) to decide the probability value, and obtaining the
bidding and learning result Pb

′

it of buyer i in the period t+1,
similarly, we can also see that the learning result of seller j is
Ps
′

jt following this process;
Step 4 (Obtain the Ultimate Biddings):We can then obtain

the stable bidding strategies for both sides after M periods.
Step 5 (Repeat Steps):Next, changing the input of δ, ϕ or k

according to the value series of parameters and by repeating
the steps above. Particularly, when δ = 0, k = 1 or δ =
1, k = 0, all individuals will adjust their biddings based on
cumulative choice reinforcement or weighted fictitious play
in step 3, the attractions of buyers are updated according to

formulas (8) or (10), and the attractions of sellers can be
modified in the same way.

3) PARAMETER ASSIGNMENT
To perform the simulation, the parameters are set as follows:
both group sizes are N = 50, for a certain product, buyers’
valuation at its value is Vb = 100 and sellers’ valuation
at its cost is Vs = 0, the initial bidding of each individ-
ual is randomly generated in the interval [0,100] and the
learning weight is randomly generated in the interval [0,1],
and λ = 0.1, ϕ = 0.5 with a period of 5 rounds, conducting
simulation experiments 10 times.

To explore the different strategy evolution in double auc-
tions under EWA, reinforcement and belief learning, we con-
duct the different bidding processes to simulate the various
learning behaviors by setting specific parameters in Experi-
ment 1. Firstly, we set δ = 0.5, k = 0.9 and obtain a general
EWA learning model, then change the value of δ and k to
δ = 0, k = 1 or δ = 1, k = 0 and get cumulative choice
reinforcement or weighted fictitious play. Based on the above
parameters, the simulation results are shown in Figure 1.

FIGURE 1. The strategy evolution for both sides in the double auction
based on (a) cumulative choice reinforcement, (b) EWA learning and
(c) weighted fictitious play.

Thereafter a further analysis of the impacts of different δ, ϕ
and k on the strategy evolution in double auction based on
EWA learning is necessary in Experiment 2. For such a goal,
the initial values of the parameters are set as δ = 0.5, ϕ =
0.5, k = 0.9 according to the EWA parameters estimated by
Camerer et al. [32], randomly fixing two of them, and chang-
ing another one in the interval [0.1, 0.9]. We carry out the
simulations in the range of 0.1 to 0.9 repeatedly and reach the
most typical results when their values are equal to 0.1, 0.5 and
0.9 respectively, as displayed in Figure 2. Meanwhile, when
the values of δ, ϕ and k are equal to 0.1, 0.5 and 0.9 respec-
tively, there are another 18 parameter combinations besides
the 9 parameter combinations shown in Figure 2. In order
to comprehensively explore whether the strategy evolution
will be affected by other parameter combinations, we also
simulate and compare the results based on all 27 parameter
combinations. The most representative results of the above
simulations are also shown in Figure 2, and we have found
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that other combinations also lead to similar results. Therefore,
we mainly focus on the results shown in Figure 2 and analyze
the strategy evolution in a double auction based on EWA
learning with different values for the three key parameters.

FIGURE 2. The strategy evolution for both sides in double auction based
on EWA learning with the series of values of δ, ϕ and k . (a) When
ϕ = 0.5,k = 0.9. (b) When δ = 0.5,k = 0.9. (c) When δ = 0.5, ϕ = 0.5.

IV. RESULTS AND ANALYSIS
In this section, the simulation results of double auctions based
on the three learning models reinforcement, belief and EWA
and the double actions based on EWA learning with the series
values of the corresponding parameters, δ, ϕ and k , will be
analyzed and compared.

A. THE COMPARISON AMONG REINFORCEMENT,
BELIEF AND EWA LEARNING
In order to explore whether EWA learning, which combines
the elements of reinforcement learning and belief learning,
can better describe the bounded rational individuals’ behavior
in double auction markets rather than other learning models,
and to specify the different impacts of EWA learning on
the strategy evolution in double auction, we stimulate the
evolution process of players’ bidding strategies in the double
auction based on EWA learning and compare it with the
double auction based on cumulative choice reinforcement
and weighted fictitious play. The results of the evolution
processes and corresponding three-dimensional diagrams are
shown in Figure 1. The comparison graphs illustrate that the
strategy evolution based on EWA learning is an intermediate

state of the strategy evolutions based on reinforcement learn-
ing and belief learning, which shows that the EWA learning
model is more flexible when describing the formation of
ultimate bidding strategies for both sides in a double auction
market as compared to the other two learning models.

After ten simulations, Figure 1 shows that with the increase
of iterations, the ultimate bidding in double auctions based
on cumulative choice reinforcement will be stabilized in the
interval [45], [55], the ultimate bidding in double auctions
based on EWA learning also will be stabilized in the inter-
val [45], [55], but the ultimate biddings of buyers and sellers
in double auctions based on weighted fictitious play will be
respectively stabilized in the interval [35], [45] and [25], [35].

According to the above experimental results, we can find
that the ultimate biddings for both sides in the double auction
market will reach a stable state when the continuous learning
process is applied, except for the double auction based on
belief learning, in which the buyers’ biddings are slightly
higher than the sellers’ biddings. In the two other double
auctions based on reinforcement learning and EWA learning,
both sides’ biddings are roughly same. Although the evolu-
tionary process and result are different in each simulation,
each sides ultimate bid is very close to the midpoint of their
valuations, that is 50, and the surplus is distributed equally by
both sides.

The previous simulation results show that through the
continuous learning process in groups, there is a fair result
of consensus between buyers and sellers in the double auc-
tion market. Although both sides cannot achieve the optimal
response because they cannot predict the bidding strategy of
each other at the beginning, and there is no convention like the
sense of fairness for both sides to coordinate their behaviors.
Significantly this study demonstrates that the bounded ratio-
nal individuals can reach consensus on a fairer bidding result
in a double auction market based on reinforcement learning
and EWA learning instead of belief learning.

Meanwhile, according to the simulation results, Figure 1
also shows that the ultimate bidding strategies in double
auction based on reinforcement learning begin to stabilize as
of the seventh iteration, while the ultimate bidding strategies
in double auction based on EWA learning begin to stabilize
as of the fifth iteration. These results demonstrate that the
update speeds of the individuals with reinforcement learning
are slower than those of the individuals with EWA learn-
ing, because the latter are more insensitive to foregone pay-
offs than the former. Hence the efficiency of EWA learning
is more advantageous than that of reinforcement learning,
although the ultimate bidding strategies based on those two
learning types are similar.

To conclude, the strategy evolution in double auction based
on EWA learning is an intermediate state of that based on
reinforcement learning and belief learning. The double auc-
tion based on EWA learning can achieve a fairer result than
that based on belief learning, and it also can achieve ultimate
equilibrium more quickly than that based on reinforcement
learning. Therefore, EWA learning is a superior and flexible
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learning mechanism for both sides in the double auction
market,reaching consensus using a fairer bidding strategy
with higher efficiency than reinforcement learning and belief
learning.

B. THE IMPACTS OF δ, ϕ AND k ON STRATEGY
EVOLUTION WITH EWA LEARNING
Moreover, the flexibility of the EWA learning model used
to describe the strategy evolution in double auction markets
depends on three key parameters, namely the weight on fore-
gone payoffs, the decay rate to the previous attraction and
the growth rate of attraction. To further analyze the impacts
of the different parameter combinations, which correspond
to different combinations of market information structure
and individual rational characteristics, on the formation of
bidding strategies for both sides with EWA learning in double
auction market, we conduct a simulation of strategy evolution
for both sides with the different values of δ, ϕ and k respec-
tively, and the most typical results of evolution processes are
shown in Figure 2. This illustrates that the strategy evolution
in double auction based on EWA learning model will change
flexibly as the values of three key parameters change.

Firstly, simulations are carried out with the set of three
key parameters as following ϕ = 0.5, k = 0.9 and three
levels of the weight on foregone payoffs δ = 0.1, 0.5, 0.9.
The above results show that the ultimate bidding strategies
begin to stabilize as of the seventh, fifth and fourth iteration
when δ = 0.1, 0.5, 0.9 respectively. With the increase of the
weight on foregone payoffs δ, buyers and sellers separately
form their own similar bidding strategies more quickly. This
indicates that when the weight on foregone payoffs δ rises
with the increase of information on unchosen strategies or
others’ strategies and their payoffs, both sides in a double
auction market will accelerate the formation of their ultimate
unified bidding.

Furthermore, the next experiment is conducted with differ-
ent parameter values, such as δ = 0.5, k = 0.9 and the decay
rate to the previous attraction ϕ = 0.1, 0.5, 0.9 respectively.
The results show that the ultimate bidding strategies begin to
stabilize as of the third and fifth iteration when the decay rate
is set as ϕ = 0.1, 0.5 respectively, while the ultimate bidding
for both sides cannot reach a stable value which is close to the
midpoint of their valuations. When the above results indicate
that the decay rate to the previous attraction ϕ rises with the
decrease of complete historical information provided by a
double auction market, the update speeds for both sides to
form the ultimate unified bidding will slow down.

Finally, analyzing the experimental results with the three
parameters set as δ = 0.5, ϕ = 0.5 and the growth rate
of attraction k = 0.1, 0.5, 0.9 we can see that the ultimate
bidding strategies begin to stabilize as of the fifth, sixth and
seventh iteration when the growth rate of attraction is set as
k = 0.1, 0.5, 0.9 respectively. Therefore, when the growth
rate of attraction k rises with the decrease of individual ratio-
nality, both sides in a double auction market will quickly lock
in a frequently chosen strategy rather than flexibly adjusting

their strategies, which will increase the bidding gap between
buyers and sellers and slow down the formation of the ulti-
mate unified bidding.

V. CONCLUSIONS
This paper extends the EWA learning model to double
auction, which could better predict the evolution paths of
bounded rational individuals’ strategies in double auction
markets than the other two traditional learning models. This
study enriches the academic findings in double auction and
benefits those practitioners with managerial implication.

A. THEORETICAL FINDINGS
Various learning models have different effects on the strategy
evolution in double auction. A comparison study of three
learning models is carried out to highlight the superiority
and flexibility of the EWA learning model for depicting the
strategy dynamic and equilibrium formation for both sides
with asymmetric information in double auction markets. Sub-
sequently, we further discuss the specific impacts of three key
parameters in the EWA learning model, which correspond to
different combinations of market information structure and
individual rational characteristics, on the formation of the
ultimate unified bidding for both sides. We can draw the
following conclusions.

(1) the EWA learning model can more accurately and
flexibly describe the strategy evolution for both sides in dou-
ble auction than reinforcement and belief learning models.
Although the bounded rational individuals in double auction
markets with incomplete information cannot accurately pre-
dict each other’s bidding strategies at the beginning, they
can still quickly achieve the ultimate unified bidding close
to the midpoint of their valuations through the EWA learning
process.

(2) Both sides with EWA learning in a double auction
market will accelerate the formation of their ultimate uni-
fied bidding in the following cases. a) when the weight on
foregone payoffs δ rises with the increase of information on
unchosen strategies or others’ strategies and their payoffs.
b) when the decay rate to the previous attraction ϕ decreases
with the increase of complete historical information pro-
vided by the double auction market. c) when the growth
rate of attraction k decreases with the increase of individual
rationality.

B. MANAGERIAL IMPLICATION
According to previous findings, the managerial implication
can be proposed for those practitioners in the double auction
market which need to design a mechanism that can make the
market reach final equilibrium quickly, thus saving the time
of auction participants and the cost of auction organizers.

(1) If participants could knowmore about opportunity costs
by observing unchosen strategies or the strategy selections of
others, then they will have greater responsiveness to opportu-
nity costs during the EWA learning processes. The above sit-
uation will also then result in the weight on foregone payoffs
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increasing and both sides forming the ultimate biddings more
rapidly. Therefore, more information on unchosen strategies
or others’ strategies and their payoffs should be provided to
the participants in double auction markets.

(2) The oblivion or intentional abjuration of previous expe-
riences will decrease when participants observe more com-
plete historical information regarding strategy selection and
corresponding payoffs, so that the decay rate to the previous
attraction will still decrease although the learning environ-
ment has been changing constantly. Therefore, the integrity of
complete historical information in the double auction market
should bemaintained to induce the market to achieve ultimate
equilibrium with higher efficiency.

(3) Managers in the double auction market should provide
participants with advice on strategy selection, such as pre-
venting the bounded rational individuals from blindly fol-
lowing a frequently chosen strategy and encouraging them to
flexibly adjust strategies based on actual market conditions.
The growth rate of attraction will decline in the above case,
which means the bidding gap between buyers and sellers will
decrease and the formation of ultimate unified bidding for
both sides will accelerate.

The EWA learning mechanism considers multiple factors,
which can help the bounded rational individuals in the dou-
ble auction market to better choose their bidding strategies
through continuous learning processes. This study provides
several promising initial ideas for designing an effective dou-
ble auction mechanism and predicting participants’ behavior.
However, EWA learning as a learning rule will change with
some parameter variation, and there may be some devia-
tions between the empirical parameters of simulation and the
actual data of the real market. Therefore, in further research,
the parameters can be correctly set based on actual data and
thus used to design a practical mechanism of double auction
based on EWA learning, which could provide some points of
reference for participants in the real double auction market to
help make strategy selection more efficient.

ETHICAL STATEMENTS
We certify that this manuscript is original and has not been
published and will not be submitted elsewhere for publication
while being considered by soft computing. And the study is
not split up into several parts to increase the quantity of sub-
missions and submitted to various journals. The submission
has been received explicitly from all co-authors. And authors
whose names appear on the submission have contributed suf-
ficiently to the scientific work and therefore share collective
responsibility and accountability for the results.

Compliance with Ethical Standards
Funding:

This study was funded by the National Natural Science
Foundation of China (Grant No.71774128, 71772143), in part
by the SpanishNational research project (Grant No.TIN2015-
66524-P) and the Fundamental Research Funds for the Cen-
tral Universities of China (Grant No.2019III001). Conflict of
Interest:

The authors declare that they have no conflict of interest.
Ethical approval:

This article does not contain any studies with human par-
ticipants or animals performed by any of the authors.
Informed consent:

Informed consent was obtained from all individual partic-
ipants included in the study.

REFERENCES
[1] V. L. Smith, ‘‘An experimental study of competitive market behavior,’’

J. Political Economy, vol. 70, no. 2, pp. 111–137, 1962.
[2] K. J. Cohen, ‘‘The Microstructure of Securities Markets,’’ Journal of

Finance, vol. 41, 1986.
[3] D. K. Gode and S. Sunder, ‘‘Allocative efficiency of markets with zero-

intelligence traders: Market as a partial substitute for individual rational-
ity,’’ J. Political Economy, vol. 101, no. 1, pp. 119–137, 1993.

[4] D. Cliff, ‘‘Zero is not enough: On the lower limit of agent intelligence
for continuous double auction markets,’’ Hp Laboratories, Palo Alto, CA,
USA, Tech. Rep., 1997.

[5] J. Nicolaisen, V. Petrov, and L. Tesfatsion, ‘‘Market power and efficiency
in a computational electricity market with discriminatory double-auction
pricing,’’ IEEE Trans. Evol. Comput., vol. 5, no. 5, pp. 504–523, Oct. 2001.

[6] X. Zhai, T. Zhou, C. Zhu, B. Chen, W. Fang, and K. Zhu, ‘‘Truthful double
auction for joint Internet of energy and profit optimization in cognitive
radio networks,’’ IEEE Access, vol. 6, pp. 23180–23190, 2018.

[7] H. Shao, H. Zhao, Y. Sun, J. Zhang, G. Liu, and Y. Xu, ‘‘LYRIC:
Local recall-based dynamic double spectrum auction mechanism
with heterogeneous-demand secondary users,’’ IEEE Access, vol. 5,
pp. 24446–24456, 2017.

[8] K. Chatterjee and W. Samuelson, ‘‘Bargaining under incomplete informa-
tion,’’ Oper. Res., vol. 31, no. 5, pp. 835–851, 1983.

[9] R. P. McAfee, ‘‘A dominant strategy double auction,’’ J Econ. Theory,
vol. 56, no. 2, pp. 434–450, Apr. 1992.

[10] S. MA andW. SR, ‘‘The Bayesian theory of the k-double auction,’’Double
Auction Market, 1993.

[11] T. E. Daniel, D. A. Seale, and A. Rapoport, ‘‘Strategic play and adaptive
learning in the sealed-bid bargaining mechanism?’’ J. Math. Psychol.,
vol. 42, nos. 2–3, pp. 133–166, 1998.

[12] Y. Teng, F. R. Yu, K. Han, Y.Wei, and Y. Zhang, ‘‘Reinforcement-learning-
based double auction design for dynamic spectrum access in cognitive
radio networks,’’ Wireless Pers. Commun., vol. 69, no. 2, pp. 771–791,
2013.

[13] Y. Sun, A. Somani, and T. E. Carroll, ‘‘Learning based bidding strategy for
HVAC systems in double auction retail energy markets,’’ in Proc. Amer.
Control Conf., 2015, pp. 2912–2917.

[14] H. Dawid, ‘‘On the convergence of genetic learning in a double auction
market,’’ J. Econ. Dyn. Control, vol. 23, nos. 9–10, pp. 1545–1567, 1999.

[15] J. HoChoi, H. Ahn, and I. Han, ‘‘Utility-based double auction mechanism
using genetic algorithms,’’ Expert Syst. Appl., vol. 34, no. 1, pp. 150–158,
2008.

[16] S. Fano, M. Licalzi, and P. Pellizzari, ‘‘Convergence of outcomes and
evolution of strategic behavior in double auctions,’’ J. Evol. Econ., vol. 23,
no. 3, pp. 513–538, 2013.

[17] M. Anufriev, J. Arifovic, J. Ledyard, and V. Panchenko, ‘‘Efficiency of
continuous double auctions under individual evolutionary learning with
full or limited information,’’ J. Evol. Econ., vol. 23, no. 3, pp. 539–573,
2013.

[18] F.-S. Hsieh and C.-S. Liao, ‘‘Scalable multi-agent learning algorithms to
determine winners in combinatorial double auctions,’’ Appl. Intell., vol. 43,
no. 2, pp. 308–324, 2015.

[19] F. Zhao and Q. Tang, ‘‘A KNN learning algorithm for collusion-
resistant spectrum auction in small cell networks,’’ IEEE Access, vol. 6,
pp. 45796–45803, 2018.

[20] C. Camerer and T. H. Ho, ‘‘Experience-weighted attraction learning
in normal form games,’’ Econometrica, vol. 67, no. 4, pp. 827–874,
1999.

[21] W. van der Horst, M. A. L. M. van Assen, and C. C. P. Snijders, ‘‘Analyz-
ing behavior implied by EWA learning: An emphasis on distinguishing
reinforcement from belief learning,’’ J. Math. Psychol., vol. 54, no. 2,
pp. 222–229, 2010.

VOLUME 7, 2019 16737



Q. Yu et al.: Strategy Evolution in Double Auction Based on the EWA Learning Model

[22] T. Galla and J. D. Farmer, ‘‘Complex dynamics in learning complicated
games,’’ Proc. Nat. Acad. Sci. USA, vol. 110, no. 4, pp. 1232–1236, 2013.

[23] M. Bigoni and M. Fort, ‘‘Information and learning in oligopoly: An exper-
iment,’’ Games Econ. Behav., vol. 81, no. 286, pp. 192–214, 2013.

[24] A. Banal-Estañol and A. R. Micola, ‘‘Behavioural simulations in spot
electricity markets?’’ Eur. J. Oper. Res., vol. 214, no. 1, pp. 147–159, 2011.

[25] D. Saitov and S. G. Lee, ‘‘Mobile robot navigation based on EWA with
adaption of particle filter and map merging algorithms for localization and
mapping,’’ Int. J. Precis. Eng. Manuf., vol. 12, no. 3, pp. 451–459, 2011.

[26] Y. Sun and J.-S. Qian, ‘‘EWA selection strategy with channel handoff
scheme in cognitive radio,’’ Wireless Pers. Commun., vol. 87, no. 1,
pp. 17–28, 2016.

[27] D. A. V. Dittrich, W. Güth, M. G. Kocher, and P. Pezanis-Christou, ‘‘Loss
aversion and learning to bid,’’ Economica, vol. 79, no. 314, pp. 226–257,
2012.

[28] D. James and D. Reagle, ‘‘Experience weighted attraction in the first price
auction and becker degroot marschak,’’ Social Sci. Electron., Rochester,
NY, USA, Tech, Rep., 2008.

[29] D. James and D. Reagle, ‘‘Recoverability of parameters from learn-
ing models,’’ in Proc. 20th Int. Congress Modelling Simul., 2013,
pp. 1412–1418.

[30] M. S. Iftekhar and J. G. Tisdell, ‘‘Bidding and performance in multiple
unit combinatorial Fishery quota auctions: Role of information feedbacks,’’
Mar. Policy, vol. 62, pp. 233–243, Dec. 2015.

[31] A. Tversky and D. Kahneman, ‘‘Advances in prospect theory: Cumu-
lative representation of uncertainty,’’ J. Risk Uncertainty, vol. 5, no. 4,
pp. 297–323, 1992.

[32] C. F. Camerer, D. Hsia, and T.-H. Ho, EWA Learning in Bilateral Call
Markets. New York, NY, USA: Springer, 2002.

QIAN YU received the M.Sc. degree in applied
mathematics and the Ph.D. degree in systems engi-
neering from Wuhan University, Wuhan, China,
in 2003 and 2006, respectively. He is currently a
Professor with the School of Economics, Wuhan
University of Technology. His research interests
include economic behavior and game, cooperative
innovation, and enterprise networks.

YAQIN LIU received the B.Sc. degree in finance
and the M.Sc. degree in quantitative economics
from the Wuhan University of Technology,
Wuhan, China, in 2016 and 2018, respectively,
where she is currently pursuing the Ph.D. degree
in industrial economics. Her research interests
include technological innovation and manage-
ment, evolutionary game, and complex networks.

DE XIA received the M.Sc. and Ph.D. degrees
in management science and engineering from the
Wuhan University of Technology, Wuhan, China,
in 2002 and 2005, respectively, where he is cur-
rently a Professor with the School ofManagement.
His research interests include operation manage-
ment and supply chain management.

LUIS MARTÍNEZ received the M.Sc. and Ph.D.
degrees in computer sciences from the University
of Granada, Granada, Spain, in 1993 and 1999,
respectively. He is currently a Full Professor with
the Computer Science Department, Universidad
de Jaén, Jaén, Spain. He is also a Visiting Pro-
fessor with the University of Technology Syd-
ney, University of Portsmouth (Isambard Kingdom
Brunel Fellowship Scheme), and Wuhan Univer-
sity of Technology (Chutian Scholar), the Guest

Professor with the Southwest Jiaotong University, Chengdu, China, and an
Honourable Professor with Xihua University, Chengdu. He has co-edited
11 special journal issues on fuzzy preference modeling, soft computing,
linguistic decisionmaking, and fuzzy sets theory andwas themain researcher
in 14 R&D projects. He has published more than 115 papers in journals
indexed by the SCI and has made more than 150 contributions in Interna-
tional conferences related to his areas. Recently, he has been appointed highly
cited researcher 2017 in computer science and highly cited researcher 2018 in
cross field. His current research interests include decision making, fuzzy
logic-based systems, computing with words, and recommender systems.
He is a member of the IEEE and of the European Society for Fuzzy Logic
and Technology. He was a recipient of the IEEE TRANSACTIONS ON FUZZY

SYSTEMS Outstanding Paper Award 2008 and 2012 (bestowed in 2011 and
2015, respectively). He is a Co-Editor-in-Chief of the International Journal
of Computational Intelligence Systems and an Associate Journal Editor,
including the IEEE TRANSACTIONS ON FUZZY SYSTEMS, Information Fusion,
the International Journal of Fuzzy Systems, and the Journal of Intelli-
gent and Fuzzy Systems.

16738 VOLUME 7, 2019


	INTRODUCTION
	PRELIMINARIES
	THE BASIC DOUBLE AUCTION MODEL
	EXPERIENCE-WEIGHTED ATTRACTION (EWA) LEARNING MODEL

	DOUBLE AUCTION BASED ON EWA LEARNING MODEL
	APPLYING EWA LEARNING TO DOUBLE AUCTION MARKETS
	THE SIMULATION OF DOUBLE AUCTION BASED ON THE EWA LEARNING MODEL
	SIMULATION TARGETS
	SIMULATION STEPS
	PARAMETER ASSIGNMENT


	RESULTS AND ANALYSIS
	THE COMPARISON AMONG REINFORCEMENT, BELIEF AND EWA LEARNING
	THE IMPACTS OF ,  AND k ON STRATEGY EVOLUTION WITH EWA LEARNING

	CONCLUSIONS
	THEORETICAL FINDINGS
	MANAGERIAL IMPLICATION

	REFERENCES
	Biographies
	QIAN YU
	YAQIN LIU
	DE XIA
	LUIS MARTÍNEZ


