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ABSTRACT Due to their location, malignant brain tumors are one of humanity’s greatest killers, among
these tumors, gliomas are the most common. The early detection of gliomas can contribute to the design of
proper treatment schemes and, thus, improve the survival rate of patients. However, it is a challenging task
to detect the gliomas within the complex structure of the brain. The conventional artificial diagnosis is time-
consuming and relies on the clinical experience of radiologists. To detect gliomas more efficiently, this paper
proposes a noninvasive automatic diagnosis system for gliomas based on the machine learning methods. First,
image standardization, including size normalization and background removal, is applied to produce standard
images; then, the modified dynamic histogram equalization is implemented to enhance the low-contrast
standard brain images, and skull removal based on outlier detection is presented. Furthermore, hybrid
features, including gray-level co-occurrence matrix, pyramid histogram of the oriented gradient, modified
completed local binary pattern, and intensity-based features are extracted together from the enhanced images,
and their dimensions are reduced by principal component analysis. Kernel support vector machine (KSVM)
combined with the particle swarm optimization is eventually adopted to train classifiers; in this paper, brain
magnetic resonance imaging images are labeled with normal, glioma, and other. The experimental results
show that the accuracy, sensitivity, and specificity of the proposed method can reach 98.36%, 99.17%, and
97.83%, respectively, which indicates that the proposed method performs better than many current systems.

INDEX TERMS Modified CLBP, PSO-KSVM, Glioma detection, hybrid features, skull removal.

I. INTRODUCTION

Malignant brain tumors result from the uncontrollable growth
of brain cells [1], [2]. Cancer cells grow fast and spread to
their surrounding tissues rapidly, and the existence of malig-
nant brain tumors can lead to a rise in encephalic pressure,
which can destroy normal tissues and thus lead to death.
Gliomas are one of the most prevalent types of malignant
brain tumors, accounting for almost 40% of central nervous
system tumors [3]. Although gliomas are usually involved in
stubborn and deadly diseases, the early detection of gliomas
is conducive to designing proper treatment schemes and thus
improving the survival time of patients [4]. However, it is
challenging to detect gliomas at an early stage using brain
medical images, as the structure of the brain is complicated,

and gliomas can be confused with nervous headaches. The
conventional artificial methods for the diagnosis of gliomas
always exhibits low accuracy and efficiency, as the radiolo-
gists have to bury themselves into large amount of reading
works each day, which is time-consuming and can result in
exhaustion and misdiagnosis [5]. In addition, the ultimate
results of conventional methods rely mostly on the biopsy,
which is an invasive technique and may cause pain and dam-
age to patients [5], [6]. To reduce the labor requirements and
improve the survival time of patients, it is essential to adopt
an automatic system.

In recent years, accompanied by the development of
machine learning methods and image processing techniques,
automatic brain tumor detection has gradually become a
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FIGURE 1. The structure of the automatical detection system for gliomas.

topic of interest, and some methods have been presented in
recent years. In 2010, Ehab F. Bardan proposed a method
of classifying primary and secondary brain tumors. Ostu’s
method was first implemented for the segmentation of orig-
inal brain MRI images, afterwards, LOG-Lindeberg fea-
tures were extracted, and two 3-layer back propagation
neural networks were ultimately trained for classification [7].
In 2013, an automatic system for brain tumor detection was
proposed by Jainy Sachdeva. First, 856 regions of interest
(ROIs) from 428 T1-weighted brain images were extracted
by content-based active contour (CBAC), afterwards, texture,
intensity-based features and rotation-invariant local binary
pattern (LBP) features were then selected from the ROIs in
each brain images. Moreover, PCA was applied for dimension
reduction, an artificial neural network was finally imple-
mented to classify the ROIs into 6 categories and the accuracy
reached 91% on average [8]. In 2014, Soodeh proposed an
automatic brain tumor detection method based on GLCM
features. Brain tumor images were first filtered by a medium
filter, texture features were then extracted from each image by
GLCM, a genetic algorithm was adopted for feature selection
and the BP neural network was applied to classify the medical
images into 2 categories: normal and abnormal. The result
showed that the accuracy of this method was 92.3% [9].
Although these methods have excellent performance, there
are still some defects. First, filters were introduced in these
methods, however, as the experiment in this paper shows,
the introduction of filters may lead to poor classifier perfor-
mance. Second, there is little pretreatment of brain images in
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the methods above, however, background signals can reduce
the performance of the classifiers. In addition, the process of
classification is disturbed heavily by the skull. Furthermore,
the application of single features may result in underfitting
since sufficient information cannot be provided. To avoid
underfitting, hybrid features are extracted in this paper. Last
but not the least, artificial neural networks (ANNSs) are based
on the use of big data, however, the samples for the methods
above are small, which may lead to the poor performance of
classifiers.

To overcome the deficiencies of existing systems, a new
scheme is proposed in this paper. In this system, images are
classified into three categories, including normal, glioma and
other so that gliomas can be detected from a large number
of cases. To increase accuracy, no filters are introduced and
background removal and skull removal are applied. Further,
modified CLBP is presented in this paper and combined
with GLCM, PHOG and intensity-based features to build up
hybrid features. And PSO is combined with multiclass kernel
support vector machine (KSVM) to train the classifiers, since
KSVM is more suitable for small samples and PSO can
contribute to finding the optimal parameters of KSVM.

Il. PROPOSED METHODS

As Fig. 1 shows, the background of brain images is first
removed. Moreover, all of the segmented brain images are
reshaped to the standard size of 256256, which is followed
by the process of modified dynamic histogram equalization
and skull removal based on outlier detection. Afterwards,
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FIGURE 2. Background removal based on a threshold. Images a and d are
two different brain images, 255 and 545 are the optimal thresholds for a
and b respectively. Images b and c are the output images of image a with
thresholds of 255 and 545 after background removal, respectively, while
images e and f correspond to image d with the same manner. (a) Image1.
(b) Threshold = 255. (c) Threshold = 545. (d) Image2. (e) Threshold = 255.
(f) Threshold=545.

hybrid features, including modified CLBP, GLCM, PHOG
and intensity-based features are extracted to generate feature
vectors. Ultimately, multiclass KSVM is combined with PSO
to build up classifiers, and cross-validation is applied to verify
the performance of the proposed system.

A. IMAGE STANDARDIZATION

MRI is one of the most frequently used medical imaging
techniques for brain tumor diagnosis [10], and it can provide
the fine details of the anatomic structure of brains [11].
First, as the diagnosis of gliomas just concerns the brain,
the background of these T2-weighted MRI images is not use-
ful, possibly leading to additional computation complexity.
Since the pixels in the background of these brain images
have low gray levels, the background can be removed by a
threshold. However, as Fig. 2 shows, since the conditions
of brain images are different, the optimal threshold for each
image is distinct, which indicates that it is unpractical to select
a global threshold manually. With the purpose of finding
the optimal threshold for each image automatically, adap-
tive thresholding (AT) is adopted to remove the background
completely. As Fig. 3 shows, the first step is selecting the
mean of maximum and minimum intensities as the thresh-
old, dividing the pixels in images into foreground and back-
ground, and compute the corresponding average gray levels
HO and H1. The second step is updating the threshold with
(HO 4 H1)/2. The above steps are repeated until the threshold
hardly changes [12]. The output of background removal is
described in Fig. 3.

Further, in the proposed system, image standardization is
necessary as there is wide variance in the size of the original
images, which is detrimental to the subsequent steps. As a
result, all the brain images are reshaped to the standard size
of 256*256.
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FIGURE 3. The process of background removal based on an adaptive threshold.
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B. IMAGE ENHANCEMENT
As Fig. 5(a) shows, the original images have low contrast,
which can result in the poor performance of classifiers,
therefore, the application of image enhancement techniques
is necessary. Generally, filters have been adopted in most
systems before enhancement as noise may be introduced to
the brain images during image acquisition and delivery [12].
However, the experiment result indicates that the applica-
tion of filters can damage the performance of classifiers in
this task. The reason for this damage is that the magnetic
resonance images are of high quality and the introduction
of a filter can lead to the loss of the images’ fine details.
Histogram equalization (HE) is one of the most typical con-
trast enhancement techniques. The main idea behind HE is to
map the gray levels with a narrow range to the gray levels with
a wide range [13]. However, HE is not suitable for images
with a large difference between background and foreground,
as Fig. 5(b) shows, the brain images after HE are bright on
the whole. Dynamic HE (DHE), which was proposed in 2007,
is adopted in this system. The main idea of DHE is to divide
the histogram of original images into several sub-histograms.
The gray level range is first allocated to sub-histograms, and
HE is then applied to each sub-histogram [14]. However,
as Fig. 5(c) shows, the brain regions are so bright after the
original DHE, to ensure the high image quality, a modifying
factor, c, is introduced to DHE with the aim of modifying the
gray level range of each sub-histogram. The main procedures
of the modified DHE are described as the following:

Step 1: Acquire a histogram of original images and divide it
into several sub-histograms according to the local minimum,
as Fig. 4 shows [14], [15].

0.025 —

0.020

0.015

0.010 |

0.005

0.000
0 50 100 150 200 250 300

FIGURE 4. The partition of the histogram of the original image.

Step 2: Calculate the mean and standard deviation in
each sub-histogram, sub(i)_mean and sub(i)_std. If the pixels
with the gray levels in the range of [sub(i)_mean-sub(i)_std,
sub(i)_mean + sub(i)_std] occupy fewer than 68.3% of the
total pixels, further divide the sub-histogram according to
pointl(i) and point2(i), pointl(i) stands for sub(i)_mean-
sub(i)_std and point2(i) denotes sub(i)_mean+sub(i)_std.

Step 3: Allocate gray level range to each sub-histogram
as equation (1), where range;, CF; and m; are the gray level
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range, cumulative probability distribution and local minimum
of the j-th sub-histogram, respectively, and n is a constant.
The gray level range of the j-th histogram can be described
as (start(j), end(j)), among which end(j) = start(j) + range;,
start(j+ 1) = end(j) and start(1) = min(c1) — c. In addition,
the term min(c1) denotes the minimum gray level of the first
histogram and c is a modifying factor that is set to 100 in this
system.

span; = mj — mj—|
weight; = span; x (log CF;)" j=1...k

kweightj @-1 0

> weight;

i=1
Step 4: Apply HE to each sub-histogram. The gray lev-
els from the j-th histogram are mapped to the range of
(start(j), end(j)). The output of the DHE with a modifying
factor is described in Fig. 5(d).

range; =

FIGURE 5. The result of contrast enhancement. a is the original image,
b is the image after histogram equalization, c is the image after original
dynamic histogram equalization and d is the image after modified
dynamic histogram equalization.

In addition, classification can be disturbed heavily by skull
as the gray level distribution of skull is similar to that of the
tumor. To ensure the excellent performance, a novel method
for skull removal is proposed. Since the background has been
removed completely, the outliers at the image boundary are
the elements of skull, which can be automatically selected
as a seed to realize skull removal with region growth. The
procedures of skull removal are described as the following.

Step 1: Go through the four columns at the left and right of
the images and the four lines on the top and bottom.

Step 2: Set a threshold and find the first outliers in the
left, right, top and bottom of the image that have gray levels
greater than the threshold.
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FIGURE 6. The process of skull removal based on outliers detection at image boundary.

Step 3: Treat the 4 outliers in four directions as the seed
and remove the skull with region growth.

The ultimate result after skull removal is indicated in Fig. 6,
which suggests this method performs excellently.

C. FEATURE EXTRACTION AND SELECTION

Feature extraction is the key step in this task. It refers to
the extraction of features that can reflect the characteristics
of images. In the proposed system, intensity-based features,
including local intensity features, global intensity-features,
and LOG features, GLCM, PHOG and modified CLBP
descriptors are extracted.

GLCM texture is a typical texture feature that is mainly
derived by finding the frequency of the occurrence of pixels
with intensity i and pixels with intensity j in a certain kind of
spatial relationship [16]. This method considers the spatial
relationship among the pixels in images [17]. When P is
assumed to be the GLCM and P(, j) is the elements of this
matrix, the physical meaning of P(i, j) is the occurrence
frequency of a pixel with gray level i having a distance
d and direction k to a pixel with gray level j. Moreover,
the number of the rows and columns in the GLCM is equal to
the number of gray levels in the brain images. GLCM features
are acquired from the GLCM, generally, there are five typical
GLCM texture features, and their definitions are as follows
(6], [15], [16], [18]:

Entropy: Measurement of the confusion degree; it’s a com-
monly used feature in many research fields such as decision
tree and wavelet transformation.

Entropy = — ) ) " p(i, j)* log(p(i, ) ©)
i

Contrast: Measurement of the clarity of images and the
distribution of the gray levels in images.

Contrast = Z Z(i —j)z*p(i,j) 3)
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Correlation: Measurement of the correlation of the gray
levels in the vertical and horizontal directions.

corr = (3D P = uGuG) /0 ()0 ()
u(x) = Z Z] *p(i, j)
ue = ]Zj*p(i,ﬁ
AOEDD ]Z.(i — u(x))*p(i, j)
sy =) io — u(y)*pli. j) )
i

Energy: Sum of the squares of the elements in GLCM, it is
a measurement of the texture thickness.

Energy = Z sz(i,j) S
i

Intensity-based features are statistics related to the gray
levels in input images, which can be acquired from the his-
tograms. Generally, intensity features can be divided into two
categories: local and global intensity-based features. Global
intensity-based features are extracted from the whole image,
while local intensity-based features are extracted from the
local areas of the image. The global intensity-based features
are applied to describe the brain images globally, however,
global intensity-based features ignore the local characteristics
in images, which means the global intensity-based features
of two different images may be similar. To overcome the
defects of global intensity features, local features are also
implemented, the main idea is to divide the input images into
several parts and extract intensity features from each part.
In the proposed system, intensity features are extracted before
contrast enhancement, as the original distribution of gray
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FIGURE 7. Global and local intensity-based features.

levels can provide additional useful information. As Fig. 7
shows, the brain image is segmented into four cells of the
same size, and the distributions in the histograms of normal
regions and abnormal regions looks distinct because more
pixels have high gray levels in abnormal brain regions than
in normal brain regions, which indicates that the extraction of
local features are of great significance. In addition, the local
intensity-based features can reflect the positions of abnormal
areas in some way [19].

In this paper, global and local intensity-based features are
extracted together, since global features can reflect the overall
statistical characteristics and local features can contribute to
finding the abnormal area. Assuming that f(i,j) denotes the
gray level of the pixel at the position (i,j) and n stands for the
number of pixels, generally, there are some frequently used
intensity features [17], [19]:

Mean: The average intensity value in the input image.

Mean = % PP ©)
i

Variance: The measurement of the dispersion degree of the
intensities in the image.

> Y(f (i, ) — Mean)?
i

Var = @)
n

Crest value: The maximum intensity in the image, it is a
useful feature because tumors are brighter than the normal
tissues in T2-weighted images.

Cre = maxf (i, ) (®)
)
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Skewness: A parameter that reflects the asymmetry in the
histogram of the image.

)

ij
n*Var'-

&)

Mode: The gray level with the most frequent occurrences,
it is a measurement of the gray level distribution.

Moreover, the LOG feature, which is an intensity feature
in essence, is selected in this paper. In fact, LOG features
are the intensity-based features from the output image after a
LOG filter is applied. The LOG filter is based on a Gaussian
function and the Laplacian operator. The Gaussian function
is defined by equation (10), where § stands for the stan-
dard deviation, and x and y can be replaced by i and j,
respectively, which denote the positions of pixels [20]. The
Laplacian operator is represented by equation (11), and the
LOG filter is described by equation (12) [20], while filter(i,j)
denotes the value in the filter at the position (i,j) [16]. Further,
the intensity-based features are extracted from the output
images, and the output image is defined by equation (13),
where f means the input image, g denotes the output image,
filter represents the LOG filter and * stands for the operation
of convolution.

Glny) = o5t (10)

X, = e 28
Y 278

*f 9%

vie L4 L 11

P + 572 (11)

2 2 2(32 7,-24_-2
filter (i, j) = V?G(i, j) = %e W (12)
T
g = f*filter (13)
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PHOG is a useful tool to describe the local shape and
spatial layout of images. It was proposed by Anna Bosch
in 2007 [21], and the main idea behind PHOG is acquiring
the histogram of oriented gradients (HOG) vectors of images
with different resolutions and concatenating all the histogram
of oriented gradients (HOG) vectors to form the PHOG vector
[21], [22].

CLBP was proposed to overcome the drawbacks of original
LBP as the original LBP ignores the magnitude component
of local differences [23]. As Fig. 8 shows, the LBP descriptor
is acquired by comparing the gray levels of the central pixel
and the neighborhood pixels to generate an 8-bit binary num-
ber [24]. To some extent, the original LBP descriptors can
indicate the local texture of images, however, this method just
concerns the size relationship among the gray levels of pixels
and ignores the magnitude component of local differences.
To acquire additional information relevant to the local texture,
CLBP is introduced in the proposed system. As is described
inFig. 9, local differences are first calculated and then decom-
posed into their magnitudes and signs. Further, CLBP_M and
CLBP_S can be calculated on the basis of magnitude and sign
of local differences respectively, while CLBP_C is acquired
from the center pixel as equation (14) shows [23], [25]. The
term s(.) stands for the sign function, m denotes the number
of neighborhood pixels, g. means the gray level of the center
pixel, gj is the gray level of the j-th neighborhood pixels, gk
represents the mean gray level of center pixels, and gy, is the
mean magnitude of local differences.

CLBP_C = s(gc — gk)

m

CLBP_S =) s(gj — gy 2"
j=1

m
CLBP_M =) s(gi— g —eny?™"  (14)
j=1

01110001

B ...

FIGURE 8. Original LBP descriptor.

To some extent, CLBP_M reflects the distribution of the
magnitude component of local differences, however, this
method just concerns the size relationship between the mag-
nitude component of local differences and the mean value.
To extract more information, a modified CLBP descriptor is
proposed in this paper. Assume p(il, j1) and p(i2, j2) stand
for the gray levels of two different pixels in a uint8 image,
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FIGURE 9. Completed LBP descriptor.

as equation (15) shows, the magnitude component is limited
to the range of [0, 255].

0 < p(il, j1) < 255
0 < p(i2, j2) < 255

—255 < p(il, j1) — p(i2, j2) < 255

Ip(il, j1) — p(i2, j2)| < 255 (15)

In the modified CLBP, CLBP_M is replaced by a new
descriptor, HLD_M (the histogram of the magnitude com-
ponents of local differences), which is acquired with the
following procedures.

Step 1: Divide the input image into 16 cells with the
size 64*64 and calculate the magnitude component of local
differences between the gray levels of each pixel and its
neighboring pixels.

Step 2: Acquire the histogram of local differences in each
cell, 8 bins are assigned to the histogram to avoid overfitting.

Step 3: Concatenate the histograms in each cell to build up
a 108-dimensional vector. The modified CLBP is described

in Fig. 10.
(P e i
[
Differences

L Conral | ey | CLBP C |
Pixel

FIGURE 10. Modified Completed LBP descriptor.

Sign

Eventually, combine the intensity-based features, GLCM,
PHOG and the modified CLBP features to build an
810-dimensional feature vector. In general, a feature vector
with too high dimension may lead to over-fitting, as a
result, it is essential to introduce dimension reduction tech-
nique. In this paper, principal component analysis (PCA) is
adopted [26].

D. CLASSIFICATION
Classification is regarded as the most critical step in this task
and it means labeling the images to be identified. In this
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system, brain MRI images are classified into 3 categories:
normal, glioma and other, which means separating the images
with gliomas from normal brain images and the brain images
with other kinds of brain tumors. With its excellent gener-
alization ability, support vector machine (SVM) is adopted
for classification. SVM is a typical kind of machine learning
algorithm based on statistical learning theory, which was
developed in 1990s [27], the main idea of a SVM is finding
the hyperplane with the maximum margin to the training
samples [28], [29]. Assume x is a n-dimensional vector,
xj(i = 1,2,...n) denotes the training samples, n is the total
number of samples, and y stands for the labels of training
samples, whose value can be 1 and —1. Generally, a linear
hyperplane is indicated by the equation (16) [27]:

Wix4+b=0 (16)

W is the normal vector to the hyperplane, and b denotes the
bias. Further, the function margin (fm;) of the training sample
x; is defined by equation (17), and the function margin of
the hyperplane (fmm) can be described in equation (18). The
loss function of classifiers is defined by geometric interval in
equation (19) [27]. Moreover, the loss function is defined in
equation (20), where A is applied to adjust the weight of the
empirical error and ¢; stands for the empirical error [26]-[28].

fmi = Wix;+b)y; i=1,2.n (17)
fimm = min(fm;)) i=1,2..n (18)
g = fmm/||W]| (19)

1 n
J = Min(5|IWIP? +A;si>
1=
S.t. fmi = yiWTx; +b) > fimm = 1
>0 i=12.n (20)

Eventually, the loss function can be transformed into
the form described in equation (21), where ¢; denotes the
Lagrange multiplier. Once «; is acquired, the hyperplane can
be built up by equation (22) [26], [28].

1 n
J = Max(z _X]:ai — Z:l aiajyiy/xiij)
i= ij=

n
S.T., Zaiyi =0

i=1

0<ai<A (21)

n
g= Z ot,~y,~xl~Tx +b (22)

i=1
In addition, generally, the training samples are usually
linear indivisible, to solve this problem, xiT x in equation (22)
can be replaced by a kernel function, which is implemented
to map the linear indivisible samples to the linear divis-
ible samples in higher dimensional feature space. Several
kinds of kernels, including linear, polynomial, RBF and
Laplacian kernels can be selected. These kernels are defined
in Table 1 [27]. In the proposed system, the RBF kernel is

VOLUME 7, 2019

TABLE 1. Frequently used kernel functions.

Type Linear polynomial RBF Laplacian

Definition X'Xj x"x)? exp(-|lxi-x;|[/28%)  exp(-||xi-xj||/3)

adopted since the SVM classifier performs best with the RBF
kernel according to the experiment.

Moreover, the proposed system aims to realize 3-class
classification, however, the original KSVM can realize just
binary classification. To realize the expected classification
function, one-versus-one KSVM is adopted in this paper,
the main procedure of this approach is to design a KSVM
classifier to classify any two classes and make the ultimate
decision according to voting [30]. In this system, 3 classifiers
are trained for the detection of gliomas.

In addition, since the RBF kernel is adopted in this system,
the performance of the classifiers may be relevant to the
selection of Gaussian kernel bandwidth. To find the opti-
mal Gaussian kernel bandwidth, particle swarm optimiza-
tion (PSO) is applied. PSO is a kind of typical heuristic
optimization method that is inspired by the simulations of
birds flocks looking for food. The solution of optimization
problems can be regarded as a particle, and the behavior
pattern of each particle can be updated according to individual
and group experience [31]. The main procedures of PSO can
be described as the following:

Step 1: Initialize the particle swarm with the size of n,
the position and kinematic velocity of the i-th particle can
be defined by x; and vj, where x; = (Xi1,...Xjm) and v; =
(Vil, Vi2s +--Vim)-

Step 2: Evaluate the fitness of each particle according to
the fitness function. The fitness function in this system is the
accuracy of classifiers.

Step 3: Update the optimal position for each particle and
group.

Step 4: Update the position and kinematic velocity for each
particle via equation (23). The terms pbest and gbest stand for
the optimal positions of each particle and the group, respec-
tively, and X;g and Vjq are the d-th component for the position
and kinematic velocity of the i-th particle respectively.

Via = Via + ciri(pbestiy — xiq) + cara(gbestiy — Xiq)
Xig = Xig + Via (23)

Step 5: Repeat steps 2 to 4 until the stopping conditions are
met. In this system the iteration times are set to 200.

As Fig. 11 shows, the classifiers are trained with
PSO-KSVM. First, a group of initial Gaussian kernel
bandwidths are selected for KSVM. Afterwards, KSVM is
implemented to train the classifiers. In this system, with the
limitations of the database, leave-one-out cross-validation is
performed to train the classifiers and verify the performance
of classifiers, which means that one sample is left as the test-
ing sample and the others are used as training samples each
time. Further, the accuracy of the classifier is regarded as the
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FIGURE 11. The process of classification based on PSO-KSVM.

fitness of the Gaussian kernel bandwidths, and the Gaussian
kernel bandwidths are updated based on PSO method. In this
system, the optimal Gaussian kernel bandwidths are 2.08,
2.07 and 1.31.

Ill. EXPERIMENT

The original brain images in this system are provided by
the Shengjing Hospital of China Medical University. A total
of 306 uint 16 T2-weighted brain images from 120 patients
are selected, including 181 images with a glioma, 57 normal
images and 68 images with other kinds of tumors. With the
limited samples, leave-one-out cross-validation is applied in
this this system. As a result, there is no partitioning of training

samples and testing samples.

TP + TN
Accuracy = (24)
TP+ FN + TN + FP
Sensitivity = TP (25)
ensitivity = TP+ FN
Specifity = 2 (26)
PeCTy = TN T FP
ASS = n1*ACC + n2*SPE + n3*SEN  (27)

Three indexes, including accuracy (ACC), sensitivity
(SEN) and specificity (SPE), are introduced to measure the
performance of classifiers, as equations (24), (25) and (26)
show. TN and TP stand for the correctly classified negative
and positive samples, respectively, while FN and FP denote
the misclassified negative and positive samples, respectively.
In this system, positive samples are images with a glioma
and images from the other and normal categories are negative
samples. With the purpose of measuring the performance
with a combination of accuracy, sensitivity and specificity,
the index ASS of classifiers is defined in equation (27), and
nl, n2 and n3 are the weights of ACC, SPE and SEN, in this
system, nl, n2 and n3 are equal to 1 since ACC, SPE and SEN
are of equal importance in this system.

In this system, hybrid features including modified CLBP,
PHOG, GLCM and intensity-based features are extracted
to form an 890-dimensional feature vector. To avoid over-
fitting, PCA is applied for dimension reduction, and the
performance of classifiers is determined versus the number
of principal components (NPC). As described in Table 2,
the accuracy, specificity, sensitivity and ASS from experi-
ments on testing samples can reach 98.36%, 99.17%, 97.3%
and 2.9536, respectively, while the accuracy from training

TABLE 2. The performance of classifiers and the number of principal component.

The performance of the classifiers

Number of
principal Testing Samples Training Samples

component Accuracy Specifity Sensitivity ASS Accuracy Specifity Sensitivity ASS
10 0.9572 0.9508 0.9615 2.8695 0.9836 0.9597 0.9778 29211
11 0.9572 0.9508 0.9615 2.8695 0.9836 0.9597 0.9778 2.9211
12 0.9671 0.9593 0.9724 2.8988 0.9901 0.9834 0.9756 2.9491
13 0.9704 0.9672 0.9725 29101 0.9901 0.9834 0.9756 2.9491
14 0.9737 0.9675 0.9779 29191 0.9967 0.9919 0.9945 2.9831
15 0.977 0.9677 0.9833 2.928 0.9967 0.9919 0.9945 2.9831
16 0.9836 0.9917 0.9783 2.9536 1 1 1 3
17 0.9803 0.9916 0.973 2.9449 1 1 1
18 0.9638 1 0.9427 2.9065 1 1 1 3
19 0.9572 1 0.933 2.8902 1 1 1 3
20 0.9507 0.9909 0.9278 2.8694 1 1 1 3
21 0.9309 0.9904 0.9 2.8213 1 1 1 3

Without PCA 0.5954 0.6835 0.5 1.7789 1 1 1 3
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FIGURE 12. The influence of the number of the principal component and machine learning methods on the performance of classifiers.
(a) Relationship between the performance of classifiers and the number of the principal component, (b) The performance of different

machine learning methods on testing samples.

samples can reach 100%. The results indicate that the per-
formance of this method is excellent. Moreover, the accu-
racy on testing samples without PCA is just 59.54%, which
emphasizes the necessity of dimension reduction. Further, as
Fig. 12 (a) shows, 16 is the optimal NPC, the sensitivity and
specificity tend to increase before the NPC reaches 18 and 15,
respectively.

Generally, filters are introduced for noise removal in
most existed systems. However, as Table 3 shows, several
filters, including Gaussian filter, minimum filter, medium
filter, averaging filter and maximum filter are tested before

VOLUME 7, 2019

contrast enhancement on the same data with the optimal
NPC. The experiment results indicate that the filters reduce
the performance of classifiers, for which the main reason is
that the MRI brain images are of high quality in nature, the
introduction of filters is of no use and can damage the fine
details in brain images. As a result, the proposed system does
not adopt any filters for noise removal.

As mentioned before, kernels can be selected for the
KSVM, and the performance of classifiers may be distinct
when the kernel is changed. In this paper, the performances
of the classifier with different kernels and optimal NPC are
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TABLE 3. The impact of filters on classifiers.

The performance of classifiers
Filters . X
Accuracy Sensitivity Specifity ASS

Gaussian 0.977 0.978 0.9754 2.9304

filter
Medium

0.9342 0.9305 0.9402 2.8049
filter

Average 0.9441 0.9457 0.9417 2.8315
filter

Minimum | 5,5, 0.9577 1 29314
filter

Without 0.9836 0.9917 0.9783 2.9536
filter

TABLE 4. The impact of kernels on classifiers.

The performance of classifiers
Kernels — -
Accuracy Sensitivity Specifity ASS

Lincar 0.8454 0.8722 0.8065 2.5241
kernel

MLP 0.5461 0.6405 0.4503 1.6369
kernel

Quadratic 0.9507 0.9415 0.9655 2.8577
kernel

Polynomial 0.9638 0.9521 0.9828 2.8987
kernel

RBF 0.9836 0.9917 0.9783 2.9536
kernel

compared in Table 4. The results indicate that the RBF kernel
performs the best, the performances of polynomial kernel and
quadratic kernel are sub-optimal, the linear kernel performs

worse, and the MLP kernel performs the worst, the accuracy
of classifiers with the MLP kernel is just 54.61%. As aresult,
the RBF kernel is adopted for KSVM in this system.

Since the RBF kernel is adopted for KSVM, the selection
of the Gaussian kernel bandwidth may be relevant to the
performance of classifiers. In this system, a one-versus-one
strategy is adopted to solve the 3-class classification. As a
result, 3 classifiers are built up and there are 3 Gaussian
kernel bandwidths to be selected. To find the optimal Gaus-
sian kernel bandwidths, PSO is combined with KSVM and
the optimal Gaussian kernel bandwidths are 2.08, 2.07 and
1.31. To verify the performance of PSO, different groups
of Gaussian kernel bandwidths are selected as Table 5
show.

Further, different machine learning methods, including
BPNN, KNN, random forest, decision tree, naive Bayes, LDA
and CNN methods are tested on the same data. As Fig. 12 (b)
shows, SVM performs the best, which is followed by KNN
and decision tree. However, the performances of the BP
neural network and CNN are poor, and the accuracy of CNN
is less than 60%, for which the main reason is the limit of
data.

Moreover, the confusion matrix of the proposed method
is indicated in Table 7, and the detection accuracy of nor-
mal images, Glioma and other images on testing samples is
98.25%, 99.45% and 95.59%, while the detection accuracy of
normal image, Glioma and other images in training samples
is 100%, which indicates the performance of the proposed
method is excellent.

TABLE 5. The relationship between the kernel bandwidths and the performance of classifiers.

The groupings of Gaussian kernel bandwidths Performance of classifiers
Bandwidth1 Bandwidth2 Bandwidth3 Accuracy Sensitivity Specificity ASS

2.08 2.07 1.31 0.9836 0.9917 0.9783 2.9536
1 1.2 22 0.7895 0.7388 1 2.5283

1 1.6 1.8 0.8454 0.7965 0.9872 2.6291

1 2.8 3 0.8618 0.8165 0.9651 2.6434
1.6 2 1.5 0.9704 0.9574 0.9914 29192
1.8 1.2 1.5 0.9079 0.866 1 2.7739
1.8 2.6 2 0.9737 0.9727 0.9752 29216
2 24 1 0.9539 0.9418 0.9739 2.8696
22 1.6 2.5 0.9605 0.9424 0.9912 2.8941
24 22 2.5 0.977 0.9728 0.9833 2.9331
2.6 1.8 1.5 0.9704 0.9574 0.9914 29192
2.8 1.2 2.5 0.9079 0.866 1 2.7739
2.8 24 1 0.9539 0.9418 0.9739 2.8696
3 2.8 2 0.9803 0.9834 0.9756 2.9393
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TABLE 6. Comparison of using different methods on the same database.

References Year Features Classifier Accuracy
Sachdeva et al 1*? 2013 LOG+GLCM-+RILBP+Intensity+DGTF+RIC ANN 94.12%
GF+PCA

Nabizadeh and Kubat™ 2015 Gabor+Statistic SVM 93.14%

Subashini et al.**! 2016 Texture+Shape+Intensity-based SVM 88.24%

Heish et al* 2017 Intensity-based features Logistic Regression 87.58%
Khalil et al."”! 2018 GLCM+HOG+LBP KNN 82%

Control group 2018 GLCM+PHOG“gtEr]‘;I‘fy'basedm“g‘“al PSO-SVM 96.73%

Proposed method 2018 GLCM-+PHOGIntensity-based+Modified PSO-SVM 98.36%

CLBP

TABLE 7. The confusion matrix of the proposed system.

Testing samples Training samples
Normal  Glioma  Others | Normal Glioma  Others
Normal 56 0 1 57 0 0
Glioma 0 180 1 0 181 0
Others 0 3 65 0 0 68

Finally, the performances of some existed methods on
the same data set is listed in Table 6, and the experiment
results show that the proposed system demonstrates a signifi-
cant improvement (almost 5%) in the accuracy of classifiers,
moreover, the results with the control group indicate that
the use of modified CLBP can improve the performance of
classifiers.

IV. CONCLUSION AND FUTURE WORK

The proposed glioma diagnosis system can be applied to
relieve radiologists from endless boring reading work with
improved accuracy and efficiency. Moreover, the system
framework can be generalized to the detection of other kinds
of diseases such as intestinal and breast cancer. The high-
lights of this paper are as follows: (1) a modified factor
is introduced to the original DHE; (2) a novel method to
realize skull removal based on outlier detection is presented,
and it contributes to removing the disturbance by the skull;
(3) a modified CLBP descriptor with HLD_M is adopted in
this paper, and the results show that this method can improve
the performance of the classifiers; (4) since the accuracy of
this system can reach 98.36%, this system is of great clinical
significance; (5) the rejection of filters can avoid the damage
to the fine details of brain images; (6) system integrity, each
process in this system is reasonable and necessary, however,
the process of background removal and skull removal are not
included in most existed systems; and (7) the combination of
PSO and KSVM helps to find the optimal Gaussian kernel
bandwidth, although PSO is a typical method for parame-
ter tuning, most existed brain tumor detection system does

VOLUME 7, 2019

not adopt this method. However, with the limit of data set,
the proposed system just realizes three-class classification,
as the other kinds of tumors such as craniopharyngioma and
acoustic neuroma are regarded as one class, meaning that the
system cannot satisfy the clinical needs. To make the pro-
posed system more applicable, the future work is collecting
an abundance of images and realizing further brain tumor
classification. In addition, the histopathology and genetic
data can be combined with multi-modality medical images
to further improve the performance of brain tumor diagnosis
systems.
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