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ABSTRACT For wireless image communication in the Internet of Things (IoT) scenarios, fast and low
error coding and transmission mechanisms are imperative. The joint source-channel coding scheme based
on the double protograph low-density parity-check (DP-LDPC) codes would be a potential candidate due
to the low complexity and good error performance. However, the error floor performance of DP-LDPC
codes may deteriorate for source sequences with higher source probabilities or shorter block lengths. This
paper aims to improve the traditional DP-LDPC image transmission system for the IoT scenarios from the
following aspects. First, a joint optimization method of finite-length DP-LDPC codes is proposed to reduce
the error floor while keeping satisfactory waterfall region performance. Second, an improved rate allocation
strategy based on the fuzzy logic control is adopted to further improve the transmission reliability of the
proposed short block length DP-LDPC codes. This scheme may offer some new solutions for the IoT image
communication. The simulation results indicate the effectiveness of the proposed methods.

INDEX TERMS DP-LDPC codes, IoT image communication, JSCC, joint optimization, rate allocation.

I. INTRODUCTION
The Internet of Things (IoT) is the network of ‘‘thing’’,
which is consist of the network connectivity, sensors, elec-
tronics, and software [1]. It is estimated that in 2020 about
14 billions devices will be connected in the IoT and applied
for various scenarios [2]. For instance, in the Industrial Inter-
net of Things (IIoT), many interesting applications such as
the industrial equipment monitoring, the industrial property
management, the smart factory and so on have received
extensive concerns [3]. In the communication of IoT nodes
(e.g., cameras, mobile devices, social media, the Internet),
multimedia data, especially images would be the predom-
inant form of transmitted data [4]. Advanced coding and
transmission technologies are much needed for real time
and reliable image communication. In the standardization
of Narrow-band Internet of Things (NB-IoT) in Release 13,
to reduce the user equipment complexity, all the down link
channels use the Long Term Evolution (LTE) tail-biting
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convolutional code (TBCC); and the uplink shared chan-
nel uses the LTE turbo code for error correction [5]. Some
advanced coding methods are also proposed for various IoT
applications. The Low Density Generator Matrix (LDGM)
based Raptor codes are proposed in [6] for Single Carrier
Internet of Things (SC-IoT) to reduce the error floor with
simple encoder and decoder. An image encoding and recon-
struction scheme based on Reed Solomon (RS) codes is
proposed to meet the need of low error transmission [7].
RS codes are also used for enhancing security in IoT based
home automation for error detection and correction [8].

Compared with the convolutional codes, the short block
length LDPC codes have similar decoding complexity and
better error performance despite of the relative higher encod-
ing complexity and decoding space complexity. Moreover,
LDPC codes can be decoded completely in parallel, which
makes short block length LDPC codes have certain advan-
tages in communication systems with high performance and
real-time requirements [?]. On the other hand, compared
with the separate coding design, the joint source-channel
coding (JSCC) has lower complexity and higher fidelity for

VOLUME 7, 2019
2169-3536 
 2019 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

18437

https://orcid.org/0000-0002-9478-551X
https://orcid.org/0000-0002-9851-440X


L. Deng et al.: Joint Coding and Adaptive Image Transmission Scheme Based on DP-LDPC Codes for IoT Scenarios

non-asymptotic and low latency scenarios, which is more
suitable for resource-constrained, real time and time-varying
communications, such as wireless image or video transmis-
sion [10]. In view of this, the JSCC scheme based on short
block length LDPC codes are considered for IoT image com-
munication in this paper.

JSCC schemes can be divided into two classes accord-
ing to the way of source coding. One is the joint source-
channel (JSC) decoding for the source with known coding
formats (such as JPEG, JPEG2000, etc.) using channel
decoders; the decoding performance of these schemes is
greatly affected by the source encoder [11]. The other is the
JSC decoding using the Tanner graphs of channel codes with
known source statistical characteristics, which has lower sys-
tem complexity. Among the second class of schemes, the dou-
ble low-density parity-check codes (D-LDPC) proposed by
Fresia, where LDPC codes are both used as the source code
and the channel code, is widely used due to its good error
performance [12]. The protograph LDPC codes (P-LDPC)
are also introduced into theD-LDPC scheme to further reduce
the system complexity and error floor performance, which is
referred to as DP-LDPC codes [13]. Moreover, the radiogra-
phy image transmission schemes based on DP-LDPC codes
have also been employed for good image quality in bad
channel conditions [14]–[16].

However, both D-LDPC codes and DP-LDPC codes suf-
fer from the high error floor for source sequences with
finite block length [12], [13]. In addition to the solutions
of enlarging the block length or increasing the source cod-
ing rate, researches on the code design show the effec-
tiveness on the error floor degradation. Thereinto, Beltrão
Neto and Henkel [17] and Hong et al. [18] severally intro-
duce a linking matrix into D-LDPC codes and DP-LDPC
codes. He et al. [13] increase the degree of source check
nodes while keeping the channel code fixed. On the other
hand, two kinds of protogragh extrinsic information trans-
fer algorithms (PEXIT) are presented for better analysis of
DP-LDPC codes. One named as PEXIT-S [19] is used to
analyze the source decoding threshold which represents the
maximum compressible entropy of source codes with asymp-
totic block length; the other, called as PEXIT-D is presented
to predict the system performance in waterfall region [20].
Chen et al. [21] use PEXIT-S to design the source code of
DP-LDPC system with higher source decoding threshold and
better error floor performance. In [22], a joint optimization
method of DP-LDPC codes is proposed to search for the
optimal code pair with the lowest decoding threshold for
(asymptotically) long codewords; and amodified PEXITwith
length-N decoding threshold is introduced to mitigate the
finite length effect of short-to-moderate-length codewords.

For DP-LDPC image transmission system, error perfor-
mance can also be improved by transmission strategies.
In [14] and [15], source sequences are classified as low
entropy frames (LEF) and high entropy frames (HEF).
The LEF are coded by DP-LDPC codes, but the HEF are
only coded by the channel encoder without source coding.

Two different transmission architectures in one scheme
inevitably increase the system complexity; and only channel
coding for HEF would result in the efficiency reduction.
In [16], image pre-processing is adopted before joint source-
channel coding. The HEF are divided into sub-frames and
filled up by zeros repeatedly until the source probability of
all sub-frames are smaller than a certain threshold. At the
receiver, frames are reconstructed by zeros deleting and sub-
frames recombining. This pre-processing method burdens
the system with additional data and processing time. In our
previous work, a fuzzy logic control (FLC) based rate allo-
cation method is proposed for better balance on the trans-
mission efficiency, the image quality and the fairness of
allocation [23]. Notice that, the frame lengths of all the men-
tioned image transmission schemes are longer than 2000 bits,
which would lead to larger coding and decoding delay and is
not suitable for real time communication.

This paper aims to improve the DP-LDPC based image
transmission scheme to meet the needs of fast and low error
communication in IoT scenarios. The technical difficulty lies
in the design of short block length DP-LDPC codes with good
error floor performance. First, an improved PEXIT-S algo-
rithm for finite length codewords is proposed to better analyze
the error floor performance of short block length DP-LDPC
codes. Second, considering the optimization of source
codes or the linking matrix for error floor reduction would
result in the degradation of waterfall region performance
[13], [18], a cascaded source-channel joint optimization
method is proposed to trade off the performance on these
two aspects. finally, to further improve the transmission reli-
ability of the proposed short block length DP-LDPC codes,
an improved FLC based rate allocation strategy is adopted to
allocate the source coding rate and the channel coding rate
according to the source probability and the channel condi-
tion. In summary, this paper improves the DP-LDPC image
transmission system for IoT scenarios with the following
contributions:

i) A stepwise joint optimization method of DP-LDPC
codes is proposed to reduce the error floor of finite-length
codewords on the premise of keeping satisfactory waterfall
region performance.

ii) An improved fuzzy logic control (FLC) based rate allo-
cation scheme is adopted to further improve the transmission
reliability of short block length DP-LDPC codes.

The paper is organized as follows. The system description
is presented in Section II. The detailed descriptions of the
proposed methods are arranged in Section III. In Section IV,
simulation and discussion are provided. The last part gives
the summary. The list of acronyms used in this paper is shown
in Table 1.

II. SYSTEM DESCRIPTION
A. SYSTEM MODEL
The system model of the proposed image transmission
scheme based on DP-LDPC codes is shown in Fig.1. On the
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TABLE 1. List of acronyms used in this paper.

FIGURE 1. The system model of the image transmission scheme based on
DP-LDPC codes.

sending side, the binarized discrete cosine transform (DCT)
coefficients of the original image are successively encoded
by the source encoder and the channel encoder. The source
coding rate Rsc(i) and the channel coding rate Rcc(i) of the ith
frame are calculated by the adaptive rate allocation module.
The input parameters of this module are the source prob-
ability of the ith frame signed as p(i), which denotes the
probability of the binary bit ‘‘1’’ in the ith frame, the signal-
to-noise-ratio (SNR) of the real-time channel denoted by

SNR(i), and the proportion of low frequency components in
the ith frame represented as Degree(i). After binary-phase-
shift-keying (BPSK)modulation, the codeword is transmitted
through the additive white Gaussian noise (AWGN) channel.
At the receiving side, the received codeword is decoded by
the JSC decoding. The peak-signal-to-noise-ratio (PSNR) of
the received image is calculated for the quality evaluation.

FIGURE 2. The Tanner graph of the DP-LDPC system.

B. ENCODING STRUCTURE
Fig.2 shows the Tanner graph of the DP-LDPC system
[12], [13]. The left and right part represent the source code
and the channel code, respectively. The black rectangles and
gray circles denote the check nodes (CNs) and the variable
nodes (VNs), respectively; and the white circles indicate the
punctured channel VNs. This Tanner graph can be described
by a joint base matrix BJ = (bi,j)

BJ =
[
Bsc BL1
BL2 Bcc

]
, (1)

where the entry bi,j indicates the number of edges connecting
CNi and VNj, Bsc is the source sub-matrix corresponding
to type-1 edges (solid lines in Fig.2); Bcc is the channel
sub-matrix corresponding to the type-2 edges (dash-dotted
lines); BL1 describes the connections between each source
CN and a single channel VN (type-3 edges, dashed lines);
and BL2 represents the connections among each channel CN
to a single source VN (type-4 edges, dotted lines). In this
paper, BL1 follows the setting of [18] that the channel VNs
with higher degrees are assigned to the source CNs; and
the channel VNs with the highest degree are punctured. The
joint parity-check matrixHJ can be generated by ‘‘copy-and-
permute’’ on BJ [24]

HJ =

[
Hsc HL1
HL2 Hcc

]
, (2)

where Hsc is the l × n parity-check matrix of the source
code, and Hcc is the parity-check matrix of the channel code
with size of (m + r − l) × (m + r), where r is the number
of punctured channel VNs. The source coding rate and the
channel coding rates are calculated as Rsc = l/n,Rcc = l/m;
the total transmission rate is R = Rcc/Rsc = n/m. The larger
the total rate, the higher the transmission efficiency.
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For schemes without type-4 edges [12], [13], BL2 andHL2
are zero matrices. Two cascaded LDPC codes perform source
compression and channel coding, respectively. The codeword
c is defined as c = u · Gcc = s · HT

sc · Gcc, where s
is the source sequence, u is the compressed sequence, and
Gcc is the corresponding generator matrix of Hcc [12]. For
schemes with type-4 edges [17], the codeword c is defined
as c = [s,u] · GL = [s, s · HT

sc] · GL , where GL is the
corresponding generator matrix of HL = [HL2,Hcc]; and
the first n bits of c need to be punctured before transmission.
The former encoding scheme without type-4 edges is adopted
and BL2 is a zero matrix in this paper. After BPSK modula-
tion, the modulated codeword is denoted as x = 1− 2c.

C. DECODING STRUCTURE
After transmitted through the AWGN channel, the received
codeword y at the decoder can be expressed as y = x + n,
where n ∼ N(0, σ 2

ch), σ
2
ch is the channel noise variance.

The decoding of DP-LDPC codes follows the procedure
of belief propagation (BP) algorithm applied to the Tanner
graph shown in Fig.2. The source decoder and the chan-
nel decoder run in parallel exchanging extrinsic information
through the type-3 (and the type-4) edges. For independent
binary sources transmitted over the AWGN channel, the log-
likelihood-ratio (LLR) of source VNs is

Z scv = log((1− p)/p), (3)

where p denotes the probability of the binary bit ‘‘1’’ in a
source sequence, v = 1, . . . , n; the LLR of channel VNs is

Z ccv =

{
0, if it is a punctured VN
2yv/σ 2

ch, otherwise
(4)

where yv is the vth symbol of transmitted codeword, v =
n + 1, . . . , n + m + r . The entropy of a source sequence is
defined as

H (s) = −p · log2(p)− (1− p) · log2(1− p). (5)

The details of JSC decoding can be seen in [12] and [13].

III. DP-LDPC IMAGE TRANSMISSION SYSTEM
A. JOINT OPTIMIZATION OF DP-LDPC CODES
1) ROLE OF SOURCE CODES ON WATERFALL
REGION PERFORMANCE
Due to the property that the same degree distributionmay cor-
respond to various protographs, the degree distribution based
optimization methods of D-LDPC codes in [12] and [17]
are not suitable for DP-LDPC codes. The joint PEXIT
(PEXIT-D) is presented to predict the waterfall region per-
formance of DP-LDPC codes [20]. In PEXIT-D, all the
sub-matrices of BJ including Bcc, Bsc, BL1 and BL2 are
involved with the mutual information (MI) update. Moreover,
the MI between a posterior LLR evaluated by the source
VN and the corresponding source bit is closely related to Bsc.
Beltrão Neto andHenkel [17] summarize theMI evolution for
the source code in LDPC-based JSCC system as a function

of the degree distribution of type-1 edges and type-2 edges
(λ, dc), the MI in the previous iteration of l − 1, the source
statistic characteristics p, and the channel condition σch:

I (1)v,l = F1(λ, dc, I
(1)
v,l−1, p, σch), (6)

where I (1)v,l is theMI between themessages sent through type-1
edges at the output of VNs at iteration l and the associ-
ated VN value,. For JSCC schemes without type-4 edges,
the source VNs only have connections with type-1 edges.
Therefore, Bsc is closely related to the waterfall region
performance.

2) ROLE OF SOURCE CODES ON ERROR FLOOR
PERFORMANCE
According to the lossless source coding theorem, for any
stationary ergodic source sequence s and all ε > 0, there
exist fixed length compression codes with source coding rate
Rsc exceeding the source entropy H (s) plus ε with vanishing
block error probability as the block length goes to infinity

Rsc > H (s)+ ε. (7)

However, the finite length DP-LDPC codes suffer from
high error floor whenH (s) approaches Rsc. The high bit error
ratio (BER) residual is a consequence that the compressed
source codeword forms error patterns that can not be cor-
rected by the source LDPC codes [17], i.e., the error floor is
due mainly to the source code [12]. For a source code with
certain Rsc, the PEXIT-S algorithm can provide its source
decoding threshold Hth (or the corresponding threshold of
source probability pth); and the satisfactory error floor per-
formance can be achieved if the source sequence has H (s)
less than Hth and the block length approaches infinity.

H (s) < Hth. (8)

Notice that, in the PEXIT-S algorithm, the channel decod-
ing is assumed to be error free, i.e., the MI evolution is
only determined by the source probability p and the source
code. It is observed that the error floor performance can be
improved by increasing the degree of source CNs [13], which
can also be understood as to increase the entries of certain
nodes in Bsc, i.e., the number of type-1 edges. Similar with
type-4 edges, the increase of type-1 edges can also improve
the amount of available information about the source bits at
the decoder. However, both the increase of the type-1 edges
and the type-4 edges would shorten the girth of Tanner graph,
i.e., the waterfall region performance might be lost to some
extent [18].

3) IMPROVED PEXIT-S ALGORITHM FOR FINITE
LENGTH CODEWORDS
The PEXIT-S algorithm is used for asymptotically long code-
words, which may not be accurate for source sequences with
finite block length. On the other hand, the MI in the JBSC (·)
function (see (9)) [12] of PEXIT-S algorithm is usually cal-
culated by the Monte Carlo simulation, which would greatly
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TABLE 2. Source decoding threshold (pth) by PEXIT-S and FPEXIT-S.

TABLE 3. Source decoding threshold (pth) by FPEXIT-S with different N .

increase the time complexity of the code optimization.

JBSC (µ, p) = (1− p)× I (V ;χ (1−p))+ p× I (V ;χp), (9)

where µ =
∑

s 6=j bi,j[J
−1(IAv(s, j))]2 + (bi,j − 1)

[J−1(IAv(i, j))]2, IAv(i, j) is the prior MI from VNj to CNi;
χ (1−p)

∼ N(µ+L, 2µ), χp ∼ N(µ−L, 2µ), L is the LLR of
source VNs, and I (V ;χ ) denotes the MI between the source
VN and χ .

In this paper, we improve the PEXIT-S for finite-
length codewords and fast optimization, which is named as
FPEXIT-S. The main modifications are listed as below:

i) The actual probability p′ of a length-N sequence is used
in FPEXIT-S, which approximately follows the Gaussian
distribution N(p, p(1− p)/N ) and is described as [22]

p′ = p+
√
p(1− p)/N · Q−1(1− β), (10)

where β is the confidence level that the actual probability lies

below p′, β ∈ [0.5, 1], and Q(x) = 1
√
2π

∫
∞

x e−
t2
2 dt .

ii) The curve fitting method is used to calculate the MI in
JBSC (·) instead of the Monte Carlo simulation to reduce the
computational complexity, which is described as

J ′BSC (µ, p,N , β) ≈ (1− p)× J (
√
µ+ eRsc × (L ′)2)

+ p× J (
√
µ− eRsc × (L ′)2), (11)

where L ′ = log((1 − p′)/p′). Table 2 and Table 3 show
the source decoding thresholds (the corresponding thresholds
of source probabilities pth) of some codes by PEXIT-S and
FPEXIT-S. β is set as 0.99 in order to guarantee the con-
vergence of PEXIT-D when N is 400; otherwise β is set
as 0.9999. As shown in Table 2, when the block length is
longer enough (N = 9600), the source decoding thresholds
by FPEXIT-S are closely inosculate with those by PEXIT-S.
In Table 3, As the block length gets shorter, the source decod-
ing thresholds become smaller due to the worse finite-length
effect.

4) SOURCE-CHANNEL JOINT OPTIMIZATION
OF DP-LDPC CODES
Considering the dual role of source codes on the system
performance in the error floor and the waterfall region,
a stepwise source-channel joint optimization is proposed to
guarantee the compromise performance between these two
aspects. The general mechanism of the proposed method
lies in that an allowable loss of waterfall region perfor-
mance can be sacrificed to compensate the error floor
performance.

We formulate the stepwise design as a cascaded opti-
mization problem. First, Bsc and Bcc are jointly opti-
mized for the optimal channel decoding threshold of
DP-LDPC codes. The objective function of this step is
defined as:

step1 min θ (BJ , pstep1) (12)

s.t. f1(BJ , pstep1) = 1, (13)

where the function θ (BJ , pstep1) returns the channel decoding
threshold of BJ by PEXIT-D, pstep1 = η(Bsc_orig,N , β) is
the source decoding threshold of the original source code
by FPEXIT-S. Equation (13) represents the constraints of
protograph design, which can be specified as

f1(BJ , p1_step1) = (θ (BJ , pstep1) < θ(BJ_orig, pstep1))

∧ (θ (Bcc, pstep1) < θ(Bcc_orig, pstep1))

∧ (δ(Bcc)− δ(Bcc_orig) > α), (14)

where ‘‘∧’’ stands for the logical conjunction ‘‘and’’, BJ_orig
is the joint basematrix of the original DP-LDPC codes, where
the source code and the channel code are R4JA and AR4JA
codes [25], respectively, in this paper. Bcc and Bcc_orig are
the channel sub-matrices of BJ and BJ_orig, respectively. The
function δ(·) returns the typical minimum distance ratio of the
channel code. The last two conditions in (14) are constraints
to retain the good properties of state-of-the-art protograph
LDPC codes on the channel decoding threshold and the min-
imum distance, respectively. α is an adjustable coefficient
to constraint the performance loss of the minimum distance.
The specific value of α is mainly determined by different
requirements of the system performance, which is usually set
as a negative number with smaller absolute value or a smaller
positive number if better minimum distance performance is
needed. Notice that the last constraint is invalid for codes
without the property that the asymptotic ensemble minimum
distance increases linearly with the block length, such as
ARA codes [25].

Second, the source code of the optimal result in step1
is further optimized for lower error floor performance with
allowable performance loss of waterfall region. The objective
function of this step is

step2 max pstep2 = η(Bsc,N , β) (15)

s.t. f2(Bsc, pstep2) = 1, (16)
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where pstep2 = η(Bsc,N , β) indicates the source decoding
threshold of Bsc by FPEXIT-S; f2(·) is described as

f2(Bsc, pstep2)= (θ (BJ , pstep2)<SNRmax)

∧(θ (BJ , pstep1)−θ (BJ_orig, pstep1)<SNRloss),

(17)

where the two constraints in (17) are tradeoffs between the
error floor and the waterfall region performance, SNRmax
is the allowable maximum channel decoding threshold of
optimal BJ in step2 with pstep2, SNRloss is the allowable
maximum channel decoding threshold loss of optimal BJ in
step2 with pstep1 compared with that of BJ_orig.
Considering the large search space of the joint base matrix,

strategies based on the heuristic random search such as
the differential evolution (DE) [21] and the genetic algo-
rithm (GA) [22] are considered for the design of DP-LDPC
codes with lower searching complexity. In this paper, GA
combined with PEXIT analysis is adopted to search good
codes in two cascaded optimization steps with subtle differ-
ences, which is described as follows:

GIVEN: The generation number g, the maximum genera-
tion numberMaxgen, the population size Num, the crossover
probability pc, the mutation probability pm, the maximum
entry Maxedge, the base matrix to be optimized Bint and the
set of fixed region F in Bint (i.e., the precoding structure,
if applicable).

i) INITIALIZATION: let g = 1, POPg1 = Bint , B
g−1
best =

Bint , for 2 ≤ i ≤ Num, POPgi is generated by randomly
replacing one entry in each row of POPg1 except region F.
ii) CROSSOVER: for i = 1 : 2 : Num, [s1, s2] denotes the

size of POPgi , the crossover proceeds with probability pc and
rand integers r1, r2 ∈ [1, s1 × s2], r1 < r2:{

Cg
i (r1 : r2) = POPgi+1(r1 : r2)

Cg
i+1(r1 : r2) = POPgi (r1 : r2)

(18)

iii) MUTATION: for i = 1 : Num, the mutation proceeds
with probability pm and rand integers r3, r4 ∈ [1, s1 × s2],
r3 < r4:

Mg
i (r3 : r4) = Cg

i (r4 : r3) (19)

iv) SELECTION: select the best individual Mg
best from

Mg
i (1 ≤ i ≤ Num) according to the objective function of

step1 or step2, then update Bgbest :

Bgbest =

{
Mg

best if step1 or step2 is satisfied

Bg−1best otherwise
(20)

v) TERMINATION: if g < Maxgen, then POPg+1 =
Mg, g = g+ 1, returns to ii), otherwise output Bgbest .
For the optimization of step 1, Bint = BJ_orig. i) to iii) are

executed separately for the source code and the channel code.
Then, the two parts are combined as a new joint base matrix.
Maxedge is set as the maximum value of entries in BJ_orig. For
the optimization of step2, Bint is defined as the source code
of the optimal result in step1; and the channel code of the

optimal result in step1 remains the same. Maxedge is set to
be relatively larger than step1 but not too big to avoid high
encoding complexity.

B. FLC BASED RATE ALLOCATION SCHEME
1) CODING RATE SETS AND PROTOGRAPHS
In the rate allocation scheme, the candidates of Rsc and Rcc
are severally included in the set of source coding rates Rsc
and the set of channel coding rates Rcc

Rsc =

{
1
4
,
1
3
,
1
2
,
2
3
,
3
4
,
4
5

}
, (21)

Rcc =

{
1
5
,
1
4
,
1
3
,
1
2
,
2
3

}
, (22)

where higher Rsc of 4/5 and lower Rcc of 1/5 are set for
the source sequences with very high source probability and
terrible channel condition, respectively. To guarantee the low
error floor of short block length codewords, the channel
coding rates higher than 2/3 are not included in Rcc.

FIGURE 3. Protographs of the source code and the channel code:
(a) Protographs of R4JA codes with Rsc of 1/2 and lower; (b) Protographs
of AR4JA codes with Rcc of 1/2 and higher.

As BL1 and BL2 have fixed settings in the proposed
method, the optimization of BJ is mainly for the code pair of
(Bsc, Bcc). In this paper, the DP-LDPC codes are optimized
based on (BR4JA, BAR4JA) code pairs. The protographs of
R4JA codes with Rsc of 1/2 and lower are shown in Fig. 3(a);
and the other higher rate codes are generated by the check
node splitting technology in [25]. Fig. 3(b) shows the pro-
tographs of AR4JA codes with Rcc of 1/2 and higher; and the
rest lower rate channel codes are made by the check matrix
extension in [27]. All the base matrices of the proposed code
pairs (BIR4JA, BIAR4JA) with rates inRsc andRcc are listed in
the APPENDIX.

2) FLC BASED RATE ALLOCATION MODULE
The motivation of rate allocation in this paper is to ensure the
transmission reliability by allocating Rsc and Rcc according to
the source probability and the importance of each frame, addi-
tion with the real time channel condition. However, due to
the differences of the source probability, the importance and
the channel situation for each frame, deterministic methods
based on accurate mathematical models are not suitable for
rate allocation in this paper. Considering the good robustness
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and low complexity, the fuzzy logic controller is adopted to
adaptively allocate Rsc and Rcc for each frame. The major
difference from the rate allocation scheme in [23] is that the
transmission efficiency is sacrificed for high reliability and
no longer the optimization object.

FIGURE 4. The block diagram of FLC based rate allocation module.

FIGURE 5. The frequency distribution in a 8× 8 DCT block.

The diagram of FLC based rate allocation module is
shown in Fig.4, which is cascaded by two fuzzy logic con-
trollers FLC1 and FLC2. Both controllers have the same
structure of double-input and single-output. The inputs of
FLC1 include the source probability p(i) and the importance
factor Degree(i) of the ith frame. Fig.5 shows the frequency
distribution of a 8×8DCT block. The black squares in top left
corner represent the low frequency (LF) components, and the
rest squares with white color denote the high frequency (HF)
components. Considering the LF components include the key
information of an image and are sensitive to noise, Degree(i)
is defined as the proportion of LF components in an image
frame to measure its importance. Larger Degree(i) indicates
higher importance and more protection. Rsc(i) is the output
of FLC1 which is also the input of FLC2. The other input
of FLC2 SNR(i) is the SNR when transmitting the ith frame;
and Rcc(i) is the output of FLC2. The role of Rsc(i) in FLC2 is
adjusting Rcc(i) to protect the frames with large source prob-
abilities or high importance.

3) MEMBERSHIP FUNCTION CURVES
Fig.6 depicts the membership function curves of FLC1 and
FLC2. As seen in Fig.6, the membership function curves
are set as the types of trapezoid and triangle. The fuzzy
domains of Rsc(i) and Rcc(i) are [0.2, 0.85] and [0.15, 0.75],
respectively. The fuzzy domains of p(i) and Degree(i) are
determined by the images to be transmitted, which are set as
[0, 0.16] and [0, 0.8] in this paper. The range of SNR(i) is set
to be [−1, 3]dB.

FIGURE 6. Membership function curves of the input and output variables
in FLC1 and FLC2: (a) FLC1 input variable p(i ); (b) FLC1 input variable
Degree(i ); (c) FLC1 output variable Rsc(i ); (d) FLC2 input variable SNR(i );
(e) FLC2 input variable Rsc (i ); (f) FLC2 output variable Rcc (i ).

The input p(i) and the output Rsc(i) in FLC1, addition with
the input SNR(i) and the output Rcc(i) in FLC2 have the
linguistic values of ‘‘Very Small’’, ‘‘Medium Small’’, ‘‘Tiny
Small’’, ‘‘Tiny Big’’, ‘‘Medium Big’’ and ‘‘Very Big’’, which
are signed as ‘‘VS’’, ‘‘MS’’, ‘‘TS’’, ‘‘TB’’, ‘‘MB’’ and ‘‘VB’’
for short; while the FLC1 inputDegree(i) and the FLC2 input
Rsc(i) have the linguistic values of ‘‘Low’’, ‘‘Medium’’ and
‘‘High’’ denoted by ‘‘L’’, ‘‘M’’ and ‘‘H’’.

The specific fuzzy domain of each linguistic value can be
checked on the sub-image abscissas in Fig.6. It should be
noted that the fuzzy domains of linguistic values of Rsc(i)
and Rcc(i), which severally correspond to p(i) and SNR(i)
with the same linguistic values, need to be higher and lower
than the thresholds by FPEXIT-S and PEXIT-D, respectively.
Considering the finite length of image frames, Rsc(i) and
Rcc(i) are allocated separately higher and lower enough to
guarantee the transmission reliability.

4) FUZZY LOGIC RULES
Table 4 and Table 5 list the fuzzy logic rules of FLC1 and
FLC2, respectively, which are explained in detail as below.

Table 4 contains 12 rules in total. Rules 1 to 6 are set for
frames with low importance, in which the value of Degree(i)
is ‘‘L’’. There is no protective measures in these 6 rules.
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TABLE 4. The fuzzy logic rules of FLC1.

TABLE 5. The fuzzy logic rules of FLC2.

While in rules 7 to 12 withDegree(i) of ‘‘H’’, higher values of
Rsc(i) are only allocated for frames with both largerDegree(i)
and higher p(i). The reason it that most LF components in
some frames are so small that might be quantified as zeros,
which would result in low source probability of these frames.
Higher Rsc(i) indicates lower source compression ratio for
these special frames.

Table 5 has totally 15 rules. In rules 1 to 5, the values of
input Rsc(i) are ‘‘L’’, which means the source has smaller p(i),
the values of output Rcc(i) are set smaller only in low SNR
region. In rules 6 to 10 and rules 11 to 15, Rsc(i) are ‘‘M’’ and
‘‘H’’, respectively, indicating higher p(i) or Degree(i) of the
ith frame. For these frames, protective measures are stronger
than rules 1 to 5. The values of Rcc(i) in high SNR region
are also smaller than those in rules 3 to 5. Lower Rcc(i) can
protect the important frames or frames with high probabilities
by stronger error resistance.

IV. SIMULATION AND DISCUSSION
In this section, two sets of experiments have been performed
to validate the effectiveness of the proposed methods. In the
first part, we show the superiority of the joint optimized codes
over the code pairs with single optimized Bsc or Bcc; then we
compare the proposed codes with the existing performance
records; In the second part, we show the advantage of the
proposed codes combined with the FLC based rate allocation
scheme on the transmission reliability.

In the first experiment, the source sequence with short
block length of N = 400 is considered to be encoded by
the original code pair (BR4JA_1/2,BAR4JA_1/2) and the opti-
mized code pair (BIR4JA_1/2,BIAR4JA_1/2) with Rsc = 1/2
and Rcc = 1/2; The corresponding sub-matrices are listed in
(23) to (26). To demonstrate the roles of each sub-matrix
on the waterfall region performance and the error floor
performance, the code pairs of (BIR4JA_1/2,BAR4JA_1/2) and
(BR4JA_1/2,BIAR4JA_1/2) are also involved in the comparison.
The base matrices are lifted with the progressive edge-growth
(PEG) algorithm [28]. The parameters of GA based optimiza-
tion method are set as below: the crossover probability is

FIGURE 7. Comparison with optimization for different sub-matrices with
Rsc = 1/2, Rcc = 1/2, N = 400, p = 0.02 and p = 0.06.

pc = 0.8, themutation probability is pm = 0.2, the population
size is Num = 50, and the maximum generation number is
Maxgen = 100,Maxedge in step 2 is set as 9, β in (10) is 0.99,
α in (14) is set to be −0.01.

BR4JA_1/2 =
[
3 1 1 1
1 2 1 2

]
(23)

BIR4JA_1/2 =
[
3 1 1 2
6 1 1 1

]
(24)

BAR4JA_1/2 =

 1 2 0 0 0
0 3 1 1 1
0 1 2 2 1

 (25)

BIAR4JA_1/2 =

 1 2 0 0 0
0 2 1 1 1
0 1 2 1 1

 (26)

As shown in Fig.7, for source sequences with smaller prob-
ability of p = 0.02, the BER curve of (BR4JA_1/2,BAR4JA_1/2)
code pair has lower error floor at the BER of 10−5; the three
other optimized code pairs can be free of error with different
waterfall region performances. (BIR4JA_1/2,BAR4JA_1/2) with
single optimized Bsc has 0.5dB coding gain loss at the BER
of 2.5× 10−7 compared to (BR4JA_1/2,BIAR4JA_1/2) with sin-
gle optimized Bcc; However, (BIR4JA_1/2,BIAR4JA_1/2) with
joint optimized Bsc and Bcc can achieve 0.5dB coding
gains over (BR4JA_1/2,BIAR4JA_1/2), which indicates the supe-
riority of the joint optimization method on the waterfall
region performance. On the other hand, for the source
sequence with higher probability of p = 0.06, the BER
curve of (BR4JA_1/2,BAR4JA_1/2) has a high error floor at
5 × 10−4; the BER curves of (BIR4JA_1/2,BAR4JA_1/2) and
(BR4JA_1/2,BIAR4JA_1/2) separately show a lower error floor
at 4×10−5 and a better waterfall region about 0.75dB earlier
than that of (BR4JA_1/2,BAR4JA_1/2) at the BER of 5× 10−4;
while (BIR4JA_1/2,BIAR4JA_1/2) can both obtain a similar error
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FIGURE 8. Comparison with existing performance records with Rsc = 1/4,
Rcc = 1/2, p = 0.03.

floor with (BIR4JA_1/2,BAR4JA_1/2) and 1dB coding gains over
(BR4JA_1/2,BAR4JA_1/2) at the BER of 5× 10−4. The existing
performance record in [22] for the source sequence with
p = 0.06 and N = 400 is also shown in Fig.7, which has
a similar error floor with (BR4JA_1/2,BIAR4JA_1/2) at the BER
about 3× 10−4.
Fig.8 shows the comparison with the existing perfor-

mance records with N = 3200 and p = 0.03; the
coding rates are Rsc = 1/4 and Rcc = 1/2; and
the optimization parameter β is set to be 0.9999. The
sub-matrices of (BR4JA_1/4,BAR4JA_1/2) are listed in (27)
and (25); and the sub-matrices of the optimized code pair
(BIR4JA_1/4,B∗IAR4JA_1/2) are listed in (28) and (29). Accord-
ing to PEXIT-S, p = 0.03 is a relative higher probability
for DP-LDPC codes with Rsc = 1/4. Various methods are
proposed to reduce the error floor, such as enlarging the code
length [12], increasing the edges in sub-matrix BL2 [18], and
optimizing the sub-matrix Bsc with asymptotic analysis [21].
As seen in Fig.8, the error floor of (BIR4JA_1/4,B∗IAR4JA_1/2)
with N = 3200 is about 3 × 10−4 at 3dB, which is similar
with that of the proposed codes in [12] with N = 6400
and the proposed codes in [21] with N = 9600. Moreover,
the proposed code pair (BIR4JA_1/4,B∗IAR4JA_1/2) can be free
of error at 1dB and 1.5dB with N = 9600 and N = 6400,
respectively. The proposed codes in [18] with 5 edges connec-
tions in BL2 can also be no error floor at 3dB with significant
gain loss in waterfall region. On the other hand, the proposed
codes in [18] with 1 edge connection has little improvement
on the error floor performance; and an appropriate number of
edge connections should be considered for the compromise
performance between the error floor and the waterfall region.

BR4JA_1/4 =
[
3 1 3 1 3 1 1 1
1 2 1 3 1 3 1 3

]
(27)

BIR4JA_1/4 =
[
1 1 8 3 3 3 2 2
1 1 9 1 2 3 1 1

]
(28)

B∗IAR4JA_1/2 =

 1 2 0 0 0
0 2 1 1 1
0 1 3 1 1

 (29)

In conclusion, for source sequences with higher prob-
abilities and finite block lengths, the proposed codes can
achieve lower error floor while keeping satisfactory waterfall
region performance compared with the existing DP-LDPC
codes.

In the second experiment, the FLC based rate allocation
scheme combined with the optimized code pairs listed in the
APPENDIX are used for the image transmission in the time-
invariant channel and the time-varying channel. Three clas-
sical images of ‘‘Lena’’, ‘‘Peppers’’ and ‘‘X-ray’’ with size
of 256 × 256 are selected for transmission; and their PSNR
values after DCT transform and quantization are 34.2359dB,
33.8823dB and 36.1267dB, respectively. The short block
length of N = 720 is adopted to meet the need of low-
delay communication. For convenience of analysis, the meth-
ods in [16] is named as the pre method for short, where
the frame splitting and zero filling technology is proposed
to reduce the source probability and only a code pair of
(BR4JA_1/2,BAR4JA_1/2) is adopted. The proposed FLC based
rate allocation combined with (BR4JA,BAR4JA) code pairs is
denoted as the pro1 method; and the FLC based rate alloca-
tion combined with the proposed code pairs (BIR4JA,BIAR4JA)
is signed as the pro2 method.

FIGURE 9. Original images and corresponding histograms of the source
statistic characteristics: (a) Original ‘‘Lena’’; (b) Original ‘‘Peppers’’;
(c)Original ‘‘X-ray’’; (d) source probability histogram of ‘‘Lena’’; (e) source
probability histogram of ‘‘Peppers’’; (f) source probability histogram of
‘‘X-ray’’.

Fig.9 shows the original images and corresponding his-
tograms of the source statistic characteristics. The range of
the source probability p is between 0 to 0.16. Among these
images, ‘‘X-ray’’ has the highest proportion of frames with
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FIGURE 10. PSNR curves of received images in the time-invariant
channel.

lower probabilities, while ‘‘Peppers’’ has the most frames
with probabilities higher than 0.1.

Fig.10 gives the PSNR values of the received images in the
time-invariant channel. As seen in Fig.10, in the bad channel
condition with the SNR lower than 0dB, the pro2 method
has the highest transmission quality. At the SNR of 0dB,
compared with the pre method, the pro1 method achieves
about 15dB transmission gains on PSNR by the rate alloca-
tion; and the pre2 method further attains about 10dB gains on
PSNR by the code optimization. Both the pro1 method and
the pro2 method can achieve high PSNR close to those of the
original images at the SNR of 3dB. The PSNR values of the
pre method are stable after the SNR of 1.5dB but lower than
those of the original images at least 8.5dB.

TABLE 6. Transmission performances in the time-invariant channel (0dB).

Table 6 and Fig.11 show the transmission performance in
the time-invariant channel with the SNR of 0dB. In Table 6,
R_mean denotes the average transmission rate, and N_frames
is the number of transmitted frames. In the pre method,
R_mean has the fixed value of 1, while the values of R_mean
in the pro1 and the pro2 method are much lower to compen-
sate the transmission quality. The total frames transmitted by
the pre1method varies from images, the more the frames with
higher probabilities, the larger the value of N_frames. As seen
in Fig.11, considering only 1/2 Rsc and 1/2 Rcc are adopted

FIGURE 11. Received images in the time-invariant channel with
SNR = 0 dB : (a) Received ‘‘lena‘‘ by pre; (b) Received ‘‘Peppers‘‘ by pre;
(c) Received ‘‘X-ray‘‘ by pre; (d) Received ‘‘lena‘‘ by pro1; (e) Received
‘‘Peppers‘‘ by pro1; (f) Received ‘‘X-ray‘‘ by pro1; (g) Received ‘‘lena‘‘ by
pro2; (h) Received ‘‘Peppers‘‘ by pro2; (i) Received ‘‘X-ray‘‘ by pro2.

TABLE 7. Transmission performances in the time-varying
channel ([−1,3]dB).

in the pre method, the error performance is even worse in
the low SNR region. Owing to the rate allocation and the
optimized code pairs, the pro2 method has the best received
image quality, which can transmit images with little error at
the SNR of 0dB.

Comparisons in the time-varying channel are also pro-
vided. In this experiment, the channel condition randomly
changes with frame in the range of [−1, 3] dB. As seen
in Table 7 and Fig.12, the pre method cannot well adapt the
real time channel condition, which has much lower trans-
mission quality. In the pro1 method and the pro2 method,
about 40% to 50% transmission efficiency is sacrificed for
satisfactory image quality. However, successive error blocks
still exist in the received images by the pro1method. Owing to
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FIGURE 12. Received images in the time-varying channel ([−1,3] dB):
(a) Received ‘‘lena’’ by pre; (b) Received ‘‘Peppers’’ by pre; (c) Received
‘‘X-ray’’ by pre; (d) Received ‘‘lena’’ by pro1; (e) Received ‘‘Peppers’’ by
pro1; (f) Received ‘‘X-ray’’ by pro1; (g) Received ‘‘lena’’ by pro2; (h)
Received ‘‘Peppers’’ by pro2; (i) Received ‘‘X-ray’’ by pro2.

the optimized codes, more transmission gains on PSNR are
achieved by the pro2 method, which can transmit the images
with satisfying vision while the channel varies from−1dB to
3dB. Due to the image ‘‘Peppers’’ contains the most frames
with higher source probabilities, the PSNR values of the
corresponding received images are relative lower than those
of other images.

V. CONCLUSION
This paper aims to improve the DP-LDPC image transmis-
sion system for fast and low error communication in IoT
scenarios. Joint optimization of finite length DP-LDPC codes
and quality-oriented rate allocation scheme are proposed to
guarantee the transmission reliability of the short block length
DP-LDPC codes; and considerable transmission gains can be
achieved from both aspects. However, improvements need
to be developed in the future work. First, as shown in the
APPENDIX, some code pairs with higher Rsc or lower Rcc
have not the optimal results by GA based heuristic random
search, thus the proposed optimization method needs to be
further improved. Second, more practical channel models and
corresponding design schemes will be further considered.
Finally, we intend to apply the improved scheme for the
medical image transmission in IIoT healthcare applications.

TABLE 8. Optimized code pairs with parameters of N = 720 and
β = 0.99.
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TABLE 8. (Continued.) Optimized code pairs with parameters of N = 720
and β = 0.99.

APPENDIX
Table 8 lists all the proposed code pairs (BIR4JA, BIAR4JA)
used in the pro2 method for image transmission with coding

TABLE 8. (Continued.) Optimized code pairs with parameters of N = 720
and β = 0.99.

rates in Rsc and Rcc. The block size of the image frame is
N = 720, and the parameter β is set as 0.99. The sub-matrices
which have not the optimal results by GA follow the original
forms of BR4JA or BAR4JA.
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