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ABSTRACT One assumption of Dempster–Shafer evidence theory (D–S theory) is the closed world.
However, how to determine whether the frame of discernment is incomplete or not is still an open issue.
In this paper, a new method is proposed based on a minimum spanning tree. For each new sample collected
in the system, the mass function of the empty set is determined based on the proposed method. The value of
the mass function of the empty set is used to determine whether the frame of discernment is incomplete or
not. The experimental results on several benchmark datasets illustrate that the proposed method has a high
accuracy in identifying the incomplete frame of discernment while the error rate is low.

INDEX TERMS Dempster-Shafer evidence theory, generalized evidence theory, open world, incomplete
frame of discernment, minimum spanning tree covering model, classification.

I. INTRODUCTION
Information fusion is an extensive technology of information
process that makes use of multi-source information to obtain
a more fundamental understanding of things or targets. It is
one of the key technologies to improve the intelligence of
intelligent system.

Dempster-shafer evidence theory (D-S theory) expands the
basic event space in probability theory into the power set
of basic events (also known as the framework of discern-
ment(FOD)), and establishes the basic probability assignment
function (BPA) on the framework of discernment [1], [2].
In addition, D-S theory provides a Dempster combination
rule, which can achieve evidence fusion without prior infor-
mation. From this perspective, D-S theory can represent and
process uncertain information more effectively than probabil-
ity theory, which contributes to its widely use in the field of
information fusion.

Although D-S theory is widely used in many fields
such as information fusion systems [3]–[9], complex
network [10]–[15], target identification [16], [17], decision-
making method [18]–[25], fuzzy systems [26]–[30], there
are still many problems with D-S theory, which restrict its
application in real situation. One of its key problems is
that it does not take into account the incompleteness of the
FOD [31], [32]. For example, assume that a system knows
target A and target B. When the system identifies a new

unknown target C, traditional D-S theory will treat it as A or
B. In this situation, reports from sensors often conflict highly
with each other and system often reach conclusions that defy
common sense.

Many scholars have proposed varieties of methods to solve
the problem. Smets and Kennes [33] put forward the trans-
ferable belief model (TBM) and introduced the concept of
closed world and open world. The TBM thought that the
classical evidence theory only assumed that the information
fusion environment was a closed world, which led to a high
degree of confliction among various evidences when the
FOD was incomplete, and the system would often get wrong
fusion results. Unfortunately, TBM did not propose how to
determine whether the system was incomplete in the FOD.

Based on the concepts of closed world and open world,
Deng [34] proposed the basic framework of generalized evi-
dence theory (GET). The theory defines the generalized basic
probability assignment function (GBPA), m(∅) indicates the
degree of support for the proposition that the framework of
discernment is incomplete.

Deng also put forward a method to determine whether the
system was incomplete in the FOD according to the GBPA
assigned to ∅. In this method, each attribute of a sample
should be treated as an evidence. If the average of m(∅) of
evidences from one sample is larger than the threshold value
0.5 and the m(∅) which the attributes are fused from one
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sample according to GCR is larger than 0.8, the system is
incomplete in the FOD. Unfortunately, the method of deter-
mining whether the system was incomplete in the FOD still
has some shortcomings. Firstly, the threshold value 0.5 is
a value set subjectively. It remains to be seen whether it is
reasonable in different cases. Secondly, the fusion process of
attributes according to GCR is in low efficiency especially
when a sample has lots of attributes. Thirdly, the accuracy of
recognizing a new target is still not too high.

In this paper, a newmethod to identify incomplete frame of
discernment is proposed. The rest of this paper is organized
as follows: Section 2 begins with a brief introduction to D-S
theory and some related concepts of GET. Then we introduce
the algorithm with reject option based on adaptive mini-
mum spanning tree covering model(MST covering model).
In Section 3, we adapt the algorithm in Section 2 and set up a
formula to generate m(∅) according to the adapted algorithm
in order to determine whether the system is incomplete in
the FOD. Some experiments on the common datasets are
presented in Section 4 to show the effectiveness of themethod
we put forward. Conclusions are given in the last section of
this paper.

II. PRELIMINARIES
In this section, some preliminary information including
D-S theory, GET and a classification algorithm based on
MST covering model, are briefly provided.

A. DEMPSTER-SHAFER EVIDENCE THEORY
D-S theory satisfies weaker conditions than the bayesian
probability theory, that is, the theory can represent uncertain
information more effectively than probability theory, which
makes it widely used in many fields [35]–[46]. Formally,
the definitions of D-S theory are shown as follows:
Definition 1: A set of hypotheses 2 is the exhaustive

hypotheses of variable, X. The elements are mutually exclu-
sive in2. Then2 is called the frame of discernment, defined
as follows [1], [2]:

2 = {H1,H2, · · · ,Hi, · · · ,HN } (1)

The power set of 2 is denoted by 22, and

22 = {∅, {H1}, · · · , {HN }, {H1,H2}, · · · ,

{H1,H2, · · · ,Hi}, · · · ,2} (2)

where ∅ is an empty set.
Definition 2: A basic probability assignment function m

is a mapping of 22 to a probability interval [0, 1], formally
defined by [1], [2]:

m : 22→ [0, 1] (3)

which satisfies the following conditions:

m(∅) = 0
∑
A∈22

m(A) = 1

0 ≤ m(A) ≤ 1 A ∈ 22 (4)

The mass m(A) represents how strongly the evidence
supports A.

Given two BPAs, the Dempster’s combination rule can be
used to obtain the final results [1], [2]:

m(∅) = 0

m(A) =

∑
B
⋂
C=A

m1(B)m2(C)

1− K

(5)

where K =
∑

B
⋂
C=∅

m1(B)m2(C).

B. GENERALIZED EVIDENCE THEORY
Generalized evidence theory (GET) defines the generalized
basic probability assignment function (GBPA), m(∅) indi-
cates the degree of support for the proposition that the
framework of discernment is incomplete. A generalized com-
bination rule which can fuse GBPA was also proposed. GET
is the extension of D-S theory. When m(∅) is assigned to
zero, which means the information fusion environment is a
closed world, GET degenerates to D-S theory. The prelimi-
nary definitions of GET are shown as follows:
Definition 3: Suppose that U is a FOD in an open world.

Its power set, 2UG , is composed of 2U propositions, ∀A ⊂ U .
A GBPA is a mapping m : 2UG → [0, 1] that satisfies [34]:∑

A⊂2UG

mG(A) = 1 (6)

then mG is the GBPA of the FOD U . Note that mG(∅) = 0 is
not necessary in GBPA. If mG(∅) = 0, the GBPA reduces to
a traditional BPA.
Definition 4: Given two GPBAs(m1 and m2), the general-

ized combination rule (GCR) is defined as follows [34]:

m(A) =

(1− m(∅))
∑

B
⋂
C=A

m1(B)m2(C)

1− K
(7)

with

K =
∑

B
⋂
C=∅

m1(B)m2(C) (8)

m(∅) = m1(∅)m2(∅) (9)

m(∅) = 1 if and only if K = 1 (10)

C. A CLASSIFICATION ALGORITHM WITH REJECT OPTION
BASED ON ADAPTIVE MINIMUM SPANNING TREE
COVERING MODEL
The algorithm is very effective in solving the problem of
rejected classification by accepting the idea of boundary
cover and virtual sample [47], [48]. It describes the known
class usingMinimum Spanning Tree (MST) with the assump-
tion that the edges of the graph are also basic elements of
the classifier which offers additional virtual training data for
a better coverage. By this model, similar samples from the
same class are divided into a connected geometric coverage
area, and similar samples from different classes are divided
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into different geometric coverage areas. Furthermore, in order
to reduce the degradation of the rejection performance due
to the existence of unreasonable additional virtual training
data, an adjustable coverage radius strategy is presented in
coverage construction. Then the test pattern of non-training
classes could be rejected by the coverage decision boundary.
The preliminary definitions of algorithm are shown as fol-
lows:
Definition 5: Let X ktr = {xi}

nk
i=1 ∈ RN represent the set

of wk training samples containing nk samples [49]. Define a
weighted undirected connection graph G = {V ,E}, where
V = X represents the vertex set of G, E = {eik = (xi, xj)}
represents the set of sides of G. By using Euclidean distance
measure, the length dij of edge (xi, xj) in G will be dij =∥∥eij∥∥ = ∥∥xi − xj∥∥. Search for a subtree of G that contains
(nk − 1) edges, which meets the following conditions :(1)
connect all vertices, (2) have no loop, and (3) minimize
the sum of all edge weights. Such a subgraph is called the
minimum spanning tree of graph G.
Definition 6: Let X ktr = {xi}

nk
i=1 ∈ R

N represent the set of
wk training samples. Then establish minimum spanning tree
covering model for each class of training sample. The cover-
age area is represented as {�k , k = 1, 2, · · · ,C}. For the test
sample x, whether it falls within the coverage area of each
class is determined according to equation as follows [48]:

Lk (x) = g(d(x,X ktr ) ≤ rk ) =

{
1, x ∈ �k

0, x /∈ �k
(11)

In Eq.(11), rk represents the covering radius of �k ,
d(x,X ktr ) is the distance between x and class wk , g(•) rep-
resents a correspondence.

Assuming that the rejected samples belong to class wr and
the accepted samples belong to class wa, the rejection rule is
shown as follows [48]:

h(x) =


wr ,

C∑
i=1

Li(x) = 0

wa, Others

(12)

Definition 7: Define the distance d(x,X ktr ) between train-
ing sample x and class {wk}Ck=1 as follows [48]:

d(x,X ktr ) = min(d(x, eij)), ∀eij ∈ EMST (wk ) (13)

In Eq.(13), EMST represents the (nk −1) edges of MST of
class {wk}Ck=1.
According to the geometry of higher dimensional space,

the definition of projection Pr(x, eij) of x onto the edge eij is
shown as follows [48]:

Pr(x, eij) =

[(
xi − xj∥∥xi − xj∥∥

)′
(x − xi)

](
xi − xj∥∥xi − xj∥∥

)
+ xi

(14)

According to geometry, d(x, eij) is actually the minimum
value of the distance between x and xi, x and xj, x and

Pr(x, eij).

d(x, eij) = min(‖x − xi‖ ,
∥∥x − xj∥∥ , ∥∥x − Pr(x, eij)∥∥)

(15)

Definition 8: Define that for class wk , the adaptive cover-
ing radius is shown as follows [48]:

rij = r0 · (exp(−
d2mean
h

))−1 · exp(−
d2ij
h
) (16)

In Eq.(16), r0 represents the reference radius. Define that
r0 is the maximum length, dmean is the average length of the
remaining edge of MST after the top 10% is removed. h is
radius attenuation control parameters, the value of which is
calculated as follows:

h = −
(d2max)
ln(β)

, 0 < β < 1 (17)

In Eq.(17), β is the cover confidence, which depends on the
degree of dispersion of the data distribution. By comparing
dmax and dmean, the degree of dispersion of the data distribu-
tion is defined as follows [48]:

λ =
dmax
dmean

(18)

When dmax >> dmean, β should approach 0. In contrast,
β should approach 1. It is generally recognized that when
λ = 3 ∼ 5, dmax >> dmean.

III. PROPOSED METHOD TO IDENTIFY INCOMPLETE FOD
The method proposed below can effectively judge whether
FOD is complete or not, thus helping to resolve the situation
of highly conflicting or contradictory conclusions in informa-
tion fusion.

A. IMPROVEMENT TO EXISTING METHODS
In the rejection rule established in Def.6, covering radius r is
an important factor affects the rejection performance. In order
for our method to be able to better judge whether the system
is in the condition of incomplete FOD, we need to modify
the Eq.(16) in Def.8 for the minimum spanning tree overlays
adaptive radius. The modified equation is shown below:

rij = r0 · β · exp(
d2mean − d

2
ij

d2max
) (19)

In Eq.(19), r0 represents the reference radius. dmax is the
maximum length of the length of MST. Define that r0 is the
maximum length, dmean is the average length of the remaining
edge of MST after the top 10% is removed. β is the cover
confidence, which depends on the degree of dispersion of
the data distribution. According to Eq.(18), When dmax >>
dmean, β should approach 0. In contrast, β should approach
1. It is generally recognized that when λ = 3 ∼ 5, dmax >>
dmean.
From Eq.(19), we know that when dij > dmean, the cover-

ing radius rij should be reduced to reduce coverage redun-
dancy. When dij < dmean, the covering radius rij should
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be increased to reduce the risk of error rejection of known
samples to FOD.

B. A NEW METHOD TO GENERATE m(∅)
According to the GET, the GBPA of ∅ directly reflects the
possibility that the system is incomplete in FOD. In this paper,
we will still choose m(∅) as the measurement to identify
whether the framework is complete.

For a new sample, the GBPA for the ∅ firstly depends
on whether it is in the MST coverage of each known class.
If the new sample is not in the MST coverage of each known
class, then m(∅) = 1, which means the system is completely
ignorant of the new sample.

If the new sample is in the MST coverage of a class,
m(∅) will be generated based on the relationship between the
distance between the new sample and the known sample of
the class and the covering radius.

Define that if the distance between the new sample and
the known sample of the class is less than dmean/2, then
m(∅) = 0. That is, it is reasonable to think that the new sample
is the sample of the known class. If the distance is larger than
dmean/2, m(∅) will between 0 and 1, indicating that the new
sample is likely to belong to the known class.

For each known class wk , we define λk = 1 − m(∅).
λk indicates how much certainty the new sample belongs to
class wk . Finally, the probability measure of the new sample
does not belong to the FOD can be expressed as m(∅) =

1 −
N∑
k=1

λk . m(∅) ranges from 0 to 1, if m(∅) is less than 0,

then we let m(∅) = 0. To sum up, the formulas to generate
the m(∅) are:

mk (∅) =



1, ∀eij, d(x, eij) > rij

0, ∃eij, d(x, eij) <
dmean
2

min

d(x, eij)−
dmean
2

rij −
dmean
2

,
∃eij, rij > d(x, eij) >

dmean
2

(20)

λk = 1− mk (∅) (21)

m(∅) = 1−
N∑
k=1

λk , 0 ≤ m(∅) ≤ 1 (22)

if m(∅) < 0, m(∅) = 0 (23)

C. IDENTIFICATION OF OPEN WORLD WITH m(∅)
Whether FOD is complete or not should be considered from
two aspects. One is single new sample, the other is a set of
new samples from one class. For single new sample, accord-
ing to our method of generating m(∅), if m(∅) = 1, there is a
great chance that this new sample is a sample unknown to the
system. That is, FOD is incomplete. For a set of new samples
from one class, we define a threshold. If the average value of
m(∅) of this set of samples is greater than the threshold value,
it is reasonable to think that the current FOD is incomplete.

Without loss of generality, the threshold is set as 0.5 in this
paper. If the degree of data dispersion is too high, it is feasible
to take a value greater than 0.5.

D. PROCUDURE
A flow chart of our method is shown as Fig.1. Details of steps
are shown as follows:
STEP 1
For each kind of known class wk , a MST is established.
STEP 2
According to the improved radius generating formula pro-

posed in Section 3.1, the covering radius of each edge of each
MST is obtained. Then the MST coverage is established.
STEP 3
For each new sample entering the system,m(∅) is generated

using the proposed method in Section 3.2.
STEP 4
Judge if FOD is incomplete using the proposed method in

Section 3.3.

IV. EXPERIMENT
In this section, we will conduct experiments using three
commonly used UCI datasets namely Iris, Wine and Car
evaluation, to show that our method can effectively identify
situations where FOD is incomplete. According to the steps
in Section 3.4, an example on the Iris dataset will be given to
illustrate in detail how to identify incomplete FOD.

A. EXPERIMENTS ON THE IRIS DATASET
Iris dataset contains 3 classes of 50 instances each, where
each class refers to a type of iris plant [50]. In this experiment,
we selected IrisVersicolor and IrisVirginica as known classes
and Iris Setosa as unknown class. Among 50 instances of
Iris Versicolor and Iris Virginica, 30 instances are randomly
selected as the training set, and the remaining 20 instances
serve as the test set. 50 instances of Iris Setosa serve as the
unknown test set.
STEP 1
For the current FOD, known classes are Versicolor and

Virginica. Therefore, for these two classes, establish their
minimum spanning trees m1 and m2 respectively. Since both
classes have 30 instances, the number of vertexes in m1 and
m2 is 30, and the number of edges is 29.
STEP 2
According to the improved radius generating formula pro-

posed in Section 3.1, the covering radius of each edge in m1
and m2 can be obtained.

rij = r0 · β · exp(
d2mean − d

2
ij

d2max
) (24)

Since the training instances and test instances are randomly
selected, we select the result of one of the experiments.
In the edges of the minimum spanning tree m1, the length
of the longest edge dmax is 0.8246. After removing 10% of
the longest edges in m1, the length of the longest edge r0 is
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FIGURE 1. The four steps of our proposed method.

0.4899, and the average length of the remaining edges dmean
is 0.3219.

Similarly, in the edges of the minimum spanning tree m2,
the length of the longest edge dmax is 0.9110. After removing

TABLE 1. The values of attributes of m1 and m2.

10% of the longest edges inm2, the length of the longest edge
r0 is 0.6164, and the average length of the remaining edges
dmean is 0.4008.
Since the values of dmax/dmean of m1 and m2 are between

2 and 3, it is reasonable that the value of the empirical con-
stant β is 0.65. dij is the length of the edge connecting vertex
i and vertex j, which has been calculated in step 1. We use the
same approach for m2. Finally, the values of attributes of m1
and m2 are shown in the table below:
After the coverage radius of each edge is obtained, the min-

imum spanning tree coverage of m1 and m2 is established.
STEP 3
For each new sample entering the system, use the formula

proposed in Section 3.2 to generate m(∅) of the new sample.

mk (∅) =



1, ∀eij, d(x, eij) > rij

0, ∃eij, d(x, eij) <
dmean
2

min

d(x, eij)−
dmean
2

rij −
dmean
2

 ,
∃eij, rij > d(x, eij) >

dmean
2

(25)

λk = 1− mk (∅) (26)

m(∅) = 1−
N∑
k=1

λk , 0 ≤ m(∅) ≤ 1 (27)

if m(∅) < 0, m(∅) = 0 (28)

Here we present a test instance belonging to the Versicolor
class (known class) and a test instance belonging to the Setosa
class (unknown class) to illustrate the calculation steps.

The first is the test instance belonging to the Versicolor
class. According to the distance between it and each edge
in m1, it can be seen that there exists an edge, the distance
between it and the edge is less than dmean/2. Therefore,m1(∅)
is equal to zero. According to the distance between it and each
edge in m2, it can be seen that there exists an edge, and the
distance between it and the edge is greater than dmean/2 and
less than rij. Then the value of m(∅) can be obtained. Select
the minimum value of m(∅) as the value of m2(∅). Therefore,
λ1 = 1, λ2 = 0.434, m(∅) = 1− λ1 − λ2 = 0.
Then is the test instance belonging to the Setosa class.

According to distance between it and each edge in m1, it can
be seen that for every edge, the distance between it and the
edge is far greater than rij. Then, m1(∅) = 1, λ1 = 0. The
same is true of the distance between it and each edge in m2.
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FIGURE 2. m1(∅) and m2(∅) of a test instance of Versicolor class.

FIGURE 3. m1(∅) and m2(∅) of a test instance of Setosa class.

Then,m2(∅) = 1, λ2 = 0. Therefore,m(∅) = 1−λ1−λ2 = 1.
STEP 4
According to STEP 3, we obtain the m(∅) of 40 known

samples and 50 unknown samples respectively. Here, each
sample is treated as single new sample. Thus, if m(∅) = 1,
there is a great chance that this new sample is a sample
unknown to the system, which means FOD is incomplete.

FIGURE 4. m(∅) generated by known samples from Iris Versicolor .

FIGURE 5. m(∅) generated by known samples from Iris Virginica.

FIGURE 6. m(∅) generated by unknown samples from Iris Setosa.

TABLE 2. The result on Iris dataset.

By comparing the result of the system judgment with the
class of the new sample itself, the accuracy rate of the system
to identify the known sample (recognition accuracy) and the
accuracy rate of the system to reject the unknown sample
(rejection accuracy) can be obtained. After the experiment is
conducted 100 times, m(∅) generated by one of the experi-
ments and the average of accuracy of 100 trials is shown as
Fig.4, Fig.5 and Fig.6.

As can be seen from Fig.4, for new samples of the known
Versicolor class, only one sample’s m(∅) = 1. That is,
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TABLE 3. The result on wine dataset.

the system rejects it as an unknown sample. m(∅) of most
other samples is equal to 0, indicating that the system believes
that most new samples are in FOD. Similarly, from Fig.5 we
can see that for new samples of the known class Virginica,
only one sample ’s m(∅) = 1. m(∅) of most other samples is
very low.

Fig.4 and Fig.5 show that for new samples of known
classes, their m(∅) will be very low according to our method.
That is, the system thinks they are in FOD. It directly reflects
the effectiveness of our method.

As can be seen from Fig.6, for new samples of unknown
class Setosa,m(∅) of most samples is equal to 1, whilem(∅) of
only a few samples is less than 1. This means that the system
believes that the vast majority of new samples are not in FOD,
which also reflects the effectiveness of our approach.

If new samples of known classes are considered as a group
of samples, it can be seen from Fig.4 and Fig.5 that the
average value of theirm(∅) is far less than the threshold value
of 0.5, indicating that both groups of new samples are in FOD.
If new samples of unknown classes are considered as a group
of samples, it can be seen from Fig.6 that the average value
of their m(∅) is far greater than the threshold value of 0.5,
indicating that this group of new samples is not in FOD, and
there is a good chance that this group of new samples belongs
to a new unknown class.

B. EXPERIMENTS ON THE WINE DATASET
The Wine dataset is also a widely used dataset in scientific
research [51]. It contains the data of three classes of wines
and thirteen attributes.

There are 59 instances in class 1, 71 in class 2 and 48 in
class 3. In this experiment, we select class 1 and class 3
as known class and class 2 as unknown class. 30 samples
are randomly selected from class 1 and class 3 as training
samples, 15 samples are randomly selected as test samples
respectively, and 60 samples are randomly selected from
class 2 as test samples.

According to the steps to determine whether FOD is
incomplete proposed in Section 3.4, we obtain the m(∅)
of 30 known samples and 60 unknown samples respectively,
and the result whether system consider this new sample to be
an unknown. By comparing the result of the system judgment
with the class of the new sample itself, the accuracy rate
of the system to identify the known sample (recognition
accuracy) and the accuracy rate of the system to reject the
unknown sample (rejection accuracy) can be obtained. After
the experiment is conducted 100 times, the average of accu-
racy of 100 trials is shown as follows:

From Table 3, we can see that both the recognition accu-
racy and the rejection accuracy are lower than those of Iris
data. After analyzing, we think that the method itself has the

TABLE 4. The result on car evaluation dataset.

TABLE 5. The summarized results on three datasets.

problem that the performance of high-dimensional space is
inferior to that of low-dimensional space. However, the accu-
racy rate of 80% in identifying unknown samples is sufficient
to show that our method can still identify whether FOD is in
an incomplete state in high-dimensional space.

Moreover, the traditional method is to combine the evi-
dence of various attributes, and then obtain the total m(∅).
Such calculation quantity will increase exponentially with the
increase of dimensions. Our method is able to maintain a high
accuracy rate even when the computational amount is greatly
reduced, so it is more advantageous than the original method.

C. EXPERIMENTS ON THE CAR EVALUATION DATASET
Car Evaluation Database contains the data of four classes of
instances and six attributes [52] . Different from the previous
two datasets, the values of its six attributes are all discrete
variables and also contain the values of qualitative descrip-
tion.

We define the qualitative description value for each
attribute which increase from small to large. For example, for
buying attributes, we set low=1, med=2, high=3, vhigh=4.
Because the number of instances varies greatly from class to
class, we choose to select good and vgood as known classes,
unacc and acc as unknown classes. 30 samples are randomly
selected from class vgood and class good as training samples,
20 samples are randomly selected as test samples respec-
tively, and 250 samples are randomly selected from class
unacc and acc as test samples respectively.

According to the steps to determine whether FOD
is incomplete proposed in Section 3.4, we obtain m(∅)
of 40 known samples and 500 unknown samples respectively,
and the result whether system consider this new sample to be
an unknown. By comparing the result of the system judgment
with the class of the new sample itself, the accuracy rate
of the system to identify the known sample (recognition
accuracy) and the accuracy rate of the system to reject the
unknown sample (rejection accuracy) can be obtained. After
the experiment is conducted 100 times, the average of accu-
racy of 100 trials is shown as follows:

By analyzing Table 4, we think the experimental results
on Car Evaluation dataset can represent that in the case of
discrete data, our method can still identify whether FOD is
incomplete.
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Experimental results on the three commonly used datasets
are summarized in the following table.

V. CONCLUSION
Although evidence theory has many advantages that makes it
widely used in a lot of fields, how to determine whether FOD
is incomplete is still worth exploring. In this paper, a method
is proposed to judge if FOD is incomplete. Firstly, for each
kind of known class, aMST is established. Then, according to
the improved radius generating formula, the covering radius
of each edge of each MST is obtained. Thus the MST cover-
age is established. For each new sample entering the system,
m(∅) is generated using the proposed method. Finally, judge
if FOD is incomplete according to m(∅) generated.
The advantages of the proposed method are:
1. The proposed method has a high accuracy in identifying

the incomplete FOD.
2. The error rate of classifying known samples into

unknown class is very low.
3. Comparing to existing method, the proposed method

does not need complex calculation, which means it can be
used in many situations that require real-time computation.

4. The proposed method can still perform well while using
a small number of training data.

5. The proposed method is data-driven, which avoids the
problems caused by wrong subjective judgment.

The proposed method also has some limitations. From
the experimental results of Wine dataset, we can see that
the method itself has the problem that the performance of
high-dimensional space is inferior to that of low-dimensional
space, which may limits the application in real situations.
Therefore, our future research direction is to build newmodel
to improve the recognition accuracy and rejection accuracy,
especially in the situation of high-dimensional space.
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