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ABSTRACT The cloud-based computer-aided engineering (CAE) technology expands the application scope
of CAE, solves the problem of uneven distribution, and improves the efficiency of the simulation resources.
Consequently, various industries are turning to cloud CAE technology to design their products. However,
to utilize this technology fully, we must overcome problems, such as impracticality, inability to handle
complex analysis objects, poor data transmission, and compatibility, and poor industrial applicability. Based
on the ASP.NET, VB.NET, and ANSYS Parametric Design Language, this paper establishes an integrated
cloud CAE simulation system for industrial service applications. The system: 1) connects the dispatching
manager through the network and 2) clusters the servers according to their load and usage before dispatch,
thereby enabling users to access the ANSYS software remotely. The model can be built either by inputting
the dimensions of the parametric model through the page or by uploading a three-dimensional computer-
aided design (CAD) model that meets the format requirements. The material parameters and the boundary
conditions also input through the page. Thus, clients can input their own parameters and analyze the server
CAD. Finally, the CAE analysis results can be invoked by a page operation, saving meaningful results on
the server to be accessed directly by users. The proposed simulation system serves the needs of users both
quickly and efficiently. In the large-scale industrial application trials, enterprises responded favorably to the
system. In particular, it properly solves the CAE analysis problems of small- and medium-sized machinery
and equipment enterprises.

INDEX TERMS Integrated design, APDL, CAE, digital design, load balancing, service platform.

I. INTRODUCTION
Modern design is evolving rapidly toward multi-disciplinary
integration [1], distributed collaborative design [2],
knowledge-based design [3] ,and cloud design [4]. Gradually,
different design links are being integrated and designed on
the Internet [5]. The integration and development of flexi-
ble architectures and collaboration models based on cloud
design simulation, direct user-oriented designs, multi-link
data interactions and management, and complex product-
oriented designs, is an accelerating trend [6].

As a maturing technology, computer-aided engineering
(CAE) is widely used in aerospace, construction, machin-
ery, and civil engineering. It has also become an important
tool for structural analysis and optimization at the stage of
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product design and development. However, practical engi-
neering applications are currently too complex and compu-
tationally expensive for CAE. Therefore, there is an urgent
need for high-performance servers and other hardware sup-
port for CAE, which is also limited by high investment, high
technical requirements, and high idle cost. Moreover, small
and medium-sized enterprises (SMEs) can find CAE tech-
nological simulations quite difficult. However, cloud-sharing
CAE technology promises to resolve the mismatch between
high-end and low-end enterprises and improve the efficiency
of resource utilization.

Cloud CAE combines parametric modeling with finite-
element analysis and web technology. First, data are shared
among the software by means of secondary development
tools of related software and relevant CAE software mod-
ules. Next, parametric remote designs and an analysis plat-
form are constructed using web development technology
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(such as ASP.NET), component technology (such as Com-
ponent Object Model (COM) components and Java applets),
and database technologies (such as Structured Query Lan-
guage (SQL) servers) [7]. Specifically, users can perform
analyses and calculations on a group of remote high-
performance servers equipped with relevant commercial
computer-aided design (CAD) and CAE software and con-
struct a related integrated-design network platform that han-
dles internet requests from different users. The load balance
is maintained by real-time perceptual scheduling, enabling
remote calling by the end users at any time and place.

Theoretical researches on cloud CAE are numerous in
the literature. Cheng and Fen [12] proposed a three-tier dis-
tributed problem-solving environment for structural topology
optimization and pollutant-transport simulation in coastal
waters. Shi et al. [13] developed a tool for remote glass-
service providers. The tool comprises the master server, a job
scheduling program, a unit for simulating the pressing pro-
cess, and user interface modules. The collaborative modeling
and simulation platform of Wang et al. [14] includes the
infrastructure of the distributed communications, a mecha-
nism that runs the interaction, and an abstract representation
of the simulation systems. Hamri et al. [15] proposed a
new approach based on hybrid shape representation, which
reduces the gap between computer-aided design (CAD) and
CAE software. Using an improved sequential approxima-
tion optimization algorithm, an integrated commercial CAD
and CAE software greatly reduced the calculation cost [16].
Deng and Zhang [17] integrated heterogeneous CAE software
into a CAE application encapsulation template (CAE-APT)
technology for developing parallel CAE systems. Integrating
CAE and virtual reality technologies would create a simple
data exchange link between the two technologies, enabling
integrated engineering analysis tasks in an immersive envi-
ronment [18]–[20].

Considering the complexity of current objects,
Yu et al. [21] proposed a remote CAE collaborative design
system for complex products based on a design resource unit.
They enhanced the product analyzability in the mold design
process by an integrated CAD/CAE system [22]. Using an
integrated design system approach, Karayel et al. [23] estab-
lished a mixed-design environment that integrates artificial
intelligence methods, CAD/CAM technology, and technical
computing packages. Within this environment, they designed
a helical gear-one speed gearbox. A hybrid CAD and CAE
software platform enables tasks that are not possible in tra-
ditional design, such as the fast generation, exploration, and
evaluation of large design spaces with geometrically complex
solutions [24].

Using intelligent agent technology and Web services tech-
nology, Kuk et al. [25] managed and transferred cloud
CAE simulation data, thereby integrating various engineer-
ing resources distributed in different places. This approach
supports the collaboration and coordination of engineering
activities. Kim et al. [26] conceptualized Web Services for
CAD (WSC) for effective interactions based on XML files.

To improve the data reusability among different modules,
Gujarathi and Ma [27] built a common data model that uses
the parameter information required for both CAD model-
ing and CAE analysis. Jia et al. [28] effectively integrated
CAD, dynamic finite element analysis and fatigue analy-
sis. Their system supports data exchange and transmission
in multi-domain analyses, enabling integration and infor-
mation exchange of various software to a certain extent.
Xia et al. [29] proposed a unified representation archi-
tecture that resolves the incompatibility between a CAD
system and the data structure of a CAE system model.
By combining CAD and CAE into an organic entity, they
greatly reduced the redundancy in the grid-generated data.
Liu et al. [30] combined computer-aided circuit design with
CAD and CAE into a framework for the design, modeling and
optimization of fiber-reinforced plastic parts. Their frame-
work achieves multi-stage optimization in a semi-automated
manner. Ma et al. [31] extracted features from SolidWorks
and mapped them to a finite element analysis model in real-
time for parallel machine tools. Imaging methods and data
structures can provide large-scale cloud CAE services [32].
A service-oriented data exchange architecture for cloud-
based design and manufacturing can replace the traditional
functions of feature-based data exchange between heteroge-
neous CAD systems [33].

Within a framework that integrates commercial CAD/CAE
software, the design, analysis, and redesign processes are
automatic and seamless, removing the need to interact with
designers [34]. Yu et al. [35] investigated the integration and
dynamic dispatching methods of several commercial soft-
ware packages (Pro/E, HyfMype and ANSYS), and designed
an integrated system for railway vehicle bogies, which facil-
itates the design of complex products. Ma and Ling [36]
selected the most effective web services among various
alternatives using quality-of-service-aware scheduling with
real-time adaptive and countable parameters. Their system
maintains load balance, enabling remote access to the CAE
software anytime and anywhere. The quality and efficiency
of product design can be greatly enhanced by introduc-
ing knowledge-based design and multi-stage optimization
into the CAD/CAE integration technology [37]. Component-
reuse technology can improve the software productivity and
quality, and has achieved very good results.

The above literature review revealed the following five
main problems in current cloud CAE research.

(1) The research on web-based CAE technology is expand-
ing continuously, with most interest being on (i) integrating
distributed CAE resources and (ii) collaborative CAE [8], [9],
with a strong emphasis on theory. However, web-based appli-
cations of CAE software are relatively scarce [10], [11], and
most CAE studies investigate the analysis processes rather
than the complete analysis itself. Consequently, the technol-
ogy is not guaranteed to be practical.

(2) Current design platforms are intended mainly for either
simple small-scale products or parts of complex products and
are unsuitable for designing large-scale complex equipment.
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(3) Each link is designed independently, and the data trans-
mission and compatibility in the internet are poor. The data
integration or transfer is limited to simple cases, the cloud
data management is not perfect, and the data management
plan is incomplete.

(4) No analysis has yet considered the customer perspec-
tive: how to conduct online and offline analyses, upload
models, generate grids, and view and save results.

(5) Previous analyses were relatively simple and could not
simulate various models continuously.

To solve the aforementioned problems, the present paper
presents an integrated cloud-based CAE simulation system
for industrial service applications. Among its various func-
tions, the system generates the parts for the CAD model, sets
the material parameters and boundary conditions, constructs
the grid, and analyzes and post-processes the data to solve the
problem.

Within enterprises of all sizes, there is an urgent need
to establish a cloud CAE analysis system that is suitable
for less-experienced operators and that can analyze large-
scale equipment and its components. The system should
(i) offer a complete solution for preserving and managing
processing data, (ii) be applicable to many types of CAE
analysis in enterprises, and (iii) be closely integrated with
industrial applications. In addition, due consideration should
be given to usage pressures within the enterprise to ensure
that a sufficient number of designers can use the platform
simultaneously.

The present paper is organized as follows. After analyzing
the application and development of cloud CAE technology in
detail, an integrated cloud CAE simulation system for indus-
trial service applications, which can solve these problems,
is proposed based on modern mechanical design technology.
Sections 2 and 3 introduce the overall architecture of the
system and the key technologies. Sections 4 and 5 illustrate
the parametric-modeling and model-importing subsystems,
respectively. The system performance is tested and analyzed
in Section 6, and Section 7 concludes the study.

II. OVERALL ARCHITECTURE
As shown in Fig. 1, the overall architecture of the system is
divided into three parts, namely (i) user operation, (ii) remote
response, and (iii) results processing. Via the webpage on
the computer, the user-operation part remotely receives the
user’s instructions and tasks to be realized; it includes the
graphic parameter inputs, assistant professional-knowledge
query browsing, display and download requests for the
results, and similar items. The remote-response part is
based on the web server supported by an Internet Informa-
tion Services (IIS) server; it responds to user instructions
such as calling the server software for analysis, complet-
ing the analysis results, and waiting for data invocations.
The results-processing part performs the analysis, display,
storage, and download of the data through the program call
processing results, thereby satisfying the direct needs of
users.

FIGURE 1. Platform system architecture.

The system comprises two subsystems: the parametric
modeling subsystem and the model importing subsystem.
The analysis can be static, non-prestressedmodal, prestressed
modal, harmonic response, or transient. The main language
is an interpretive text language based on the ANSYS Para-
metric Design Language (APDL). The ANSYS command is
organized by APDL and the parameterized user program is
compiled to realize the whole process of the finite element
analysis.

The overall technical route is shown in Fig. 2. The main
parts are narrated below.

Remote ANSYS invocations are realized by remotely
invoking the ANSYS BATCH module. ANSYS is controlled
by APDL files, which can be written when the ANSYS
program is opened by VB.NET. The ANSYS software ver-
sion emphasizes the need to configure the environment and
correctly set up the work path.

APDL file generation part:
(1) The command flow of the parametric modeling sub-

system proceeds as follows: establish a new blank document
→ parameterize and assign the model→ establish the result-
saving path → parameterize the model APDL file → pre-
process the APDL file→ solve and post-process the APDL
file. The parameterized assignment part of the model is
inputted by the page and passed to the APDL file. The result-
saving path saves the analysis results under a folder dedi-
cated to the specific analysis type for users to call and view.
The APDL file of the parameterized model is the command
flow file generated after the model has been parameterized
in ANSYS. The assigned part is excluded by the original
command flow, and the preprocessing APDL file includes
the settings. The command-flow file determines the analysis
type, chooses the element type, sets the material parameters,
divides the grid, sets the boundary conditions, and loads the
APDL file. The solution and post-processing APDL file is
a command flow file that includes solving, generating and
invoking the specified analysis results.
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FIGURE 2. Technology roadmap.

(2) The command flow of the model importing subsystem
proceeds as follows: create a new blank document→ import
model command → save the results path → parameterize
analysis condition and input → edit model file name →
analyze, solve and post-process the APDL file. The model is
imported by different parts, not by repeating the above pro-
cess and parameterization of themodeling subsystem. Specif-
ically, the 3D entity model is imported into the background
server through the page. The file path is then extracted and
written into the command flow of ANSYS. The conditional
parameterization is analyzed by inputting the preprocessing
APDL file part to the parameterized modeling subsystem,
but with a higher (relative to the standard input procedure)
command flow of the grid partition type selection part. The
file name is extracted from the imported three-dimensional
entity model and written into a separate saved document.

(3) APDLfile generation depends on an important function
called FileOpen (). The output mode creates new documents
and writes content in the chosen writing style to the Open-
Mode mode. The Append mode writes overlapping content.
Both modes cooperate with the final implementation to gen-
erate a complete command-flow file.

(4) The command flow is not called as a whole, but is
written as separate parts. The reasons are as follows: first,
the parameterized part needs to transfer the parameters in real
time by inputting them to the page; second, each part needs
to be controlled by corresponding controls, and the separate
foreground page designs must cooperate to realize the whole
analysis. Third, for different types of analysis, the specific
contents of the command flow must be divided into several
parts while retaining the same write part. Different parts need
to establish other corresponding files.

(5) The two parts of the different analysis processes differ
in their order of writing the command flow of the APDL
file, the content of the command flow that implements the
analysis, and the saved contents of the result information.

III. KEY TECHNOLOGIES
A. REMOTE CALL ANSYS
To conduct a remote web-based call analysis, the remote
call interface of the ANSYS analysis component must be
connected correctly. For this purpose, an ANSYS Parametric
Design Language (APDL) file is written to the open ANSYS
program by VB, thereby controlling the ANSYS adequately.

(1) Configure ANSYS, select ANSYS Batch for Simula-
tion Environment, select ANSYS MultiPhsics for License,
set the working path and the input-and-output file path, click
Run to enable the Batch function with the background call
function.

(2) Edit the APDL file of parameterized parts.
(3) Retrieve the APDL file call by the following procedure:
Dim sss As String
Dim ttt As New Diagnostics.Process
sss = ‘‘-p ane3fl -dir C:\Program Files\ . . . \data -

j input -s read -l en-us -b -i C:\Program Files\ . . . \data
\input.txt -o C:\Program Files \ . . . \data \output.txt’’

ttt.StartInfo.FileName =‘‘C:\Program Files \ . . . \
ansys140.exe’’

ttt.StartInfo.Arguments = sss
ttt.Start()

Here, the variable SSS is the return value of VB calling
the ANSYS program, C:Program Files\\\\ ANSYS 140.exe
is the installation directory of ANSYS, -p ane3fl is the
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characteristic code of the ANSYS Multiphsics module,
-j represents the setting of the Job name of the ANSYS project
file, whose input will generate the input.db file in the project
directory, -i and –o denote the path of the input file and output
file, respectively, and the variable ttt mediates the access to
the remote process.

B. FILEOPEN () FUNCTION
The system pages include front-end display pages and back-
end function pages. The main functions must be implemented
by back-end function codes. Specific function codes are com-
piled for the CAE analysis process and the order of writing
the command flow during the APDL file generation. The
functionalities include (but are not limited to) page parameter
transfer, APDL file generation, and calling ANSYS inter-
faces. The important function FileOpen () is formatted as

FileOpen (1, filename, OpenMode.Output),
where ‘‘1’’is the file number, ‘‘filename’’ is the name of

the open file, and the MapPath () function returns the file
path. Optional modes for OpenMode are Append, Binary,
Input, Output, and Random. The Append mode opens in a
superimposed manner, with each write superimposed after an
existing file, or in other forms. All modes overwrite source
files and generate new files.

The following code implements some functions through
the FileOpen () function.

(1) Write the parameters passed by the page to the file.

Dim LA, LB, LC, DB, DC As String
Session(‘‘LA’’) = TextBox1.Text ! Passing page input

parameters to temporary memory
Session(‘‘LB’’) = TextBox2.Text
......
LA = Session(‘‘LA’’) ! Assigning parameter values in

temporary storage to variables
LB = Session(‘‘LB’’)
......
FileOpen(1, Server.MapPath(‘‘./data/input.txt’’), Open-

Mode.Output)
! New document, write data, and close after completion.
PrintLine(1, ‘‘LA =’’, LA)
PrintLine(1, ‘‘LB =’’, LB)
......
FileClose(1)

(2) Write the contents of an existing document to the file.

FileOpen(2, Server.MapPath(‘‘./data/Adress_jingtai.
txt’’), OpenMode.Binary)

Do While Not EOF(2)
s = LineInput(2)
PrintLine(1, s)

Loop
FileClose(2)

When file 1 is open, the above code opens file 2 under the
server. When file 1 is open, MapPath () path is using the Do
When () statement. Loop then writes all contents of file 2 into
file 1 in binary form, overlaying the contents of both files.

C. TIMER CONTROL AND TASK SCHEDULING
Depending on the load and usage, the remote connection
dispatch manager clusters the servers and dispatches the clus-
ters through the network, enabling remote calls of ANSYS
software by users. The user requests are queued by the order
of their arrival, and task completion is judged by the remote
connection dispatch manager (Fig.3).

Component CAE analysis is generally a time-intensive
process (requiring several hours), during which the analyst
cannot always manually refresh the page. Once the analysis
prompt is completed by a special program, the user is given a
page prompt, enabling timely access to the complete informa-
tion of the analysis and progression to other operations. The
task network scheduling involves the following processes:
perform regular page refreshes using the Timer control and
Update Panel control, which are added to the page, set the
refresh time with the Interval property, open and close the
Timer with the Enabled property at the beginning of the anal-
ysis and after the analysis prompt, respectively, and reduce
the additional burden of page running.

D. DATA PRESERVATION
The system saves and retrieves parts based on the CAE anal-
ysis. The saved information includes the basic information
of the parts, the CAE analysis parameters, and results of
the CAE analysis. The most important part is the database
operation, which performs the saving and retrieving.

The three categories of the saved information are described
below:

The basic information of parts includes the part name,
analysis software name, analysis type, analysis name, anal-
ysis time, and the two-dimensional and three-dimensional
drawings of the parts.

The information of the CAE analysis parameters includes
the element type, material name, elastic modulus, Poisson’s
ratio, material density, dimension parameter, mesh mode,
mesh grade, mesh size, and the constraint and load
descriptions.

The result document of the CAE analysis presents the
displacement and stress curves for each coordinate axis and
the whole system, the vibration mode diagram of each order,
the mesh quality diagram of the parts, and the strain diagram,
which is convenient for subsequently expanding the functions
of the system.

The files generated after the CAE analysis are saved
in a result-saving folder named by part name + analysis
type(Fig.4). The part name is manually input to the page
by the user, and the analysis type is selected from a popup
menu. The result-saving function of this system saves the
analysis result twice with the same part name, and the third
save replaces the first analysis result.

IV. PARAMETRIC MODELING SUBSYSTEM
The parametric modeling subsystem generates the entity
model in real time by calling ANSYS on the web. The main
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FIGURE 3. Task network scheduling.

processes are parameterization of the entity model, extraction
of the ANSYS analysis command flow, and remote calling of
the ANSYS and system page technologies.

A. PARAMETERIZATION OF ENTITY MODEL
To perform a CAE analysis of a given part but of different
sizes, one must parameterize the size of the solid model by
resizing the parameterized model. The parametric model is
established using the Unigraphics (UG) software, and its out-
puts are displayed in a spreadsheet. To ensure that changing a
parameter value then changes the associated part dimension,
there should be correspondence among (i) the parameter
name, (ii) the input expression of the parameter value, and
(iii) the corresponding parameter of the modeling operation.
Parts with a complicated structure should be simulated by a
UG modeling function; for example, a cycloid tooth profile
should be simulated by a point-fitting function.

B. EXTRACT THE APDL COMMAND FLOW
Once the entity model is parametrized, the necessary CAE
analysis types are selected. To illustrate the production pro-
cess of a parameterized command flow, we perform a static
analysis of the first axis of the cutting unit (Table 1).

The web parameter data are manually inputted through the
front-page function, and the APDL documents are written
by the back-end function. The save paths of the results are
designated by their paths and the result of each analysis type.

The modeling command flow, including the modeling of
the spur gears, involute splines and other parts, is extracted
from the analysis results of these parts in ANSYS. Differ-
ent analysis types require different boundary conditions and
material parameters. The parameters are input from the page
and expressed by their corresponding parameters. Transferred
data are represented in the form of the inputted Web parame-
ter part data. The parameters and contents of the five analysis
types are shown in Table 2.

The post-processing command flow extracts the different
analysis results by recognizing their different types, thereby
recovering the meaningful results of the analysis problem.
The analysis results extracted from the five analysis types are
shown in Table 3.The command flow of a non-prestressed
modal analysis can be generated in two ways. In the first
approach, the non-prestressedmodal analysis of the truncated
axis is carried out by classical ANSYS, and the ∗.log file
in the working path is extracted and processed. The second
approach alters the previously determined command flow
of the static analysis of the truncated axis. To convert the
loading position of the static analysis into a constraint for
the non-prestressing modal analysis, a command flow into
modal analysis, modal order definition, modal expansion
order and frequency range is added. The two approaches gen-
erate different outputs of the post-processing part. The first
method requires researchers to master the relevant instruc-
tions of the classical ANSYS analysis and the corresponding
command flow. Although this method achieves an accurate
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TABLE 1. The first axis of cutting unit static analysis command flow.

TABLE 2. Parameters contrast of the different analysis results.

result, it is difficult, time-consuming, and inefficient.
In contrast, the second method is convenient, fast, and eas-
ily mastered (requiring only the correct constrained position

and direction), but compromises the accuracy. Errors intro-
duced by this approach can lead to failure of the whole
analysis.
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TABLE 3. Results contrast of the different analysis type.

Changing the command flow of the non-prestress modal
analysis automatically alters the command flow of the pre-
stress modal analysis, because the two analyses differ only
by the presence or absence of prestress. In a static analysis,
the loading-force position in the prestress analysis changes
under the constraints imposed by the non-prestress analysis,
whereas the other parts are unchanged. A command flow for
prestress modal analysis is provided.

A harmonic response analysis requires a different com-
mand flow from that of the non-prestressed modal anal-
ysis. After solving the non-prestressed modal analysis,
the harmonic response analysis is carried out under relevant
pre-settings.

A transient analysis is more realistic than static analy-
sis because it accounts for the temporal load changes. The
command flow of a transient analysis cannot be directly
obtained by adjusting other types of command flow, so must
be extracted by first performing a correct transient analysis.
However, the main parts of the command flow can be derived
by a transient analysis of the command flow of the same part
with different constraints and load components.

For the convenience of user selection, the output results
of the post-processing part include not only the stress and
displacement nephograms, but also the unidirectional dis-
placement curves in the X, Y and Z directions, the three-
dimensional displacement contrast graphs, and the stress
curves. All curves display the results of the most dangerous
nodes on the parts. The displacement and stress curves show
the changes from the maximum displacement and maximum
stress change at the most vulnerable node, respectively.

V. MODEL IMPORTING SUBSYSTEM
The model importing subsystem constructs the solid model
using three-dimensional (3D) modeling software and uploads
it to the server. The model is then imported into ANSYS
by page instructions, and the subsequent CAE analysis is
completed as required.

A. MODEL IMPORTATION
The 3D modeling software builds the user-imported model
based on the design requirements of the key components,

including the structural and size requirements. Because the
modeling method and the definition format of the primitives
of the 3D CAD software are incompatible with ANSYS,
the model must be simplified by (i) removing the cham-
fering, (ii) modifying the small parts, and (iii) removing
interferences of the body, surface, lines, and other features.
Without these modifications, errors in the follow-up oper-
ation of ANSYS are inevitable. The model can be either
parameterized or not, but to ensure repeatability and scala-
bility, a parameterized model that facilitates size changes is
recommended.

1) FORMAT SUPPORTS
ANSYS software supports the direct import files UG, Pro/E,
CATIA, Parasolid and other software model formats, includ-
ing two intermediate formats (IGES and SAT).

The intermediate conversion format of IGES is:
IGESIN,’∗∗∗’,’igs’,’D: CAEAnalysis System\ CAEAnal-

ysis System \\\\\\\\\\\\\\\
where ∗ ∗ ∗ is the file name of the uploaded file, D:\

CAEAnalysis System\... is the file uploaded to the server’s
save path. After testing by the above instructions, this file is
uploaded to the server’s IGES model file and successfully
imported into ANSYS, where it completes the next CAE
analysis.

2) UPLOAD THE MODEL
The FileUpload control uploads the local model files to the
server and saves them to the path specified by the server.

B. EXTRACT THE APDL COMMAND FLOW
The command flow is extracted from ANSYS by the extrac-
tion method employed in the parametric modeling subsys-
tem, but the structures and contents of the APDL files differ
between the two extractions. Specifically, the different modes
of model generation require different modes of model gener-
ation and processing.

The CAE analysis command flow is shorter in the model
importing subsystem than in the parametric modeling sub-
system, mainly because in the former, the complex ANSYS
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TABLE 4. Comparison of parameters of different analysis types.

FIGURE 4. Flow chart of Results save and folder creation.

modeling command flow is replaced by part the import com-
mand flow. However, this part of the command flow is also
complex and divides into theWeb parameter input, the result-
saving path, the model import command, and preprocessing.
The main elements are the material parameter input, mesh
generation, constraint load and solution, and post-processing.
The solution and post-processing is accomplished by the
same command flow as the parametric modeling subsystem.

The web parameter needs to be manually input through the
page and written to the APDL document by the background
function. As the parameters must be manually input for the

five analysis types, the different analysis types are uniformly
named and inherit the same parameterized modeling subsys-
tem, accounting for the special functions added by the system.
The comparison of parameters is shown in Table 4.

Table 4 lists the parameters of C3 to C6 in the command
flow. Based on the function distributions of the preprocessing
material parameter inputs and the preprocessing grid settings,
the other parameters are written directly into the command
flow by the VB.NET program in the page background.

The preprocessing material parameter input takes the val-
ues of the material parameters that are directly inputted to
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FIGURE 5. Comparison of mesh selection methods.

TABLE 5. Commend flow contrast of the different meshing type.

the page, and writes them into the APDL command flow file
through the VB. NET program.

The elastic modulus (C1), Poisson’s ratio (C2) andmaterial
element selection values entered by the user are assigned
to variables, and the complete command flow is written
directly to the APDL file through the FileOpen () function.
The parameterized modeling subsystem transfers the values
of the parameterized variables through the command flow.
Before generating the command flow, the parameter values
are assigned to variables by instructions in the system. There-
fore, there is no parameter transfer in the input part of the
material parameters pre-processed in the generated command
flow.

C. GRID TYPE
As shown in Fig. 5, this system generates the chosen mesh
either automatically(intelligent mesh generation)or manu-
ally(manual mesh generation). Intelligent mesh generation
requires only the mesh density level; the text boxes of mesh
generation control and mesh size control are deactivated.
In contrast, when the user selects a free mesh or mapping
mesh and inputs the size control of the input grid, the text box
of the intelligent grid density level is deactivated. Manually
creating a uniform, dense, and high-quality grid will yield a
more accurate analysis result. Table 5 compares the command
flows of the different grid types.

D. GRID PREVIEW
To ensure that users understand intuitively the quality of the
grid partition, the system also previews the grid diagram of
the parts. By opening the preview window on the page, users

can modify the parameters until the grid is partitioned to the
required quality. Fig. 6 compares the meshing results of 23T
gears on (i) smart meshes of grades 3 and 10 and (ii) a 20-mm
free mesh. The grid quality is highest with the grade-3 smart
grid and relatively poor with the grade-10 smart grid.

VI. TEST OF THE SYSTEM PERFORMANCE
A. PERFORMANCE TESTING
A pressure test is among the most important tests of system
performance. Here, the pressure is tested in the actual net-
work environment after the system has been published on
the Internet (Table.6). The test verifies whether the system
can simultaneously respond to a large number of users, and
whether each user can transmit a large amount of personalized
data, such as CAE analyses of large parts. The results can be
downloaded for long-term use.

B. PARAMETER MODELING SUBSYSTEM
On the main page of the system, the user clicks the parame-
terized modeling subsystem to enter the parameterized mod-
eling subsystem page. The operation process of the system is
demonstrated on the sun wheel gear of the inner traction part
of a shearer. The sun wheel gear is entered to the CAE analy-
sis interface. The system CAE analysis proceeds through the
following steps:

1) STATIC ANALYSIS
The parameterized dimension values corresponding to the
parameterized two-dimensional drawings of the parts are
input to the CAD modeling part. The parameters recom-
mended in the text box of the input page provide a reference.
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FIGURE 6. Different meshing mode effect contrast of 23T gear. (a) Smart grid level 3. (b) Smart grid level 3. (c) Free mess
size 20.

TABLE 6. Performance test of system.

After inputting the values, the button that opens the CAE
analysis section changes from gray to black (that is, becomes
clickable by the user).

The appropriate analysis type is selected by sliding the
mouse to the left or right. The static analysis page is dis-
played by default. A static analysis requires the relevant
parameters of the CAE analysis (the elastic modulus, Pois-
son’s ratio, and other mechanical properties). Based on the
recommended values in the text box of the page reference,
the user is presented with hints in the middle of the page
after completing the input. When the gray button of the CAD
modeling part turns black, the user can click refresh, as shown
in Fig.7.

When the CAE analysis is completed and a new page
prompt appears, the user clicks the button that releases the
result-display buttons. All buttons of the result operation then
change from gray to operational black. The user can now
display page calls, and download and save the CAE analysis
results.

When the user clicks on the results display section, a sep-
arate analysis-result display page pops up. Clicking on the
button will pop-up the download window on this page,
as shown in Fig.8.

By clicking on the associated buttons, the user then pops-
up the saved result page, and saves the result of the CAE
analysis.

After clicking the reload button, the page is reloaded, and
the parameters can be changed for a re-analysis.

Clicking the return button restores the next level, that is,
the parameterized modeling subsystem, on the page.

2) NON-PRESTRESSED MODAL ANALYSIS
After a modal analysis without prestressing, the interface is
displayed by refreshing the page.

The trigger results (viewed by clicking) are consistent with
the static analysis. When clicked, another button displays
the modal shapes of the inputted order on a new page.
Fig.9 show the first four-order modal shapes selected for
display. The next-order modal shape is viewed by clicking
on a picture or on the scroll bar underneath.

As the prestressed modal analysis and harmonic response
analysis belong to the same analysis type as the non-
prestressed modal analysis, the interface styles and result
calls of all three analyses are very similar, but the pages of the
parameter input parts differ slightly among the three contents.
This difference is not elaborated here.

VOLUME 7, 2019 21439



J. Xie et al.: Integrated Cloud CAE Simulation System for Industrial Service Applications

FIGURE 7. CAE Analysis interface of Sun gear.

3) TRANSIENT ANALYSIS
The transient analysis completes the interface displayed after
a refresh. The trigger result (viewed by clicking) is consistent
with the static analysis. Another button pops-up the page dis-
playing the interface of the displacement diagram generated
under the settings, as shown in Fig.10.

The equivalent stress diagram is displayed on a separate
pop-up page.

C. MODEL IMPORTING SUBSYSTEM
From the main page of the system, the user clicks
‘‘model importing subsystem’’ to open the model importing

subsystem page. Taking the design of the transmission gear
of the cutting part of the shearer as an example to analyze,
the analysis interface is shown in Fig.11.

The user clicks on the sixth-shaft of the external trac-
tion unit and enters the sixth-shaft CAE analysis inter-
face. The system CAE analysis proceeds by the following
steps:(Fig.12)

The system displays the transient analysis page by
default (Fig.13).

(1) The user clicks the associated button, selects the file
with the specified path, and displays the file name. Clicking
the button again will upload the file to the server. Files
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FIGURE 8. Results of static analysis. (a) Grid graph. (b) Stress nephogram.
(c) Displacement nephogram. (d) Save Results.

FIGURE 9. Results of Non-prestressed modal analysis. (a) First-order
modal analysis results. (b) Two-order modal analysis results.
(c) Three-order modal analysis results. (d) Four-order modal
analysis results.

that meet the file format and file size requirements will be
prompted for uploading to the server.

(2) The user clicks on the drop-down list box of unit
types, and selects a required material unit type. Among the
solid parts, the system prefers the SOLID185, SOLID186,

FIGURE 10. Results of transient analysis. (a) Force diagram of transient
analysis. (b) Stress analysis and starin diagram for transient analysis.

and SOLID187 units. Two input parameters are required: the
elasticity modulus and Poisson’s ratio.

(3) The user selects the grid partition method in the
drop-down list box of grid types, inputs the corresponding
parameter values, and clicks on the grid pre-partition, thereby
activating the button on the right image-preview box. Click-
ing this button displays the pre-partitioned grid quality. If the
quality is unsatisfactory, the parameters can be modified and
the grid re-partitioned until the standard are met.

After entering the loading force, the user clicks the button
to start the CAE analysis and solve the problem. When the
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FIGURE 11. Interface of model importing subsystem.

prompt changes, the user clicks the button that activates the
result section, and all buttons of the result operation change
from gray to black. The user can now display page calls, and
download and save the CAE analysis results.

D. TEST CONCLUSION
Opening a browser on any client allows the system to be
entered normally, a CAE analysis of the key components to be
realized on theweb, and the analysis results to be displayed on
the page. The meaningful analysis results can be saved to the
database without the support of the ANSYS software or the
database SQL server, thereby ensuring the system’s extensive
application and operational independence. The test results
show that the function modules of the system are integrated
effectively, the design style of the system pages is unified,

the interface is friendly, the links between pages are quick
and accurate, the function calculation results are correct and
reliable, and the software requirements for CAE analysis can
be realized by users, therebymeeting the design expectations.

E. DISCUSSION
Many equipment manufacturing enterprises and design insti-
tutes have welcomed this platform after it was the imple-
mented therein, and obvious economic benefits have been
achieved. It has good application prospects to improve design
efficiency, reduce production costs, shorten the development
cycle of new products, promote enterprise knowledge inno-
vation, improve the design environment, and improve the
technological innovation ability and market competitiveness
of application enterprises. In SMEs in the field of mechanical
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FIGURE 12. Interface of model importing subsystem.

FIGURE 13. Results of transient analysis of model importing subsystem. (a) Stress curve chart of
transient analysis result. (b) Displacement curve chart of transient analysis result.

manufacturing in particular, the technical force is relatively
weak. However, the technical services provided by the present
design platform can be used to carry out the design and

CAE analysis of mechanical products without the need for a
thorough understanding andmastery of modern design theory
and methods.
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VII. CONCLUSIONS
The main conclusions are as follows:

(1) The system generates an APDL command flow for
the parameterized model by extracting a CAD parameterized
entity model + ANSYS combination, and it regulates the
generated sub-modules of the command flow. The system
has an effective human–computer interface, and it considers
the problem from a user perspective. Because all links can
be processed in the cloud, the proposed CAE analysis is
applicable to industry.

(2) Because of the complex large-scale equipment
design—including parametric-modeling and model-
importing subsystems—a single component of the CAE
analysis process can be analyzed in various ways.

(3) By means of its complete data management and inter-
action solution, the system properly allocates and uses the
resources of the group server, improves the efficiency of use,
and selectively saves the results of the CAE analysis to the
database.

This effectively improves the research and development
ability of an enterprise regarding its products. The function
is more perfect, more problems are found in the use process,
and positive improvements are made. The next goals are
to (i) continue to integrate all the various types of design
resources and process data within the enterprise and (ii) inte-
grate with other functions in a wider and more application to
further develop the internet+ enterprise design.

REFERENCES
[1] R. Dekkers and H. Kühnle, ‘‘Appraising interdisciplinary contributions to

theory for collaborative (manufacturing) networks: Still a long way to go?’’
J. Manuf. Technol. Manage., vol. 23, no. 8, pp. 1090–1128, 2012.

[2] L. Zhi, X. Jin, Y. Cao, X. Zhang, and Y. Li, ‘‘Conception and implemen-
tation of a collaborative manufacturing grid,’’ Int. J. Adv. Manuf. Technol.,
vol. 34, nos. 11–12, pp. 1224–1235, Nov. 2007.

[3] R. Kretschmer, A. Pfouga, S. Rulhof, and J. Stjepandić, ‘‘Knowledge-
based design for assembly in agile manufacturing by using data mining
methods,’’ Adv. Eng. Inform., vol. 33, pp. 285–299, Aug. 2017.

[4] C. Li, S. Wang, L. Kang, L. Guo, and Y. Cao, ‘‘Trust evaluation model
of cloud manufacturing service platform,’’ Int. J. Adv. Manuf. Technol.,
vol. 75, nos. 1–4, pp. 489–501, Oct. 2014.

[5] X. F. Zha, ‘‘AWeb-enabled open database system for design and manufac-
turing of micro-electro-mechanical systems (MEMS),’’ Int. J. Adv. Manuf.
Technol., vol. 32, nos. 3–4, pp. 378–392, Mar. 2007.

[6] X. Liu, Q. He, X. Qiu, B. Chen, and K. Huang, ‘‘Cloud-based computer
simulation: Towards planting existing simulation software into the cloud,’’
Simul. Model. Pract. Theory, vol. 26, no. 6, pp. 135–150, Aug. 2012.

[7] Y. Xu, L. C. Hu, W. Zeng, and B. Jin, ‘‘Web-service-based parametric
design reuse for parts,’’ Int. J. Adv. Manuf. Technol., vol. 46, nos. 5–8,
pp. 423–429, Jan. 2010.

[8] Y. Wang and X. L. Yu, ‘‘Research on distributed cooperative CAE analysis
platform construction,’’ in Proc. 2nd IEEE Int. Conf. Comput. Sci. Inf.
Technol., vol. 8, Oct. 2009, pp. 244–247.

[9] X. Y. Wang, X. Ni, Z. Wang, and Y. Lu, ‘‘Research on the CAD/CAE
integrated system for mass customization,’’ in Proc. Int. Conf. Web Inf.
Syst. Mining, vol. 2, Oct. 2010, pp. 22–25.

[10] G. Chen, ‘‘Research on visual modeling tool based on WEB,’’
Ph.D. dissertation, Dept. Mech. Eng., Huazhong Univ. Sci. Technol.,
Wuhan, China, 2009.

[11] W. C. Weng, ‘‘Web-based post-processing visualization system for finite
element analysis,’’ Adv. Eng. Softw., vol. 42, no. 6, pp. 398–407, Jun. 2011.

[12] H.-C. Cheng and C.-S. Fen, ‘‘A Web-based distributed problem-solving
environment for engineering applications,’’ Adv. Eng. Softw., vol. 37, no. 2,
pp. 112–128, Feb. 2006.

[13] S. Shi, G. Zhang, Y. Rao, and Y. Zhang, ‘‘A Web-based remote simulation
system for the glass pressing process,’’ Simul, vol. 84, no. 1, pp. 27–40,
Jan. 2008.

[14] H. Wang, A. Jhonson, H. Zhang, and S. Liang, ‘‘Towards a collaborative
modeling and simulation platform on the Internet,’’ Adv. Eng. Inform.,
vol. 24, no. 2, pp. 208–218, Apr. 2010.

[15] O. Hamri, J. C. Léon, F. Giannini, and B. Falcidieno, ‘‘Software environ-
ment for CAD/CAE integration,’’ Adv. Eng. Softw., vol. 41, nos. 10–11,
pp. 1211–1222, Oct./Nov. 2010.

[16] D. Wang, F. Hu, Z. Ma, Z. Wu, and W. Zhang, ‘‘A CAD/CAE integrated
framework for structural design optimization using sequential approxima-
tion optimization,’’ Adv. Eng. Softw., vol. 76, no. 3, pp. 56–68, Oct. 2014.

[17] Z. Deng and J. Zhang, ‘‘A Cloud Platform for CAE Simulation in Super-
computing Enviroment,’’ in Proc. Int. Conf. Intell. Netw. Collaborative
Syst., Sep. 2016, pp. 49–52.

[18] L. Barbieri, F. Bruno, F. Caruso, andM.Muzzupappa, ‘‘Innovative integra-
tion techniques between virtual reality systems and CAx tools,’’ Int. J. Adv.
Manuf. Technol., vol. 38, nos. 11–12, pp. 1085–1097, Oct. 2008.

[19] H. Graf, ‘‘A ‘change ′n play’ software architecture integrating CAD, CAE
and immersive real-time environments,’’ in Proc. 12th Int. Conf. Comput.-
Aided Design Comput. Graph., Sep. 2011, pp. 3–10.

[20] D. Chotrov and S. Maleshkov, ‘‘Simultaneous bidirectional geometric
model synchronization between CAD and VR applications,’’ in Advances
in Visual Computing (Lecture Notes in Computer Science), vol. 8034,
G. Bebis, Ed. Berlin, Germany: Springer, 2011.

[21] J. Yu, J. Cha, Y. Lu, and Y. Zhuang, ‘‘A remote CAE collaborative design
system for complex product based on design resource unit,’’ Int. J. Adv.
Manuf. Technol., vol. 53, nos. 9–12, pp. 855–866, Apr. 2011.

[22] I. Matin, H. Hadzistevic, J. Hodolic, D. Vukelic, and D. Lukic,
‘‘A CAD/CAE-integrated injection mold design system for plastic prod-
ucts,’’ Int. J. Adv. Manuf. Technol., vol. 63, nos. 5–8, pp. 595–607,
Nov. 2012.

[23] D. Karayel, S. S. Ozkan, and F. Vatansever, ‘‘Integrated knowledge-based
system for machine design,’’ Adv. Mech. Eng., no. 3, pp. 1–2, Jan. 2013,
Art. no. 702590.

[24] M. A. Zboinska, ‘‘Hybrid CAD/E platform supporting exploratory archi-
tectural design,’’ Comput.-Aided Des., vol. 59, pp. 64–84, Feb. 2015.

[25] S. H. Kuk, N. Oh, H. S. Kim, J. K. Lee, and S. W. Park, ‘‘An e-engineering
framework based on service-oriented architecture and agent technologies,’’
Comput. Ind., vol. 59, no. 9, pp. 923–935, Aug. 2008.

[26] B. C. Kim, D. Mun, and S. Han, ‘‘Retrieval of CAD model data based on
Web Services for collaborative product development in a distributed envi-
ronment,’’ Int. J. Adv. Manuf. Technol., vol. 50, nos. 9–12, pp. 1085–1099,
Oct. 2010.

[27] G. P. Gujarathi and Y. S. Ma, ‘‘Parametric CAD/CAE integration using
a common data model,’’ J. Manuf. Syst., vol. 30, no. 3, pp. 118–132,
Aug. 2011.

[28] M. W. Jia, G. Ding, S. Qin, R. Li, and Y. He, ‘‘Research of design
and analysis integrated information modeling framework for multibody
mechanical system: With its application in the LHD design,’’ Int. J. Adv.
Manuf. Technol., vol. 66, nos. 9–12, pp. 2107–2122, Jun. 2013.

[29] Z. Xia, Q. Wang, Y. Wang, and C. Yu, ‘‘A CAD/CAE incorporate software
framework using a unified representation architecture,’’ Adv. Eng. Softw.,
vol. 87, pp. 68–85, Sep. 2015.

[30] J. Liu, Y. Ma, J. Fu, and K. Duke, ‘‘A novel CACD/CAD/CAE integrated
design framework for fiber-reinforced plastic parts,’’ Adv. Eng. Softw.,
vol. 87, no. 4, pp. 13–29, Sep. 2015.

[31] Y. Ma, W. Niu, Z. Luo, F. Yin, and T. Huang, ‘‘Static and dynamic
performance evaluation of a 3-DOF spindle head using CAD–CAE inte-
gration methodology,’’ Robot. Comput.-Integr. Manuf., vol. 41, pp. 1–12,
Oct. 2016.

[32] Y. Ihara, G. Hashimoto, and H. Okuda, ‘‘Web-based integrated cloud CAE
platform for large-scale finite element analysis,’’ Mech. Eng. Lett., vol. 3,
pp. 1–8, Aug. 2017. doi: 10.1299/mel.17-00520.

[33] Y. Wu, F. He, D. Zhang, and X. Li, ‘‘Service-oriented feature-based data
exchange for cloud-based design and manufacturing,’’ IEEE Trans. Ser-
vices Comput., vol. 11, no. 2, pp. 341–353, Mar./Apr. 2018.

[34] H. S. Park and X. P. Dang, ‘‘Structural optimization based on CAD–CAE
integration and metamodeling techniques,’’ Comput.-Aided Des., vol. 42,
no. 10, pp. 889–902, Oct. 2010.

[35] J. Yu, J. Cha, Y. Lu, W. Xu, and M. Sobolewski, ‘‘A CAE-integrated dis-
tributed collaborative design system for finite element analysis of complex
product based on SOOA,’’ Adv. Eng. Softw., vol. 41, no. 4, pp. 590–603,
Apr. 2010.

21444 VOLUME 7, 2019

http://dx.doi.org/10.1299/mel.17-00520


J. Xie et al.: Integrated Cloud CAE Simulation System for Industrial Service Applications

[36] S. Ma and T. Ling, ‘‘A Web service-based multi-disciplinary collaborative
simulation platform for complicated product development,’’ Int. J. Adv.
Manuf. Technol., vol. 73, nos. 5–8, pp. 1033–1047, Jul. 2014.

[37] J. Wang et al., ‘‘A CAD/CAE-integrated structural design framework
for machine tools,’’ Int. J. Adv. Manuf. Technol., vol. 91, nos. 1–4,
pp. 545–568, Jul. 2017.

JIACHENG XIE received the B.Eng., M.Eng., and
Ph.D. degrees from the Taiyuan University of
Technology, Taiyuan, China, in 2012, 2015, and
2018, respectively, all in mechanical engineering,
where he is currently a Lecturer in mechanical
engineering. He has done many works mainly
associated with virtual reality and modern design
in coal mine equipment, such as virtual assem-
bly and simulation system of mining, driving, and
transporting equipment.

XUEWEN WANG is currently a Full Professor of
mechanical engineering with the Taiyuan Univer-
sity of Technology, Taiyuan, China. He has con-
ducted a lot of national and provincial research
projects. He has supervised a lot of master’s and
Ph.D. students. His research interests includemod-
ern mechanical design theory and method, virtual
reality design of mechanical product, and mechan-
ical CAD/CAE.

ZHAOJIAN YANG is currently a Full Professor of
mechanical engineering with the Taiyuan Univer-
sity of Technology, Taiyuan, China. He has held
various positions in both the academic and the
administrative field and has conducted a lot of
national and provincial research projects. He has
supervised a lot of master’s and Ph.D. students.
His research interests include modern mechanical
design theory and method, mechanical equipment
status monitor and fault diagnosis, and mechanical
dynamics.

SHANGQING HAO is currently a Professor-
Level Senior Engineer of mechanical engineering
with Taiyuan Mining Machinery Group Co., Ltd.,
Taiyuan, China. He has held various positions in
both the academic and the administrative field and
has conducted a lot of national and provincial
research projects. He has been engaged in profes-
sional technology and management work in the
field of coal mine machinery for a long time.

VOLUME 7, 2019 21445


	INTRODUCTION
	OVERALL ARCHITECTURE
	KEY TECHNOLOGIES
	REMOTE CALL ANSYS
	FILEOPEN () FUNCTION
	TIMER CONTROL AND TASK SCHEDULING
	DATA PRESERVATION

	PARAMETRIC MODELING SUBSYSTEM
	PARAMETERIZATION OF ENTITY MODEL
	EXTRACT THE APDL COMMAND FLOW

	MODEL IMPORTING SUBSYSTEM
	MODEL IMPORTATION
	FORMAT SUPPORTS
	UPLOAD THE MODEL

	EXTRACT THE APDL COMMAND FLOW
	GRID TYPE
	GRID PREVIEW

	TEST OF THE SYSTEM PERFORMANCE
	PERFORMANCE TESTING
	PARAMETER MODELING SUBSYSTEM
	STATIC ANALYSIS
	NON-PRESTRESSED MODAL ANALYSIS
	TRANSIENT ANALYSIS

	MODEL IMPORTING SUBSYSTEM
	TEST CONCLUSION
	DISCUSSION

	CONCLUSIONS
	REFERENCES
	Biographies
	JIACHENG XIE
	XUEWEN WANG
	ZHAOJIAN YANG
	SHANGQING HAO


