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ABSTRACT One important issue when multiple cooperating electronic combat air vehicles (ECAVs) are
used to generate phantom radar tracks in a radar network is the position inaccuracy, which is the fundamental
reasons for the difference between a phantom track and a real track. According to this difference, a radar
network can recognize the phantom track from the real target track. In order to solve this problem, first,
two kinds of phantom tracks in three-dimensional space are developed from the generalized kinematic
framework. Then, the effect of the inaccuracies of radar position and ECAVs position to the phantom track
is considered in detail. Finally, the beam rider guidance method is used to compensate the track deviation.
The scenario of phantom track generation and the influence factors of the maximum position deviation is
simulated and analyzed particularly. The simulation results show that the deviation compensation method
can reduce the recognition rate of the phantom track effectively.

INDEX TERMS Electronic combat air vehicles, radar network, phantom tracks, deviation compensation.

I. INTRODUCTION
Radar network system employing multiple, widely dis-
tributed stations have been shown to offer significant
advantages over monostatic radar in various aspects of radar
applications, such as moving target detection, direction find-
ing and target localization, which poses a great threat to
the stealth airplane, low altitude attack, and anti-radiation
missile [1]–[5]. Radar phantom track generation by a group
of cooperating ECAVs has received increased attention in the
recent past. The phantom track can seduce the radar network
to detect and track the motion of an air vehicle that does not
actually exist and reduce the correct recognition rate of the
target [6], [7].

The concept for generating coherent radar phantom tracks
using cooperating vehicles was introduced in [8], which
considered two different problems. Subsequently, the flyable
ranges for an ECAV for the same class of phantom tracks
were developed by Keith et al. [9] and generalized bounds
were presented for initial conditions. Maithripala and Jaya-
suriya [10] presented a control algorithm for an ECAV team
where kinematic constraints on the ECAV dynamic system
were translated to constraints on the phantom point. The
evolving phantom track in turn generated the actual controls
on the ECAVs so that ECAVs had flyable trajectories. Subse-
quently, the authors generalized the control algorithm to three
dimensions. The necessary and sufficient conditions were

extended to ECAV’s state, speed, and curvature constraints,
and developing an algorithm capable of generating trajecto-
ries online and in real-time [11]. Recently, the optimal ECAV
and coherent phantom trackmission are designed considering
high dimensionality and kinematic, dynamics, and geometric
constraints [12]–[14].

The phantom track deception mission is of strict demands
because of its cooperation and dynamics, and geometric con-
straints. As a result, the target parameter and the environment
are often idealized and analyzed in two-dimensional (2-D),
when researching on the phantom track. Developing an effec-
tive phantom track deception capability in three-dimensional
(3-D) space is of interest because it is challenging scien-
tifically [15]–[17]. Phantom target trajectories for unlimited
time deception were generated by Ratnoo and Shima [18], but
the kinematic relations for generating the phantom track was
presented in 2-D. Beyond that, the conditions for the finite
time phantom track were not addressed further. Dhananjay
and Ghose [19] designed the phantom track in a vertical plane
by using the projected positions of the radar locations, the
radar deception problem is extended to 3-D and noncollinear
radars. In this paper, we deduce the 3-D constraint condition
of the control parameters for the ECAVs, then design the real-
time trajectories for the different missions.

The above research mainly considers the optimal con-
trol problem of the phantom track. However, there is little
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research has been done on how to maintain the survival
and interference effects of the phantom track after taking
countermeasures on radar network.

Another important issue of the phantom track is the effect
of the position inaccuracy [20], [21]. The radar network can
recognize the phantom track according to the difference in
spatial distribution property between the phantom track and
the target track. From the former analysis, we have known
that most of the existing work has addressed the problem
in ideal condition. In fact, it is inevitable that there are the
inaccuracies of radar position and ECAVs position which are
obtained through electronic reconnaissance.

The major contributions of this paper are mainly in the
following aspects:

1. The phantom track deception mission is of strict
demands because of its high dimensionality and
dynamics, and geometric constraints. As a result,
the target parameter and the environment are usually
analyzed in (2-D) space, which can’t reflect the real-
ity. Extending these conditions for 3-D scenarios is
challenging. Therefore, we take the true environment
into account and build a more realistic phantom track
deception scenario under complex 3-D space.

2. By analyzing the dynamic constraints of the path con-
trol parameter (PCP), the state and control vectors in
the dynamics models of the phantom track generation
can be represented by a single degree of freedom vec-
tor and thus eases the optimization problem. Further,
it is shown that phantom tracks for specific missions
like infinite time deception and finite time deception
can also be generated using the proposed kinematic
framework.

3. Another unaddressed issue in phantom target genera-
tion is the inevitable position inaccuracies, which is
the fundamental reasons for the difference between
phantom track and real track. We analyze the effect
of the inaccuracies to the phantom track in detail and
propose a deviation compensation for the inaccuracies.
The technology of deviation compensation also makes
it possible to reach a deception formation from any
given initial ECAV position configuration.

4. Association testing used by centralized and distributed
radar network based on the difference in spatial dis-
tribution property between the phantom track and the
target track are derived. The comparative results of
the association testing with/without deviation compen-
sation control are simulated in detail at last, and the
results show that the technology of deviation compen-
sation can reduce the recognition rate of the phantom
track effectively.

In my previous article [22], some methods have been pro-
posed to solve the existing problems at present. This work
extends the phantom track problem discussed in [18] to 3-D
and distributed radar network.

The paper is organized as follows. Two phantom track gen-
eration methods of infinite time and finite time are proposed

in Section II. In Section III, the effect of the inaccuracies of
radar position and ECAVs position to the phantom track is
considered, which is based on the problem formulation. The
ECAVmay off the desired initial position, and we need to use
a beam rider guidance law [23] with lead compensation to
correct its position error. Therefore, we extend the deviation
compensation in [18] to 3-D, and the flight-control system
using beam rider guidance commands is given in Section IV.
Theoretical analysis and computer simulation justify the
validity and efficiency in Section V. Finally, Section VI con-
cludes the paper.

II. PROBLEM FORMULATION AND MODEL DESCRIPTION
A. PROBLEM FORMULATION
This paper addresses the control of a group of ECAVs gener-
ating phantom tracks to deceive a radar network. The ECAVs
are stealthy and can use range delay deception to deceive a
radar network. The problem is to design a realistic phantom
track for radar network that ensures the existence of a fea-
sible solution for the ECAV trajectory for the entire mission
duration.

Range deception of radar network using electronic combat
air vehicles is actually one of many tactics that could be
employed for electronic attack (EA) in an electronic war-
fare (EW) scenario. ECAVs receive the pulses from the radar,
storing them, and then sending back with a certain time delay
so that the radar receives the false pulses and sees a phan-
tom target at a range beyond the truth. If multiple vehicles
coordinate their positions and delays, the phantom points will
converge and the radar network will be deceived. Through
coordinated trajectory planning, the vehicles can make this
phantom point move in a phantom trajectory [19], [24].

FIGURE 1. Phantom track generation through ECAVS.

Fig. 1 illustrates how three ECAVs could cooperatively
create a single phantom track to deceive a network of three
radars by using range-delay techniques.

The following assumptions are made in the problem for-
mulation where the ECAVs have to meet in order to generate
phantom track.
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1. Each ECAV is in the line of sight (LOS) joining the cor-
responding radar location to the phantom position. That
is to say, the creation of the phantom track is through
main-lobe deception using range delay techniques.

2. ECAVs are mass-less and their states are completely
observable.

3. Both the phantom track as well as the ECAVs will have
constrained dynamics, and the ground radar locations
are fixed.

B. PHANTOM TRACK DYNAMICS
The case of a single ECAV engaging a single radar was
discussed in Dhananjay and Ghose [19], we analyze the
movement of the ECAV along the LOS. We define the PCP,
p = r/R, where r is the distance of the ECAV from the radar
and R is the distance of the phantom from the same radar.
In 2-D, the engagement geometry is shown in Fig. 2. Let ‘·’
denote the differential form of a factor.

FIGURE 2. ECAV and phantom target variables in 2-D.

As the phantom target is generated along the LOS, the LOS
angular rate as expressed in terms of individual ECAV and
phantom target kinematics must be identical, that is

8̇ =
vT sin(9T −8)

R
=
vE sin(9E −8)

r
(1)

p = r/R, 0 < p < 1 (2)

where 8 is the LOS angle, 9 is the course angle of ECAV
or phantom target, v is the speed of ECAV or phantom target.
Subscripts E and T denote ECAV and phantom target respec-
tively. It should be noted that we only consider the situation
0 < p < 1 for 0 < r < R. When p ≥ 1 for 0 < R < r ,
the phantom track generation method proposed in this article
is also suitable. Differentiating (2) with respect to time t ,
we get

ṗR+ pṘ = ṙ = vE cos(9E −8) (3)

From (1), we have

pvT sin(9T −8) = vE sin(9E −8) (4)

Squaring and adding (3) and (4), simplifying the result we
can get a quadratic equation in ṗ as

R2ṗ2 + 2RṘpṗ+ p2v2T − v
2
E = 0 (5)

Solving for ṗ, we have

ṗ =
−pṘ±

√
(pṘ)2 + K1

R
(6)

where

K1 = v2E − p
2v2T (7)

Now we want to extend the radar deception problem
to 3-D. The engagement geometry in 3-D is shown in Fig. 3. θ
and φ are the azimuth angle and elevation angle from radar to
ECAV or to the phantom target. α and β are the heading angle
and flight path angle of the velocity vector. The basic dynamic
equations of the phantom target are obtained as follows

ẋT = vT cosβT cosαT
ẏT = vT cosβT sinαT
żT = vT sinβT (8)

FIGURE 3. ECAV and phantom target variables in 3-D.

The equations in Cartesian coordinate transformed into the
equations of motion in polar coordinate by using rotation
matrix. Ṙ
Rθ̇ cosφ
Rφ̇


=

 cosφ cos θ cosφ sin θ sinφ
− sin θ cos θ 0

− sinφ cos θ − sinφ sin θ cosφ

 ẋTẏT
żT

 (9)

Using (8) in (9) leads to

Ṙ = vT (cosφ cos θ cosβT cosαT + cosφ sin θ cosβT sinαT
+ sinφ sinβT )
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θ̇ =
vT

R cosφ
(− sin θ cosβT cosαT + cos θ cosβT sinαT )

φ̇ =
vT
R
(− sinφ cos θ cosβT cosαT − sinφ sin θ

× cosβT sinαT + cosφ sinβT ) (10)

The equations of motion for the ECAV are similar to the
phantom dynamics. According to Eq. (10), we get

ṙ = vE (cosφ cos θ cosβE cosαE + cosφ sin θ cosβE
× sinαE + sinφ sinβE )

θ̇ =
vE

r cosφ
(− sin θ cosβE cosαE + cos θ cosβE sinαE )

φ̇ =
vE
r
(− sinφ cos θ cosβE cosαE − sinφ sin θ cosβE

× sinαE + cosφ sinβE ) (11)

According to the solution method of ṗ in (6). Using (3),
(10) and (11), the result of quadratic equation in ṗ can be
deduced that

ṗ =
−pṘ±

√
(pṘ)2 + K2

R
(12)

where

K2 = v2E [(cosβE )
2(cos(θ − αE ))2 + (sinβE )2]

− p2v2T [(cosβT )
2(cos(θ − αT ))2 + (sinβT )2] (13)

From (7) and (13), we can see that the result of ṗ in 2-D
is a special solution of the equation in 3-D. Therefore the
kinematic conditions for the feasible phantom track by a
group of ECAVs in 3-D will be presented especially in the
next.

C. TWO GENERATING METHORDS OF PHATOM TRACKS
Time of deception is an important aspect of the mission.
By analyzing (12) and (13), kinematic conditions for gener-
ating the two continuous phantom tracks are presented.

1) INFINITE TIME PHANTOM TRACK
According to (12) and (13), in order to generate an infinite
time phantom track, that is, after a certain time t0, ṗ = 0
during 0 < p < 1. The control parameters in (12) should
satisfy

αT = αE = θ (14)

p = vE/vT (15)

(14) is used to ensure that the ECAV and phantom target
are in two parallel planes. (15) is used to ensure that the two
planes always maintain a certain distance. However, there
is a hidden condition here because the choice of the ‘‘±’’
sign in (12) is related to the plus-minus sign of the ṙ . When
ṙ > 0 the ‘‘+’’ sign in (12) will be used. When ṙ < 0 the
‘‘−’’ sign in (12) will be used. Therefore, in order to make
ṗ = 0, the signs of Ṙ and ṙ must be the same, i.e. the angle of
the ECAV’ velocity vector and the phantom target’s velocity
vector (relative to current LOS) are both greater than 90◦ or
less than 90◦ at the same time. As a result, the parameters

R and r can increase or decrease synchronously. However,
when Ṙ and ṙ are negative at the same time, r is constantly
decreasing, which will lead to a collision of the ECAV with
the radar. Therefore, if you want to continuously generate the
phantom track, it is desirable that Ṙ > 0 and ṙ > 0.

Based on the above analysis, the conditions for generating
the infinite time phantom track are

Ṙ > 0, ṙ > 0, αT = αE = θ, p = vE/vT (16)

where Ṙ > 0, ṙ > 0 is used to avoid a collision of the ECAV
with the radar, αT = αE = θ is used to ensure that the ECAV
and phantom target are in two parallel planes, p = vE/vT is
used to ensure that the two planes always maintain a certain
distance.

2) FINITE TIME PHANTOM TRACK
In the practical application, the condition of the infinite time
phantom track is pretty harsh, which is usually not necessary.
Next, kinematic conditions for generating the finite time
phantom track are considered.

When αT = αE = θ , the solution of (12) to exist must
satisfy

(pṘ)2 − p2v2T + v
2
E ≥ 0⇒ v2E ≥ p

2v2T − (pṘ)2 (17)

In order to prevent a collision of ECAVwith phantom target
or radar, the PCP should be within 0 < pmin ≤ p ≤ pmax < 1.
To always guarantee the existence of (17), a conservative
speed of ECAV is chosen as

vE = pmaxvT (18)

Using (14) and (18) in (12), we get

ṗ =
−pṘ±

√
(pṘ)2 + v2T

(
p2max − p2

)
R

(19)

The PCP of each ECAV is monotonically increasing (or
monotonically decreasing) if the ‘‘+’’ sign ( or the ‘‘−’’ sign)
is applied in (19). The upper and lower bound of the PCP rate
are

−2pmaxṘ− vT
√(

p2max − p
2
min

)
R

< ṗ ≤ 0 Ṙ > 0, ṙ < 0

0≤ ṗ<
2pmaxṘ+vT

√(
p2max−p

2
min

)
R

Ṙ>0, ṙ > 0 (20)

Because the value of PCP rate has bound, which can be
used to predict a conservative estimate of how long a coherent
phantom track will last based on (20) before the ECAVs reach
the maximum or minimum PCPs.

Based on the above analysis, the conditions for generating
the finite time phantom track are

0 < pmin ≤ p ≤ pmax < 1, αT = αE = θ, vE = pmaxvT
(21)

where 0 < pmin ≤ p ≤ pmax < 1 is used to avoid a collision
of the ECAV with phantom target or radar, αT = αE = θ is
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used to ensure that the ECAV and phantom target are in two
parallel planes, vE = pmaxvT is used to ensure the existence
of (12).

Knowing the conditions for generating a finite time phan-
tom track, it is possible to show the major steps of a phan-
tom track generation through controlling multiple ECAVs as
follows:
Step 1: Set the radar location for each ECAV, initial veloc-

ity vT0 and the phantom track you want to generate.
Step 2: Determine the range of the PCP, pmin ≤ p ≤ pmax,

and the initial value p0 for each ECAV.
Step 3: Determine the initial velocity of each ECAV

according to (18), and determine the initial position of each
ECAV based on the initial position of the radar and the
phantom target.
Step 4:Determine the plus-minus sign in (19) according to

the angle between each ECAV velocity vector and the LOS.
Then calculate the value of p in the process.
Step 5: Repeat update steps 1 ∼ 4. Calculate the phantom

track for each ECAV until the value p exceeds its maximum
or minimum range.

III. THE EFFECT OF THE INACCURACIES TO THE
PHANTOM TRACK
In reality, there are two inaccuracies will be introduced to
the phantom track, which are the radar position error and
the ECAVs position error. These inaccuracies contribute to
a region of uncertainty around a ‘‘nominal’’ phantom target
where the target may actually be placed by an unsuspecting
ECAV. If the region is too large, then radars correlating tracks
in a radar network may be able to discriminate between
their respectively observed phantom targets and determine the
track to be false. The above is the principle that the radar
network used to identify the phantom track from the real
target track.

Before generating a phantom target, it is necessary for
ECAVs to reconnoiter the radars’ location and pre-set the
position of each ECAVs. Compared with the real target,
the phantom target track mainly introduces the position inac-
curacy in the following two sources.

1. The radar position error 1rd is introduced during the
pre-reconnaissance process, that is, there will be a ran-
dom error in the radar location obtained by reconnais-
sance aircraft and the actual radar location.

2. When a team of ECAVs is used to generate a phantom
track, there will be a random error 1r in the actual
position and the pre-set position of each ECAVs.

A. THE EFFECT OF THE INACCURACIES OF RADAR
POSITION TO THE PHANTOM TARGETS
Consider the case of two ECAVs generate a phantom track to
deceive two radars in the network. Fig. 4 illustrates the effect
of the inaccuracies of radar position and ECAVs position to
the phantom targets.

FIGURE 4. Effect of the inaccuracies to the phantom targets’ position.

Let Ô1(x̂R1, ŷR1, ẑR1), Ô2(x̂R2, ŷR2, ẑR2) be the radar posi-
tions detected by the ECAVs with reconnaissance error.
The two radars’ actual positions are O1(xR1, yR1, zR1),
O2(xR2, yR2, zR2). The two ideal ECAVs is located at
Â1(x̂E1, ŷE1, ẑE1), Â2(x̂E2, ŷE2, ẑE2), and the actual posi-
tions of the ECAVs are A1(xE1, yE1, zE1), A2(xE2, yE2, zE2).
D(xP, yP, zP) is the ideal phantom target position. Given an
inaccuracy in radar position, 1rd , an inaccuracy in ECAV
position, 1r , the ‘‘nominal’’ phantom target D splits into
D1(xP1, yP1, zP1) and D2(xP2, yP2, zP2). Referring to Fig. 3,
at a certain time k , assume that Rmid1, φmid1, θmid1 are the
distance, azimuth angle and elevation angle from the ‘‘nom-
inal’’ phantom target D to radar1’s actual position O1. The
inaccuracies contribute to the phantom target D, and the
D1(xP1, yP1, zP1) in Cartesian coordinates can be expressed
in radar1’s actual positions O1 as follows

xP1 = (Rmid1 +1R1) cos(φmid1 +1φ1)
× cos(θmid1 +1θ1)+ xR1

yP1 = (Rmid1 +1R1) cos(φmid1 +1φ1)
× sin(θmid1 +1θ1)+ yR1

zP1 = (Rmid1 +1R1) sin(φmid1 +1φ1)+ zR1

(22)

where 1R1, 1θ1, 1φ1 denote the position deviations in
range, azimuth angle and elevation angle between D and
D1 respectively. Similarly, the D2(xP2, yP2, zP2) in Cartesian
coordinates can be expressed in radar2’s actual positions O2
as follows

xP2 = (Rmid2 +1R2) cos(φmid2 +1φ2)
× cos(θmid2 +1θ2)+ xR2

yP2 = (Rmid2 +1R2) cos(φmid2 +1φ2)
× sin(θmid2 +1θ2)+ yR2

zP2 = (Rmid2 +1R2) sin(φmid2 +1φ2)+ zR2

(23)

where 1R2, 1φ2, 1θ2 denote the position deviations in
range, azimuth angle and elevation angle between D and D2
respectively. The effect of the inaccuracies of radar position
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and ECAVs position to the phantom targets can be measured
by the distances between D1 and D2 as follows

d12 =
√
(xP1 − xP2)2 + (yP1 − yP2)2 + (zP1 − zP2)2 (24)

B. ASSOCIATION TESTING
Radar network is a typical multisensor system, which can be
divided into two basic fusion architectures [25], [26]: central-
ized and decentralized/distributed, depending on whether raw
data are used directly for fusion or not.

In centralized radar network, all raw measurements are
sent to the fusion center. Fig. 5 shows the configuration
for the centralized radar network architecture. Centralized
fusion of the measurements from all sensors at a single fusion
node is theoretically optimal because the information con-
tained in the measurements is not degraded by any interme-
diate processing. However, sending raw measurements needs
more communication bandwidth, computation, and power
consumption. Consequently, centralized fusion has a poor
survivability of the system (in particular, in a war situation).

FIGURE 5. Block diagram of the centralized radar network fusion
architecture.

In fig. 5, the measurements from the various radars
(assumed that the measurements have been preprocessed,
i.e., the radars are assumed synchronized, the outliers are
eliminated, etc.) are first processed by coordinate transfor-
mation. Next, the main problem that the centralized radar net-
work needs to deal with is the data association. In this process
period, the same source testing will be used to identify the
real/false target. Only the data passed the testing will be used
to multi-target tracking.

It is assumed the ith radar is located at (xRi, yRi, zRi)(i =
1, 2). The target is located at (Ri, θi, φi), Ri, θi and φi are the
distance, azimuth angle and elevation angle measured by the
ith radar. The target in Cartesian coordinates can be written
as follows xPi = Ri cos θi cosφi + xRi

yPi = Ri sin θi cosφi + yRi
zPi = Ri sinφi + zRi

(25)

Differentiating Eq. (25)[
dxPi
dyPi
dzPi

]
= Ai

[
dRi
dθi
dφi

]
(26)

where

Ai =

[
cos θicosφi −Ri sin θicosφi −Ri cos θisinφi
sin θicosφi Ri cos θicosφi −Ri sin θisinφi

sin θi 0 Ricosφi

]
(27)

In Eq. (26) dRi, dθi and dφi are the distance error, azimuth
angle and elevation angle error of the ith radar, which obey
Gaussian distributions with zero-mean. And σ 2

ri, σ
2
θ i and σ

2
φi

are the variance of them respectively.
According to the property of variance

var(
n∑
i=1

ciξi) = c2i var(
n∑
i=1

ξi) (28)

The error matrix [dxPi dyPi dzPi]T also obeys Gaussian
distributions with zero-mean, and its covariance matrix is
given as below

Qi = Ai

 σri 0 0
0 σθ i 0
0 0 σφi

AT
i (29)

The correlation covariance matrix of the difference of the
measurements can be expressed by xP1 − xP2yP1 − yP2

zP1 − zP2

 = Q12 = Q1 +Q2 = B3BT

= B

 λ1 0 0
0 λ2 0
0 0 λ3

BT (30)

where B is an orthogonal matrix, λ1, λ2 and λ3 are the
eigenvalues of the matrix, λ1 > λ2 > λ3.
Defining the adaptive threshold of the same source testing

as below [22]

G = Gc
√
λ1 (31)

where Gc is the coefficient of the adaptive threshold.
The same source testing used by centralized radar network

can be designed as

H =

{
1 d12 < G
0 d12 > G

(32)

where 1 means from the same target, 0 means from the
different targets.

In a distributed radar network, each sensor sends processed
measurements to the fusion center. There are many attractive
properties of such distributed systems compare with central-
ized radar network, including:

1. Distributed radar network is reliable in the sense that
the loss of a subset of nodes and/or links does not
necessarily prevent the rest of the radar network from
functioning.

2. Distributed radar network is flexible in the sense that
nodes can be added or deleted by making only local
changes to the radar network.

3. Distributed radar network needs less communication
bandwidth and computation.

Fig. 6 shows the configuration for the distributed radar
network architecture.
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FIGURE 6. Block diagram of the distributed radar network fusion
architecture.

In fig. 6, Distributed radar network transforms the tracks
of radar network to fusion center and completing the time-
space alignment. Then, track association testing is made for
different types of track in the fusion center of the radar
network. Finally, the tracks passed the inspection are fused.

In the distributed radar network, at a certain time k ,
we assume that the true state values of the target measured
by the radar i and radar j are Xi(k), Xj(k), respectively. And
the estimated state values are X̂i(k) and X̂j(k). The state
estimation errors of the air target measured by the two radars
can be written as

X̃
i
(k) = X i(k)− X̂

i
(k) (33)

X̃
j
(k) = X j(k)− X̂

j
(k) (34)

The difference in the true state values of the target is

1X ij(k) = X i(k)− X j(k) (35)

The difference in the estimated state values of the target is

1X̂
ij
(k) = X̂

i
(k)− X̂

j
(k) (36)

The correlation test can be designed as{
H0 : 1Xij(k) = 0, same target
H1 : 1Xij(k) 6= 0, different target

(37)

The parameter αij(k) is defined as

αij(k) = 1X ij(k)−1X̂
ij
(k) = X̃

i
(k)− X̃

j
(k) (38)

Assume that the state estimation errors of the same tar-
get measured by the two radars are statistical independence,
the mean value of αij(k) is 0, and its covariance is

cij(k) = E[αij(k)αij(k)T ] = ci(k)+ cj(k) (39)

where ci(k) and cj(k) are the covariance of the state estimation
errors measured by radar i and radar j for the target. Its true
value can’t be obtained but can be replaced by the estimated
value.

Define the association distance as follows

Dij = αij(k)[cij(k)]−1αij(k)T (40)

The track association testing used by distributed radar
network [16] can be designed as{

Dij ≤ Dα, accept H0

Dij > Dα, accept H1
(41)

Assume under the Gaussian threshold Dα = χ2
nz (1 − α),

where α is the false alarm probability, and nZ is the degree of
freedom.

Distributed radar networked uses statistic double threshold
for track association testing. In the first threshold, after the
time-space alignment, M equal-length state samples in radar
i and radar j are tested in (41). If the association distance Dij
is less than the threshold,H0 holds. Then the counter will add
1 in the second threshold, otherwise the counter value stays
the same. When the number of M state samples accepting H0
reaches N, the samples are determined to be from the same
track. The value of N/M can be 3/4, 4/5, 7/10, etc.

C. THE EFFECT OF THE INACCURACIES OF RADAR
POSITION AND ECAVS POSITION TO THE FALSE
TARGETS POSITION
From the previous analysis, it is known that the fundamental
reason whether the phantom track can pass the correlation
test is the splitting degree of the false target. The larger d12
is, the easier for the radar to identify the phantom track. For a
fixed radar network, which does not make contributions to the
change of d12. The following is a brief analysis of distance d12
in (24). Assume the position error of the radar1 and radar2 are
the same constant, and

xR1 − xR2 = yR1 − yR2 = zR1 − zR2 = e (42)

Substituting (22), (23), (42) into (24), squaring the result,
we get

d212=R
2
1 + R

2
2 + 3e2 + 2eR1[

√
2 cos(φ1) sin(θ1 + π/4)

+ sin(φ1)]−2eR2[
√
2 cos(φ2) sin(θ2+π/4)+sin(φ2)]

− 2R1R2[cos(φ1) cos(φ2) cos(θ1 − θ2)

+ sin(φ1) sin(φ2)] (43)

From the (43), we can see that the distance d12 is related
to the distance Ri, azimuth angle θi and elevation angle φi
from the phantom target position Di to radar position Oi
(i = 1, 2). The value of d12 increases as the distance Ri
increases. When θ1 > θ2, the value of d12 increases as θ1−θ2
increases. When θ1 < θ2, the value of d12 increases as θ2−θ1
increases. The effect of elevation angle on the d12 is similar
to the azimuth angle. Consider the case where d12 takes the
maximum value, at this time, Ri, θi, φi should take the maxi-
mum value, only the signs are different. The maximum value
of d12 is determined by the distance deviation 1R, azimuth
angle deviation 1θ and elevation angle deviation 1φ.

Next, the maximum values of 1R, 1θ and 1φ due to the
position inaccuracies are analyzed respectively. It should be
noted that the maximum distance deviation and the maximum
angle deviation usually cannot be obtained at the same time.
We analyze the worst case in this article, the purpose is to
provide guidance for 3-D phantom track generation.

Fig. 7 below shows the radar/ECAV configuration where
the maximum positive distance deviation occurs.
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FIGURE 7. Radar/ECAV locations and geometry required to produce
1Rmax+ .

From Fig. 7, we can see that the maximum distance
deviation

1Rmax+ = 1Rmax 1 +1Rmax 2 (44)

To radar1/ECAV1, the ECAV sends the pulses back with
a certain time delay, which will produce the same delay
distance at a time, that is

A1D1 = Â1D = R̂1 − r̂1 (45)

where R̂1 is the distance of DÔ1, r̂1 is the distance of Â1Ô1,
we have

1Rmax 1 =

√
r̂21 −1rd

2 + (R̂1 − r̂1)− Rmid1 (46)

1Rmax 2 = 1r (47)

where Rmid1 is the distance of DO1, which can be derived
using the law of cosines in 1Ô1O1D

Rmid1 =

√
R̂21 +1rd

2 − 2R̂11rd
1rd
r̂1

(48)

Radar2/ECAV2 has similar equations as deduced above,
the derivation process is omitted here.

Fig. 8 below shows the radar/ECAV configuration where
the maximum positive azimuth angle deviation occurs.

From the Fig. 8, we can see that the maximum positive
azimuth angle deviation

1θmax+ = 1θmax 1 +1θmax 2 (49)

where

1θmax 1 = arcsin(
rmid1rd(R̂1 − r̂1)

Rmid1r̂1
√
1r2 + r2mid

) (50)

1θmax 2 = arctan
1r
rmid

(51)

FIGURE 8. Radar/ECAV locations and geometry required to produce
1θmax+ .

where rmid is the distance of O1A1, 1θmax 1 can be derived
using the law of sines in 1O1DÂ1 and 1DÔ1O1

(R̂1 − r̂1)
sin1θmax 1

=

√
1r2 + r2mid

sin 6 O1DÂ1
(52)

1rd

sin 6 O1DÂ1
=

Rmid1
sin 6 DÔ1O1

(53)

sin 6 DÔ1O1 =
rmid
r̂1

(54)

rmid =
√
r̂21 − (1rd2 +1r2) (55)

Using (52) ∼(55), the result of 1θmax 1 in (50) can be
deduced.

Radar2/ECAV2 has the similar equations as deduced
above, but produces the maximum negative deviation in
azimuth angle, the derivation process is omitted here.

FIGURE 9. Radar/ECAV locations and geometry required to produce
1φmax+ .

Fig. 9 below shows the radar/ECAV configuration where
the maximum positive elevation angle deviation occurs.
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From the Fig. 9, we can see that the maximum positive
elevation angle deviation

1φmax+ = 1φmax 1 +1φmax 2 (56)

where

1φmax 1 = arccos(
R2mid1 + r

2
mid1 − (R̂1 − r̂1)2

2Rmid1rmid1
) (57)

where rmid1 is the distance of O1Â1. Using the law of cosines
in 1Ô1O1D and 1Ô1O1Â1, we have

rmid1 =
√
r̂21 +1rd

2 − 2r̂11rd cosφ1 (58)

Rmid1 =
√
R̂21 +1rd

2 − 2R̂11rd cosφ1 (59)

1φmax 2 = arcsin
1r
rmid1

(60)

Radar2/ECAV2 has the similar equations as deduced
above, but produces the maximum negative deviation in ele-
vation angle, simply replace φ1 with π − φ1 in the formulas
above.

IV. DEVIATION COMPENSATION FOR THE INACCURACIES
From Section III, we can see that the deviation compensation
should include two parts: distance deviation compensation
and angle deviation compensation. In fact, the angle deviation
contributes much more to distance d12 than the distance
deviation, the latter simulation can verify this conclusion.
In addition, the distance deviation can be compensated by
increasing or reducing the time delay of ECAVs, which is
relatively easy. This section focuses on the compensation
control method for the angle deviation.

Assume θT , φT are the azimuth angle and elevation angle
from the phantom target to radar, θE , φE are the azimuth angle
and elevation angle from ECAV to radar. Fig.10 below shows
the ECAV is off the desired phantom target LOS angle respect
to the radar.

From Fig. 10 the angle deviations ε1 and ε2 of the ECAV
due to the azimuth and elevation angle deviations respectively
can be defined as

ε1 = θT − θE (61)

ε2 = φT − φE (62)

The values of the angle deviation are generally small, so the
position deviations l1, l2 relative to ε1, ε2 can be approxi-
mated as

l1 = r cosφT (θT − θE ) (63)

l2 = r(φT − φE ) (64)

As discussed in [18], the beam rider guidance law [23]
can be used to bring the actual ECAVs back onto the LOS.
The simplest possible implementation of a guidance law for
a beam rider system is to make the ECAV lateral acceleration
commands proportional to the position deviation as

âE1 = k1l1 = k1r cosφT (θT − θE ) (65)

FIGURE 10. Radar/ECAV locations and geometry with the inaccuracies
θE /φE .

âE2 = k2l2 = k2r(φT − φE ) (66)

where k1, k2 are the guidance gains, in order to avoid an
oscillatory response, the lead compensator G(s) is used for
beam rider implementation as

aE1 = k1G(s)r cosφT (θT − θE ) (67)

aE2 = k2G(s)r(φT − φE ) (68)

G(s) =
1+ s/a
1+ s/b

(69)

where a and b are positive constants, with b chosen to be about
one order of magnitude higher than a.
Note that we use the position deviation instead of the angle

deviation to form the lateral acceleration commands. The
reason is that if the angle deviation ε1 and ε2 are constants,
the distance of the ECAV from the LOS is also different with
the change of the distance r .

Block diagram of the flight-control system using beam
rider guidance commands is shown in Fig. 11.

FIGURE 11. Block diagram of the flight-control system.

The purpose of the flight-control system, shown in Fig. 11,
is to convert the ECAV’s acceleration command aE generated
by the beam rider guidance law to an achieved acceleration
of the airframe. The ECAV airframe is a controlled object
in the flight-control system. In this flight-control system,
the directional gyro measures the angles of the ECAV and
feeds back this information to develop an error signal. The
directional gyro then develops the error signal into a lateral
acceleration command. The autopilot is another part of the
flight-control system and is the mechanism for converting the
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acceleration command aE to a fin deflection command δr .
The actuator then takes the autopilot’s electrical output com-
mand and moves the ECAV control surfaces (that is, canards,
wings, or tails) through the appropriate angular deflection δ
in response to the fin deflection command.

To illustrate the working process of the flight-control sys-
tem, we consider an azimuth angle deviation compensation
example. The simplest case is that the position deviation
l1 = 0, that is, ECAV is always on the LOS between the
radar and the phantom target. Therefore aE = 0, there is
no fin deflection command to the actuator and the ECAV
control surfaces do not move. Assuming that the position
deviation l1 > 0 (ECAV is on the right of the phantom target
as shown in Fig. 10), to minimize l1 the directional gyro
measures the azimuth angle then develops the error signal
into a lateral acceleration command aE1. The actuator then
takes the autopilot’s fin deflection command and moves the
ECAV control surfaces swinging to the left, thus producing
a moment M1(δr ) that drives the ECAV back to the LOS.
As the position deviation decreases, the control signal aE1
also decreases. When the servo feedback signal exceeds aE1,
the servo input signal will change polarity, and the ECAV
will return to the original equilibrium position again. If the
position inaccuracy disappears, the deviation compensation
process ends.

V. SIMULATION RESULTS
In this section, we assume radars are located at (5 km,
−20 km, 0 km), (60 km, −15 km, 0 km), respectively. The
initial phantom target is located at (25 km,−6 km, 3 km), with
its airspeed (200 m/s, 100 m/s, 10 m/s). The measurement
accuracy of a radar system is the degree of closeness of mea-
surements of a quantity to that quantity’s actual (true) value
. Although there are many factors affect the measurement
accuracy of a radar system, it is generally considered that
the radar’s measurement error obeys the zero-mean Gaussian
distribution without considering the system error. The two
radars have the same measurement accuracy. 50m, 0.8◦, 0.8◦

are the standard deviation of distance, azimuth angle, and
elevation angle measurement error respectively. The PCP of
ECAV1 0.3 < p1 < 0.8, and its initial value p10 = 0.6.
The PCP of ECAV2 0.35 < p2 < 0.85, and its initial value
p20 = 0.75.

A. PHANTOM TRACK GENERATION
From Fig. 12 and Fig. 13, it can be seen that the two
ECAVs can generate a cooperative phantom track continu-
ously. As the distance from ECAV1 to Radar 1 increases, its
PCP also increases. ECAV2/Radar2 has an opposite case. The
time-varying properties of individual ECAVs’ parameters are
shown in Fig. 14. We can see that the changes of individual
ECAVs’ deception distance are consistent with the variation
of their PCPs. It is easy to understand, according to Eq. (2),
there is a positive correlation between the deception distance
and PCP. The changes of individual ECAVs’ azimuth angle
and elevation angle are related to individual ECAVs’ airspeed.

FIGURE 12. ECAVs and phantom tracks.

FIGURE 13. Variation of the PCPs.

The simulation results are consistent with the analysis in
Section II.

B. ANALYSIS OF THE INFLUENCE FACTORS OF THE
MAXIMUM POSITION DEVIATION
Given an inaccuracy in ECAV position 1r = 50 m, an inac-
curacy in radar position 1rd = 60 m. R, r are the distance
from the phantom target and ECAV to radar, respectively.
Fig. 15 shows the variations of the maximum distance and
angle deviation with the changes of R and r .
From Fig. 15 (a) to (c), it can be seen that the variations

of the 1Rmax, 1θmax, 1φmax mainly have a positive corre-
lation with R and a negative correlation with r . However,
the changes of R and r mainly affect the result of angle
deviation, and there are almost no contribution to the distance
deviation.

Assume that the distance from the phantom target and
ECAV to radar are constant, i.e. r = 25 km, R = 35 km.
The range for inaccuracy in ECAV position 1r within
[25 m, 65 m], The range for inaccuracy in radar position
1rd within [35 m, 75 m]. Fig. 16 shows the variations of the
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FIGURE 14. The time-varying properties of individual ECAVs’ parameters. (a) Variations of the deception distance. (b) Variations of the azimuth
angle. (c) Variations of the elevation angle.

FIGURE 15. Variations of the 1Rmax, 1θmax, 1φmax with the changes of R and r . (a) Variations of the 1Rmax. (b) Variations of the 1θmax. (c) Variations
of the 1φmax.

maximum distance and angle deviation with the changes of
1r and 1rd .

From Fig. 16 (a) to (c), it can be seen that the variations
of the 1Rmax, 1θmax, 1φmax mainly have a positive correla-
tion with the changes of 1r and 1rd . Furthermore, 1Rmax,
1θmax, 1φmax are mainly determined by the value of 1r .

Next, considers the influence of inaccuracy y in position
on d12. Three simulation scenarios are considered.

(a) Only has the inaccuracy in ECAV position1r = 50 m.
(b) Only has the inaccuracy in radar position1rd = 60 m.
(c) Given the two inaccuracies in ECAV and radar posi-

tions, i.e. 1r = 50 m, 1rd = 60 m.

Fig. 17 shows the variations of d12 with the time in the three
scenarios above.

From the results in Fig. 17, it can be seen that associated
distance d12 is getting bigger and bigger with the increase of
time. Comparing Fig. 17 (a) with Fig. 17 (b), we can see that
the contribution 1r to d12 is greater than 1rd . Comparing
Fig. 17 and Fig. 15, it can be seen that the increase of d12 is
mainly determined by the angle deviation.

C. THE EFFECT OF THE DEVIATION COMPENSATION
TO THE ANGLE DEVIATION
Given an inaccuracy in ECAV position 1r = 50 m, an inac-
curacy in radar position 1rd = 60 m. Using the method in
Section IV to add lateral acceleration control commands to
ECAV, the guidance gain k1 = k2 = 10, the lead compensator
G(s) = (1+ s/2)/(1+ s/20).
Fig. 18 is the simulation results for the case when ECAV

violates the LOS angle constraint. The azimuth angle of
ECAV is slightly offset from the LOS. The result shows that
the beam rider guidance law can drive the ECAV back to the
LOS quickly. The deviation compensation to the elevation
angle has the similar simulation result as shown above, the
simulation process is omitted here.

D. THE EFFECT OF THE DEVIATION COMPENSATION
TO THE ASSOCIATION DETECTION
In this section, assume that the range for inaccuracy in ECAV
position 1r within [25 m, 55 m], the range for inaccuracy
in radar position 1rd within [35 m, 65 m]. The Gaussian
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FIGURE 16. Variations of the 1Rmax, 1θmax, 1φmax with the changes of 1r and 1rd . (a) Variations of the 1Rmax. (b) Variations of the 1θmax.
(c) Variations of the 1φmax.

FIGURE 17. Variation of the d12. (a) 1r = 50m. (b) 1rd = 60m. (c) 1r = 50m,1rd = 60m.

FIGURE 18. Variation of the θT − θE .

threshold Dα = 18.548, when α = 0.005, nZ = 6. The value
of N/M is selected by 4/5 and 7/10. Two sets of equal-length
state samples are chosen at 70 and 35 seconds respectively.
The tracks association detection results are shown in Table 1,
after simulation with 100 trials.

TABLE 1. The tracks association detection results.

Referring to Table 1, the probability of the phantom track
not passes the detection means that the radar network can
differentiate the phantom track. And we can denote it in
PD (probability of differentiation). What ECAVs want is
minimize PD.

From the results in Table 1, it can be seen that the phantom
tacks can be differentiatedwell by using the tracks association
detection. But it has a higher PD when the value of N/M
is 7/10 than 4/5. It is easy to understand that the more data
samples for tracks association detection, the higher PD will
be achieved. It should be noted that as the data samples
increases, the amount of calculation also increases. When we
take the N/M value, the above factors need to be considered
comprehensively.
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The deviation compensation to the angle deviation men-
tioned in Section IV is used here. Two simulation scenarios
are considered.
(a) The inaccuracy in position 1r = 50 m, and 1rd

increase from 40 m to 80 m.
(b) The inaccuracy in position 1rd = 60 m, and 1r

increase from 30 m to 70 m.
The value N/M = 4/5, two sets of equal-length state

samples are chosen both from the 70 s. Simulation with
100 trials, the results of tracks association detection compar-
isons with/without deviation compensation control are shown
in Fig. 19 and Fig. 20.

FIGURE 19. Variation of detection probability with 1rd .

FIGURE 20. Variation of detection probability with 1r .

From the simulation results shown in Fig. 19 and Fig. 20,
it can be seen that when no control command is added, the
distributed radar network can easily recognize the phantom
tracks target. The uncertainty in position is bigger, the better
of the result of recognition. When the control command is
added, the detection probability of phantom tracks target PD
drops rapidly.

FIGURE 21. The relationship between detection probability and 1rd .

FIGURE 22. The relationship between detection probability and 1r .

The same two simulation scenarios are considered in same
source testing used by centralized radar network [22]. Two
sets of equal-length state samples are chosen both from the
50 s. Simulation with 500 trials, the results of same source
testing comparisons with/without deviation compensation
control are shown in Fig. 21 and Fig. 22.

Comparing Fig. 19, 20 with Fig. 21, 22, we can see that
when no control command is added, the distributed and
centralized radar network both can recognize the phantom
tracks target easily. In addition, the deviation compensation
can be used in distributed and centralized radar network. The
deviation compensation method can reduce the recognition
rate of the phantom track effectively in two different fusion
architectures. And it works better in a centralized radar net-
work.

VI. CONCLUSIONS
In this paper, a deviation compensation for phantom radar
tracks is proposed, which is based on two kinds of phantom
tracks in 3-D space. The effect of the inaccuracies of radar
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position and ECAVs position to the phantom track is consid-
ered in detail. The simulation shows that the phantom target
associated distance d12 is not only related to the distance R
and r , but also related to the inaccuracy in position 1r and
1rd . Furthermore, it is mainly determined by the value of1r .
Through the deviation compensation to the angle deviation,
which can reduce the recognition rate of the phantom track
effectively.
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