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ABSTRACT Feature selection has been an important research area in data mining, which chooses a subset
of relevant features for use in the model building. This paper aims to provide an overview of feature selection
methods for big data mining. First, it discusses the current challenges and difficulties faced when mining
valuable information from big data. A comprehensive review of existing feature selection methods in big
data is then presented. Herein, we approach the review from two aspects: methods specific to a particular
kind of big data with certain characteristics and applications of methods in classification analysis, which are
significantly different to the existing review work. This paper also highlights the current issues of feature
selection in big data and suggests the future research directions.

INDEX TERMS Feature selection, big data, data mining, applications.

I. INTRODUCTION
Big data, as one of the IT buzzwords, generally have the
following three characteristics: large volume, wide variety,
and rapid change [1]–[3]. In terms of volume, Bezdek and
Hathaway divided data into a number of categories accord-
ing to the size of a datum, and pointed out that the size
of big data should go up to 10 Terabytes (TB, 1TB=1012

bytes) or more [4]–[6]. With respect to variety, statistics have
shown that in numerous fields, such as the Internet [7], [8],
astronomy [3], biomedicine [5], and geoinformatics [9], there
are massive data to be exploited with a great variety of
features. In terms of their types and formats, there are not only
plenty of structured data, but also massive semi-structured
and/or non-structured data, such as text messages and videos,
which are widespread, where the former has a fixed for-
mat; whereas the data formats of the latter two are often
inflexible. Compared with structured data, non-structured
data exist more widely in practice. However, they are less
useful due to the disordered distribution of these data [3].
Semi-structured data have additional information to facilitate
processing them, even though they are not structured, which
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can be recognized as a particular type of structured data.
It should be noted that non-structured data cover many more
areas than their structured counterparts. Regarding change,
the concept of dataflow is proposed to describe data changing
continuously by time, which is required to be utilized from the
dynamic environment. Based on these, Manyika et al. [10]
defined big data as ‘‘ a dataset whose size exceeds the capa-
bility of conventional dataset manage systems in acquiring,
storing, processing, and analyzing ’’. The challenge due to
those 3V characters, i.e., volume, variety and velocity, has
become the focus of learning methods when dealing with big
data. Additionally, redundancy and irrelativeness, which are
significant in big data with the goal of avoiding losing effec-
tive material, often make the mining process more crucial.

A. CONTRIBUTIONS OF FEATURE SELECTION
One contributing commitment, feature selection(FS), has
already facilitated data mining for its good performance of
seeking correlated features and deleting redundant or uncor-
related features from the original dataset [11], [12]. Fea-
ture selection is one of the most important data processing
techniques, and is frequently exploited to seek correlated
features and delete redundant or uncorrelated features from a
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feature set [13]. Random or noisy features often disturb a
classifier learning correct correlations, and redundant or cor-
related features increase the complexity of a classifier without
adding any useful information to the classifier [14]. A variety
of feature selection methods, such as filter, wrapper, and
embedded approaches [13] [15], have been developed.

As mentioned above, scalability is a major issue in big data
processing systems. The enormous redundancy or irrelevance
absolutely accounts for it, not only consuming computing
resources, but also affecting processing performance. On this
occasion, if this useless information can be removed while
valuable clues are retained, the dimension of big data will
be greatly lowered, and as a consequence, apart from the
computational efficiency, the processing performance of big
data will be improved. As a result, studying feature selection
approaches for big data so as to obtain a feature subset with
superior divisibility is of considerable necessity.

Recently, some researchers have applied these methods
to high dimensionality domains, such as DNA microarray
analysis [16]–[19], text classification [20]–[23], information
retrieval [24]–[26], and web mining [27]–[29]. Online fea-
ture selection methods have also been applied to streaming
data [30] and valuable information has been extracted from
noisy data [31], albeit on a small-scale and with a huge
dimension [32], [33].

B. CHALLENGES OF FEATURE SELECTION
Compared to traditional data, some influential points need to
be highlighted on extracting valuable information from big
data. Taking the 3V characteristics into consideration, tradi-
tional feature selection methods face the following threefold
challenges with respect to the case of big data: (1) traditional
feature selection methods usually require large amounts of
learning time, so it is hard for processing speed to catch up
with the change of big data; (2) generally, big data not only
include an immense amount of irrelevant and/or redundant
features, but also have possible noises of different degrees
and different types, which greatly increases the difficulty of
selecting features; (3) some data are unreliable/forged, due
to different means of acquisition, or even loss, which further
enhances the complexity of feature selection.

Due to the properties of big data, existing feature selection
methods face demanding challenges in a variety of phases,
e.g. the speed of data processing, tracing concept drifts, and
dealing with incomplete and/or noisy data. Thus, studying
pertinent feature selectionmethods for big data is of consider-
able urgency. However, the available methods are extremely
specific, and how to extract valuable information from big
data based on tackling and analyzing them is still an open
issue.

Apart from our review, Bolón-Canedo et al. [12] presented
a review of feature selection in the context of big data, which
mainly describes available feature selection methods classi-
fied by practical applications and the next future needs [12].
Unlike their work, we aim to review and compare studies
to date regarding the threefold challenges mentioned above,

with an analysis of possible challenges and trends in future
research. Additionally, we discuss the applications of feature
selection methods in several specific kinds of data and clas-
sification analysis.

The structure of our paper is explained as follows:
Section II looks back to the feature selection methods for
traditional data. Next, available feature selection methods
and difficulties with processing big data are analyzed in
Section IV. Section VI summarizes the paper, and provides
several promising directions for further research.

II. BASIC FEATURE SELECTION FRAMEWORK
Feature selection, also known as variable selection, attribute
selection or variable subset selection, is a data mining tech-
nique targeting at selecting an optimal subset of features
from the whole feature set that renders the best performance
in terms of well-defined criteria. Here, a feature refers to
an attribute of data, which represents the function of these
data in a certain aspect. Since feature selection performs
well in simplifying the model, shortening training times, and
reducing the variance of the model, researchers can interpret
and understand the pattern of the data model more easily
by using feature selection. Yu et al. [34] pointed out that a
good feature selection method should be capable of selecting
different features with a high degree of correlation and the
optimal classification results.

A. FEATURE SELECTION FRAMEWORK
A feature selection method can be divided into two parts,
i.e., a feature set selection technique that accounts for how
to select features from the original entire set, and a feature set
evaluation technique that presents how to evaluate the feature
subsets [14], [35]. The process of feature selection is shown
in Algorithm1 and Fig.1.

Algorithm 1 The process of feature selection
1: input the original dataset, X;
2: while the termination condition is not met do
3: generate the feature subset, F, by searching strate-

gies;
4: evaluate the feature subset, F, by evaluation criteria;
5: end while
6: return F;

In Algorithm1, the feature subset can be generated by
searching strategies (in Line3), such as the random search
strategy, the stepwise addition or deletion of features, and
heuristic search methods. After a feature subset F has been
obtained, its performance of it must be assessed (in Line4).
Figure1 depicts feature selection as a kind of learningmethod,
which aims to find the appropriate variable subset for users.

1) BENEFITS FROM FEATURE SELECTION
The basic idea of using feature selection is to obtain a new
dataset with neither redundant features nor irrelevant features,
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FIGURE 1. The flowchart of feature selection.

as well as containing the original data pattern, and not losing
any useful information in the original dataset. Nowadays,
feature selection methods are widely employed with their
capability of dimension reduction, for instance, in the field
of written text and DNA microarray analysis, and show their
advantages when the number of features is large while the
number of samples is small. Compared with feature extrac-
tion, feature selection aims to find the features which can
describe the original dataset precisely and briefly whereas
the latter aims to create new features based on the original
dataset. It should be noted that some related features may
be redundant since there might be another features which are
strongly correlated [36]–[38].

Performing feature selection on a data set has at least the
following three advantages: (1) the selected features can be
employed to build a brief model for describing original data
and thus are beneficial for improving the performance of
criteria; (2) the selected features can reflect the core charac-
ters of original data and thus are helpful for tracing concept
drifts of data expression with good robustness; and (3) the
chosen features can help the decision-maker pick valuable
information from a large number of noisy data [38], [39].

B. TAXONOMIES AND COMPARISONS
Commonly, feature selection techniques can be classified
into filter, wrapper, and embedded according to the means
of combining a classifier and a machine learning approach
when selecting a feature subset [38], [40]–[42], regardless
of supervised or unsupervised methods [37], [43], [44]. The
noticeable difference between these two methods lies in
whether or not the class labels are available. In the field of
feature selection, the former is under condition of available
label information employed to evaluate the significance of
features and provides rankings of these features. The latter
seeks hidden structures in unlabeled data and constructs a
feature selector by means of intrinsic properties of data [45].
Due to various machine learning and data mining tasks, there

are different evaluation criteria for F Algorithm1 in [46].
For supervised feature selection algorithms, separability cri-
teria, consistency criteria and error rate criteria are favorable
for evaluating the performance of methods. In contrast, for
those unsupervised feature selection methods, the clustering
validity criteria, information theoretical criteria, and feature
similarity criteria are now widely seen [47]–[49].

1) FILTER TECHNIQUES
The filter feature selection method is the algorithm that
selects the features without evaluating the performance met-
ric of the classifier’s model and the selected features [50].
It assumes the data are completely independent of classifi-
cation algorithms and forms the feature subset according to
the importance of a feature measured by its contribution to
the class attributes. The performance metric on the output
of the classification algorithm is not employed to assess a
feature subset, while the measurement works only by data
distribution [39], [51], [52].

There are a variety of filter measures which are clas-
sified according to the way of combining the features
and the class attributes, such as distance-based measures,
probability-based measures, mutual information-based mea-
sures, consistency measures, and neighborhood graph-based
measures [53]. Therefore, the key to a filter approach lies in
defining and exploring the relevance between each feature
and the class attributes. Accordingly, the measurement of
strongly relevant, weakly relevant and irrelevant features is
presented in different aspects by researchers [30], [52], [54].
For example, Xindong et al. [30] defined relevance based
on the exclusion of the conditional independence, whereas
Kira and Rendell [55] described the RELIEF algorithm to
estimate the weights of the features. Representative filter
methods are RELIEF [55], FOCUS [56], and MIFS [54].

The benefits of filter methods are that they are independent
of a learning process, have good robustness for the concept
drift of data expression [53], [57], [58], and are time-effective
because there is less computational complexity. However,
they have the following drawbacks: greatly relying on the
stopping criteria (a threshold for determining when to stop
thesemethods) and themechanisms for calculating the impor-
tance of a feature [59]. Besides, the strategy of seeking fea-
tures is an influential factor on filter-based feature subset
evaluation methods.

Although the selection process of filters relies little on
the classification algorithms, the best filter measure is
likely to be classifier specific, since different classifiers per-
form differently when combined with the same filter [35].
Recently, Freeman et al. [53] compared 16 commonly used
filters and combined them with two classifiers, K-Nearest
Neighbor(KNN) and Support Vector Machine(SVM)for
40 datasets. Their empirical results in terms of classification
accuracy give an indication of which filter measures may be
appropriate for use with different classifiers.
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2) WRAPPER TECHNIQUES
Wrapper is a kind of black-box procedure, as knowledge is
required in advance [35], [40]. It employs a performance
metric based on the classification algorithm to evaluate a can-
didate feature subset, and conducts a search for the optimal
subset based on the evaluation results [52], [60]. It is a kind
of subset evaluation techniques with the exception of learning
algorithms measuring classification performances. Wrapper
methods first divide samples into the training subset and the
testing subset. Next, the training subset is used to train the
classifier, and the testing subset is employed to verify the clas-
sification performances. The advantages of wrapper meth-
ods are as follows: they model features’ dependencies [61],
interact with the classifier, and often yield good results [62].
However, they consume a huge amount of computational
time, are highly reliant on a learning process and have a high
risk of overfitting for small data.

The process of wrapper is depicted in Figure 2.

FIGURE 2. The wrapper procedure.

From Figure2, an initial state, a termination condition,
and a search engine are required during the process of a
wrapper method. In addition, as wrappers are associated
with the learning algorithm, the combination of features,
the criterion for evaluating the performance and the type of
a classifier are crucial factors that influence the classification
results [63]. Similar to filter, the type of classifiers has a con-
tributing impact on the performance of wrapper-based feature
selection methods according to the research conducted by
Shanab et al. [62].

3) EMBEDDED TECHNIQUES
Embedded methods incorporate the learning progress of
a classifier into feature selection [64] and search an

optimal feature subset by optimizing a function designed
in advance [65]–[67]. In the learning process, the classifier
deletes features that have a minor influence on the classifi-
cation result, and retains good features into a feature subset.
Like wrapper methods, embedded methods are specific to
classifiers. The benefits of embedded techniques are that
they communicate with the classifier, and have a smaller
computation complexity than wrappers. The computer-load
necessity can be avoided in embedded measures for not
reevaluating the performance of a classifier by dividing the
whole feature set into the above two parts. However, they
are apt to be influenced by the function for optimizing the
performance of a feature subset [67], the type of a classi-
fier, and the settings of its related parameters. These fac-
tors have a significant impact on the speed and accuracy of
an embedded method [64]. In addition, embedded methods
cost more in terms of computation than filter ones. Popular
embedded methods are Recursive Feature Elimination for
Support Vector Machines (SVM-RFE) [68]–[70] and Feature
Selection-Perceptron (FS-P) [71]–[73].

Figure3 indicates the characteristics of the embedded-
based feature selection techniques.

FIGURE 3. The basic idea of embedded techniques from [13].

4) COMPARISONS
The above studies have resulted in many feature selection
methods, most of which, however, aim only at specific back-
grounds. In addition, comparing the performances of these
methods is not easy. Herein, we provide a brief comparison
in Table1 of filter, wrapper, and embedded methods.

Bolón et al. [13] compared some frequently used filter
methods mentioned above in terms of whether they are uni-
variate or multivariate and their computing cost. According
to them, univariate methods are fast and scalable, but ignore
feature dependencies, while multivariate filters model feature
dependencies at the cost of being slower and less scalable than
univariate techniques [13].

Table2 presents the comparison description of these meth-
ods (where n is the number of samples and m is the number
of features).

III. VARIANTS AND EXTENSIONS OF FEATURE SELECTION
A. HYBRID AND ENSEMBLE METHODS
By combining the advantages of the above methods,
various hybrid feature selection methods have been
developed [16], [74]–[78], including the combination of two
filter methods, and that of one filter strategy with one
wrapper strategy. These hybrid methods can take advantages
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TABLE 1. Comparison of Commonly Used Feature Selection Methods.

TABLE 2. Comparison of commonly used feature selection methods
according to Bolón et al. [13].

of multiple feature selection methods and outperform a single
method.

Zhang et al. [76] proposed a hybrid feature selection
method combining Relief-F and mRMR for gene expression
data. Relief-F is first used to look for a candidate gene set, and
then themRMRmethod is used to directly reduce redundancy
for selecting a compact yet effective gene subset from the
candidate set. Luo et al. [79] have proposed a two-step algo-
rithm to combine the feature selectors for textual information
in advertisements on the web. The algorithm first intersects
two global feature selection results and then performs a local
feature selection. Their experimental results indicate that
their combination methods are efficient for a specific back-
ground. However, they cannot guarantee an optimal feature
subset [80].

Due to the weaknesses of hybrid methods, the ensem-
ble method has been studied to overcome the above draw-
back [50], [81], [82]. In this method, several strategies are
simultaneously employed to find a number of feature subsets,
and the final feature subset is produced by integrating these
subsets [19], [83], [84]. The benefits of this kind of method
are that they obtain the optimal subsets by combining base
classifiers built with different feature subsets and show good
capability in tackling dynamic data. However, for a spe-
cific background, the ensemble measures can present various
drawbacks [19]- one main problem which needs to be con-
sidered when building an ensemble model is diversity [85].
Diversity can be achieved through various data sets, feature
subsets, or classifiers.

Xia et al. [86] proposed a feature ensemble plus sam-
ple selection method for domain adaptation in senti-
ment classification. This approach can yield significant
improvements compared to individual feature ensem-
ble or sample selection methods to take full account of two
attributes, i.e. labeling adaptation and instance adaptation.
In addition, some effective methods for feature selection

problems have been proposed, such as improved Fisher
score algorithm [87] and enhanced bare-bones particle
swarm optimization (BPSO) [88]. Moreover, for some spe-
cific problems, such as unreliable data [89], [90], incom-
plete data [91]–[94], text data [95], and costly data [96],
researchers have also proposed the corresponding feature
selection methods. This kind of methods usually concentrates
on improving the performance of search strategy of the
optimal subset.

B. FEATURE SELECTION BASED ON
HEURISTIC ALGORITHMS
Due to the advantages of heuristic algorithms, e.g. a small
number of parameters to be tuned that are easy to
implement and independent of the gradient of an opti-
mization objective, more and more studies have been
focused on utilizing these heuristic algorithms to deal
with feature selection problems. Representative heuristic
algorithms include genetic algorithms [68], [81], [97] [98],
differential evolutional algorithms [99], [100], simulated
annealing [14], particle swarm optimization [101]–[103],
tabu search [104]–[106],and Fisher score algorithms [87],
etc. These methods can generally achieve a good feature
subset with a fast speed, making the study of feature selection
incorporated with search strategies a new trend.

Oh et al. [107] first attacked the problem of feature selec-
tion with genetic algorithms, followed by a review of the pop-
ular feature selection methods based on genetic algorithms
conducted by Abd-Alsabour [15], where they pointed out that
less knowledge required related to the domain of a problem
makes genetic algorithms more suitable for feature selection
than the traditional search strategies.

Particle swarm optimization(PSO) is a relatively new
heuristic technique inspired by the behavior of bird flocks.
Due to its advantages, such as simplicity, fast convergence,
and population-based search, researchers have employed the
PSO to select the feature subset. Wanget al. [108] proposed
a feature selection method based on the rough set and PSO.
To address the shortcomings of the standard PSO [109], var-
ious variants of PSO have been studied and applied to the
problem of feature selection, including geometric PSO [110],
chaotic binary PSO [111], discrete PSO with adaptive fea-
ture selection [112], Taguchi chaotic binary PSO [113], and
bare-bones PSO [89], which we have done in our previous
work.
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Similarly, differential evolution (DE) is an optimization
method based on population with super global search capa-
bility. In recent years, it has been used for feature selec-
tion with interesting classification results [38], [114], [115].
Additionally, two of our previous works on multi-objective
feature selection are based on DE [96], [116]. As these two
techniques are focused on different backgrounds, it is hard
to compare and discuss which of the two is better. This is
also a problem when comparing most of the available feature
selection measures.

Huang [117] proposed a classification method using ant
colony optimization (ACO), which optimizes both the param-
eters of a feature subset and SVM. Su and Lin [57] incor-
porated an electromagnetism-like mechanism into a wrapper
method. Lin et al. [118] integrated the simulated annealing
with SVM for feature selection.

C. OPTIMALITY MODELS
Note that before selecting features, researchers should for-
mulate the problem of feature selection as an optimization
model. Some researchers have considered the problem as
a single-objective model, e.g. maximizing the accuracy in
classification [114], [115]. A feature selection problem gen-
erally includes several conflicting objectives, e.g. the number
of features, the performance in classification, and/or the reli-
ability of features [89], [96]. Formulating feature selection
as a multi-objective problem is the premise of obtaining a
series of non-dominated feature subsets, which is benefi-
cial to meet various requirements in real-world applications.
Herein, we introduce two examples. One is the previous
results obtained by our experiments on the dataset, ‘Sonar’,
on this two-objective feature selection problemwith the num-
ber of selected features and the classification accuracy, shown
separately in Fig.4.

FIGURE 4. An example of a two-objective feature selection problem.

Fig.4 has a trend that if more features are selected, a higher
accuracy can be obtained. However, the maximal size of the
variable subset is still far below the variety of original dataset.
This means that the redundant and irrelevant features are
removed from the original dataset, and our feature selection
approach is able to work well. However, a set of results can

be viewed simply as a reference; for a multi-objective feature
selection problem, balancing each objective and looking for
the most suitable solution are desirable.

The other example is the mathematical model of a wrap-
per method for unreliable data [89]. Since sample data are
unreliable, the reliability degree (RD) in Equal.1, not merely
the classification accuracy (CA) in Equal.2, is taken into
account for evaluating a feature subset. Herein, if a feature i
is selected, then xi is set as 1; otherwise, xi is set as 0. ei is
the value within [0,1] to represent the reliability of a feature
without loss of generality. The bigger the value, the higher
the RD value of this feature. For measuring CA, we adopt the
one nearest neighbor classifier, where the testing dataset only
contains one attribute each time to evaluate the classification
accuracy of a solution (feature subset). If the constructed
classifier can predict the class of the testing data clue x, then
Si is set as 1; otherwise, Si is set as 1.

f1(x) =

N∑
i=1

xi · ei

N∑
i=1

xi

(1)

f2(x) =
1
K

K∑
i=1

Si(x) (2)

The above studies have resulted in many feature selection
methods, most of which, however, aim only at specific back-
grounds. In addition, comparing the performance of these
methods is not easy.

D. LIMITATIONS OF TRADITIONAL FEATURE
SELECTION METHODS FOR BIG DATA
Since practical data may include noises with different
degrees, types and formats, or values that are approxi-
mate zero, which makes the determination of the correla-
tion degree between features difficult, feature selection is
still an unsolved problem. In the case of big data, as vast
ever growing data emerge while the existing measurements
are inadequate, there is a growing need for efficient feature
selection methods for big data.

Due to the three characteristics for big data mentioned
above, different analytical modes must be considered for
different application requirements [8].

Feature selection methods for traditional data are like a
kind of offline method. However, as there is an immense
amount of irrelevant and/or redundant features as well as the
large volume, how to decrease the computational cost without
the classification accuracy deteriorating is an urgent issue.
Additionally, with respect to the wide variety of big data,
efficient feature selection methods are required to extract
valuable information from data with a small size and various
formats or types. Moreover, for dynamic data, traditional fea-
ture selection methods have difficulty in tracking the changes
of the data and since no complete knowledge is known in
advance, constructing the classifier’s model difficult using
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traditional methods. Finally, on account of the precision of
equipment or environmental disturbance, dealing with the
severe lack or unreliability of some attributes’s values from
big data needs more attempts.

IV. FEATURE SELECTION METHODS FOR BIG DATA
Complex characteristics of data bring about a difficulty in
obtaining a common feature selection method for big data.
A method specific to a background is feasible. Accordingly,
in this section, we will review the available feature selection
methods for big data according to the particular types of
data they use to handle and the applications in analysis. The
first part includes static big data, dynamic data, missing data,
heterogeneous data, unreliable data and imbalanced data,
while the latter part consists of applications in text analysis.
In addition, after looking back to available feature selection
methods for a kind of data, we also describe what we can do
in terms of further research.

A. SPECIFIC TO SEVERAL PARTICULAR KINDS OF DATA
1) STATIC BIG DATA
The progress of science and technology contributes to a
world full of information, and data is the clue to information.
Some common characteristic or even rational effect from
historical data may facilitate policy-making. For example,
taking rainfall data or other meteorological information for
an area during the past few decades, the month this year in
which the heavy rain is most likely to occur can be inferred.
Therefore, we can work on an outside activity more reason-
ably or even make some protection to avoid flooding. Clinical
data have to be well-preserved due to long-time research for
pathology. Moreover, the symptoms determine the diagnosis
from the doctor and the next treatment. As a consequence,
the relevance between symptoms and the diagnosis has to
be learnt and unnecessary physical examinations can be
avoided.

For static big data, due to large scale or high dimension,
the aim is to look for the inner pattern or construction of data,
followed by extracting useful information which will be sub-
ject to further use, for example for prediction. Consequently,
feature selection methods work like a pre-processor for find-
ing valuable information from big data. Herein, we dis-
cuss methods from two aspects, large-scale data with a high
dimension and data with a small sample but a high dimension.

a: LARGE-SCALE DATA WITH A HIGH DIMENSION
As we have discussed in SectionII-B.1, a series of
measurements can be used to estimate the relevance between
the features and class attributes. For large-scale data,
mRMR(max-relevancy and min-redundancy) is an efficient
tool that can search a set of features where the relevance
between the feature and the class is maximized (max-
relevancy) while the pairwise information between the fea-
tures in the set is minimized (min-redundancy) [119]–[122].
This is one of the mutual information-based measures,

which are developed to cope with computational complexity,
since pairwise comparisons for calculating the correlations
between features are conducted [34], [45], [93], [123], [124].

To further improve the performance of mRMR,
Wang et al. [45] proposed an unsupervised feature selection
method for dimensionality reduction.

MPMR:Thismeasure provides a new criterion for unsu-
pervised feature selection. The new criterion is called the
maximal projection and minimal redundancy, which is
formulated with the use of a projection matrix.
mr2PSO: Unler et al. [123] presented a relevance and
redundancy criterion based on mutual information. The
basic idea of the proposed relevance and redundancy
criterion is to maximize the prediction accuracy of the
selected feature subset, which varies from the mRMR to
determine the information property of a feature subset.
That means the relevance and redundancy mutual infor-
mation acts only as an intermediate measure in the PSO
algorithm to improve the speed and performance of the
search.

b: SMALL-SAMPLE DATA WITH A HIGH DIMENSION
For big data with a number of dimensions much bigger than
that of data, the dimension becomes a major barrier to devel-
oping a predictive model with a high precision or improving
the efficiency of a feature selection method. Viewing this,
many scholars have attempted to design methods targeting at
data with high dimension. He et al. [124] proposed a feature
selection method based on mRMR, called MINT, which per-
forms feature selection using both the training data and the
unlabeled test data.

Apart from the mutual information-based measure,
the distance-based measure also facilitates the process of
feature selection with small-scale and high dimensional
data. For example, Vijay et al. [125] presented an embedded
technique by incorporating sparsity into a classifier, and
Fang et al. [126] proposed an unsupervised feature selection
method based on localities and similarities.

The aforementioned methods can effectively handle the
problem of feature selection for high dimensional data. How-
ever, on one hand, they require information on all the features
of all the data before selecting features, which is unpractical
for big data. On the other hand, filter and embedded tech-
niques take advantage of small computing consumption at
the expense of a high degree of accuracy. How to improve
accuracy with a small computing cost needs more attention
in the future.

2) DYNAMIC DATA
Online feature selection methods belong to the stream mode,
which reevaluate the existing features based on the newly
received datum. The key challenge of online feature selection
is how to make accurate predictions for an instance using a
small number of active features [127]. A number of research
has been proposed to deal with dynamic data by means of
feature selection [128]–[130].
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SFS: Zhou [131] proposed the streamwise feature
selection which only evaluates each feature once when
it is generated. The benefits of streamwise methods are
that features are generated dynamically and overfitting
can be controlled by dynamically adjusting the threshold
for adding features to the model. In their work, the can-
didate feature set is regarded as a dynamically generated
stream, while knowledge on the structure of the feature
space is required prior to heuristically controlling the
choice of candidate features, which is often infeasible
for real-world applications.
OFS: Wang et al. [127] assume that the dimension of
data is fixed and the pattern of a datum can be achieved
with the datum over time, where an online learner is
employed to maintain a classifier involving only a small
and fixed number of features.
OSFS: Conversely, with the number of training exam-
ples dynamically changing and more attention being
paid to streaming features, Xindong et al. [30] described
streaming features as features that flow in one by one
over time. They studied a framework with small com-
plexity cost, Fast-OSFS, to estimate the relevance of fea-
tures and class attributes by calculating some probability
values. An interesting point is that Fast-OSFS has its
memory for redundant features due to the definition of
the relationship based on conditional probability. This
guarantees that even though a redundant feature has been
removed earlier, a new feature with the same kind of
redundant information as the former feature can also be
discovered and eliminated.
SAOLA:In contrast to the estimation of mutual infor-
mation by conditional probability, Yu et al. [34] defined
the redundancy between features and the relevance
between features and class attributes using entropymod-
els. Additionally, once a feature is deleted, it will not be
investigated any more by the greedy algorithm, which
only adds new features but never deletes them. There-
fore, their method can have a more rapid speed than
Fast-OSFS.

For streaming data with a high dimension, great comput-
ing consumption may give rise to an incremental searching
space, especially in an exponential way. In view of this,
Fong et al. [132] have proposed a light-weight feature selec-
tion method based on heuristic algorithms.

APSOFS:APSOFS [132] finds a preferred combination
of classification algorithms and the light-weight feature
selection algorithms. An interesting aspect of their work
is the discussion on how the new functions of data stream
mining algorithms can help overcome the incremental
computation.

An interesting issue is streaming labels, namely, the num-
ber of class attributes being unknown and the size of feature
subset being constant.

MLFS: Like streaming features, Lin et al. [133] made
an assumption that labels arrive one at a time. Under
this scenario, they first obtain individual feature rank list

weights based on mRMR for each newly arrived label.
Afterwards, on the basis of the fixed weight values,
the distance between the final feature rank list and each
individual feature rank list is calculated, and the final
feature rank list which makes the distance minimal is
what is needed. This is a kind of embeddedmethodswith
a filter to rank and a learningmethod seeking the optimal
feature subset. It provides a new idea for streaming-label
feature selection problems, which attract many domains
like image retrieval and medical diagnosis.

In summary, Table3 compares the methods discussed
above briefly.

Similar to feature selection methods for large-scale data,
in terms of online feature selection problems, filter and
embedded techniques show a great potential due to their
small computational cost, while wrapper methods are seldom
employed. However, the small complexity of filter methods
is often accompanied by a low degree of accuracy. There-
fore, embedded methods as well as combined methods will
become new trends for further research.

3) MISSING DATA
Missing data is very common in big data on account of
software disasters or low resolution of hardware [134]–[136].
Bu et al. [136] has pointed out that the existence of miss-
ing data greatly increases greatly increases the difficulty in
processing data. For traditional data, a simple approach to
processing a dataset with missing data is to directly delete
these missing data. It is clear that this approach can reduce
the number of data, but some valuable information may also
be ignored [93]. As mentioned above, even though some
information is redundant or irrelevant, it is still retained in
the original big data-set in its entirely for further analysis.
Therefore, this approach goes against the intention of big
data. Another simple way is to seek features with a high
degree of relevance to those of the missing data, and to take
the average value of the related features as the value of the
missing data [137]. This kind of method assumes similarity
measured by distance. Expectation maximization for missing
data is established using a probabilistic model where iteration
cannot be ignored when looking for a promising estimation.
Similarly, low-rank approximation for missing data also has
the demerit of repeated iterations [138]. Commonly, a param-
eter interpreted as probability is required, which is more
difficult to determine for big data. In summary, repeated
iterations are not suitable for big data mining, which may
cause an incremental computation.

What can we do to deal with incomplete big data?
Bu et al. [139] have attempted to employ feature selection
for clustering incomplete big data. In their method, feature
selection aims to filter undesirable features in a set of com-
plete data measured by some entropy-based definitions, fol-
lowed by a clustering model based on the selected feature
subset. Yuan et al. [140] employed a feature selectionmethod
to multi-source learning of incomplete neural imaging data,
which is a kind of large-scale data. The method utilizes
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TABLE 3. Comparison of commonly used feature selection methods for dynamic data.

missing blocks to partition a dataset into several independent
learning tasks, with each having a classification model based
on a feature selection method. These methods regard feature
selection as a tool for reconstruction of the original data.
If a feature has a redundancy with the others, or it is not
relevant to the class attributes, tackling it at the expense of
computing resources is unnecessary. When a feature without
a recognized value is regarded as a redundant or irrelevant
feature, it will then be eliminated.

Moreover, since feature selection is clearly desirable due
to the abundance of missing features in many real-world
applications, researchers have attempted to select a subset of
features by rough sets although some features are missing,
and to preserve the meaning of features contained in the data
set to avoid information loss. Qian and Shu [141] proposed a
feature selection method based on mutual information mea-
sured by rough sets for incomplete data, which takes into
account a greedy forward search strategy from a whole set
to accelerate the selection speed. The challenge of this kind
of method is the use of themutual information based on rough
set theory for constructing data models.

Incomplete data is an interesting but formidable issue for
data mining. Due to the efficiency of feature selection in
seeking the relationship between features and features with
class attributes, feature selection facilitates the reconstruction
of a data model in line with the original data set with much
missing information. Further data mining techniques can then
be processed. However, the large scale or the high dimension

of big data makes feature selection difficult, let alone big
data in the dynamic environment. One challenge for avail-
able methods is the improvement of the consumption cost,
which performs well in reconstructing a data model without
repeated iterations. Moreover, how to apply efficient methods
of big data in a static environment to dealing with big data in
dynamic environment is still an open issue.

4) HETEROGENEOUS DATA
In most practical problems, data are often collected from
different sources. Their features are often heterogeneous
and consist of numerical and non-numerical features with
different properties [142]–[145]. For example, in clinical
research [146] medical data are collected from different
sources, such as demographics, disease history, medication,
allergies, biomarkers, medical images, or genetic markers,
each of which offers a different partial view of a patientąŕs
condition [147]. As a result, it is difficult to evaluate heteroge-
neous features concurrently. As discussed previously, feature
selection methods assign each feature a value of importance,
and accordingly retain or get rid of a feature according to their
inner measurement. Therefore, for heterogeneous data, data
format differences contribute to the major obstacles for data
mining, in particular in the field of big data.

The available feature selection methods for heterogeneous
data can be roughly divided into numerical [148], [149]
and non-numerical [150], [151] feature selection algorithms.
Rough set [152], [153] and mutual information [145] are
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two efficient tools for dealing with heterogeneous feature
selection, while the convincing difference lies in methods
based on the former being computationally extensive.

Under the circumstance of ever increasingly heterogeneous
data, effective methods are in great demand in terms of
size or formats. However, there are a very limited number of
methods for heterogeneous data in the context of big data.

5) UNRELIABLE DATA AND IMBALANCED DATA
Unreliable data are collected from equipment with devia-
tions or with effects from the outside environment. Each
feature has a reliability value resulting from the sensor preci-
sion, faulty equipment, environmental temperature changes,
incorrect operation, etc., [90], [154], [155]. Gong et al. [89]
propose a feature selection method for unreliable data where
the reliability of a feature is represented by a value between
0 and 1, and the mathematic model is constructed using
the reliability value. Commonly, when dealing with unreli-
able data, fuzzy methods have the capability of describing
the degree of uncertainty for each variable. For example,
Chen [156] employs a cost-based fuzzy decision model to
deal with unreliable systems. Xie et al. [157] incorporate the
designed fuzzy weighting function into their fuzzy control
model under communication links. Since feature selection is
a tool for mining data, if a datum is not totally reliant, or if
there is a a breakdown or faulty operation when collecting
the data, how can we make full use of it? In an industrial
and mining context, there may be hundreds of sensors with
their own individual accuracy in the underground production
line, and the supervised data from these sensors is delivered
in real-time to the upper detecting chamber. The transmitted
data will surely have a significant influence on the judgment
of the upper control. Consequently, designing useful feature
selection methods for unreliable big data, in particular when
data are transmitted in real-time for further processing, is of
great importance.

In machine learning and data mining, when the number of
observations in one class is significantly rarer than in other
classes [158], the processing for the minor samples is diffi-
cult, which may contribute to misclassifying or even ignoring
these minor samples. These minor samples, however, often
contain more valuable information. Imbalanced data arise
from the accumulated amount of data, in particular in the field
of big data [159]. For instance in a detecting chamber of a
pit, data collected from sensors consist of the major samples
under no fault environment. When a breakdown occurs, for
instance a leash deviates from its set track, an abnormal value
from the sensor is then transmitted into the detecting chamber.
These abnormal values consist of minor samples.

Since one or more classes are underrepresented in the data
set [160], some researchers treat all imbalanced data con-
sistently with a versatile algorithm [159], [161], [162] while
others deal with imbalanced data with various dimensions,
ratios and the number of classes [158].

For imbalanced data, several feature selection
models have been attempted [158], [161], [163]–[168].

Embedded methods has been proven to be the most efficient
tool for dealing with imbalanced data [169], [170], while
before that, data level approaches with the aim of balancing
all class attributes by re-sampling the training dataset are
necessary. For example, over-sampling and under-sampling,
where the former creates new samples in minor class, such
as SMOTE [171], while the latter reduces the number of
majority class samples, such as ACOS [172].

One obstacle to selecting feature subsets for imbalanced
data is avoiding losing potentially useful information and
altering the original data distribution since feature selection
has to achieve a trade-off between eliminating irrelevance and
redundancy and retaining valuable features. Under the envi-
ronment of imbalanced big data, the inner pattern is hard to
recognize and the computing cost should be lowered. Besides,
it will have an extreme effect on the classifier’s accuracy if
potential features are removed. Therefore, the improvement
of the performance in feature selection methods for imbal-
anced data is a major challenge for imbalanced mining.

B. APPLICATIONS IN CLASSIFICATION ANALYSIS
1) TEXT CLASSIFICATION
The basic motivation for studying big data is to aggregate and
process a huge amount of data as rapidly as possible to mine
valuable information [173]–[177]. Based on this desirable
information, researchers can avoid risks, confirm reasons,
and predict events [178]. One of the most important tasks of
processing big data is to classify texts.

Today, the Internet is an essential part of people’s lives,
offering a great deal of convenience and reference sources.
The open review platform on the web provides users with
plenty of available contents. Many chaotic reviews, however,
consume valuable decision-making time for users. Under this
circumstance, feature selection is a promising way to provide
a filter and reference. Wang et al. [179] proposed an effective
feature selection method for classifying sentiment text in
product reviews, where the experiment includes 1006 car
reviews documents of cars. Although the method performs
well in text classification, the attempts for big data where
perhaps hundreds of or thousands of clues need to be ana-
lyzed. Assuming that there is a high degree of redundancy
and irrelevance in these clues, one difficult task for decision
makers is to choose goodswith the preferred performance and
a low expense.

If a dynamic environment exists in text classification,
what form could a feature selection method take? Nakanishi
Takafumi introduces a vector space model, which is the most
popular and basic method for the comparison of concepts,
events, and phenomena [180] to measure similarity or cor-
relation between queries and information resources that are
relevant to users’ information. It is worth mentioning that
the work of Takafumi can change space dynamically for
semantic computations and analyses with the update of data.
This is a breakthrough in text classification. In the big data
environment, dynamic feature selection needs more attention.
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2) MICROARRAY ANALYSIS
Microarray data are generated from microarray experiments,
which generally have high dimensions and a small number
of samples. A key issue in microarray experiments is the
large number of irrelevant and redundant genes. Their elim-
ination should make the process of obtaining the classifier
easier [181]–[184]. As mentioned above, feature selection
methods for big data with high dimension and small samples
has been discussed, and these are not suitable for a large
amount of repeated iterations.

Under this circumstance, Apolloni et al. [184] developed
an efficient hybrid feature selection method combining
a wrapper based on binary differential evolution with a
rank-based filter, where the initial population consists of
solutions from themost relevant features obtained by the filter
and solutions randomly generated to promote the diversity of
solutions. Similarly, Tabakhi et al. [185] proposed an embed-
ded feature selection method for genes, which is an unsuper-
vised method that is different from the former method.

In view of the particularity in some sensitive cases,
e.g. medical diagnosis, their research data are commonly very
large on account of constant preservation [6]. Filter taxonomy
is often taken into consideration in terms of the advantage of
saving computation cost. However, in order to increase the
desired classification accuracy, researchers tend to incorpo-
rate filters into other taxonomies or heuristic search strate-
gies. Therefore, the accuracy of feature selection methods
needs to be improved without increasing the complexity of
these methods. Besides, the small number of samples creates
a stepping stone for the improvement of the classification
accuracy.

3) IMAGE CLASSIFICATION AND
BACKGROUND SUPPRESSION
In the domain of image classification, diverse information
is required for images to be classified. Current attempts in
terms of this are like [50] and [186]–[190]. On account of
storage and computing costs, a large number of features
does not represent better classification. Therefore, feature
selection is taken into consideration for image classifica-
tion. Shang and Barnes [191] proposed a fuzzy-rough feature
selection method which is then incorporated into machine
learning for Mars image classification. Hierarchical image
content analysis is provided by Vavilin and Jo [192] for
dealing with image classification and retrieval for natural
and urban scenes. Moreover, Chang et al. [193] employed
k-fold feature selection, based on the concept similar to k-fold
cross-validation for image classification.

Although these studies are able to obtain a good classi-
fication result, the human factor has been ignored. In view
of this, Zhou et al. [194] proposed an eye-guided tracking
feature selection method for this field, which explores the
mechanisms of the human eye for processing visual informa-
tion based on mRMR and SVM. Their method takes a new
look at image classification even though they do not consider
dynamic images. In the context of big data, certain types of

images tend to have an influence on eye tracking data. Diverse
properties for images, such as the color, edge distribution,
illumination, weather, season, daytime, saturation, buildings,
cars, trees, the sky, and roads [192] make the image clas-
sification method specific to different scenarios. From this
big domain of images, the way that we can extract valuable
information and make use of it attract attention due to the
widespread use of digital equipment.

Background suppression targets detecting and analyzing
text from video frames, where a media sequence is assumed
in an unknown video length [195], [196]. Feature selection
methods are able to seek information, and Nguyen et al.
employ feature selection to deal with the background sup-
pression problem [197]. Similar to unreliable data, features
for this kind of problem often have different importance,
leading to more difficulty for feature selection. Moreover,
their streamwise styles of data undoubtedly produce a greater
challenge.

V. FUTURE RESEARCH ISSUES
This paper has reviewed available feature selection methods
for dealing with big data. Some possible future directions will
be discussed in this section.

Data model: As mentioned above, we are now in the
era of big data with extremely large sizes and rapid
changes. A changing environment under the conditions
of large-scale data should also be taken into considera-
tion for feature selection. The dynamic feature selection
method is an open issue for researchers, since not only
is the cost of accessing the features or data high, but
also we usually cannot obtain all the features or data in
advance in real-world applications. With the growth of
streaming data and the development of the dynamic fea-
ture selection methods, how to combine the two aspects
for an efficient and fast classification requires a lot of
work.

High-dimension: Although some available feature
selection strategies based on mutual information
for high-dimension data have the capability in com-
putational consuming, the definition of the relation-
ships between features or class attributes, which
has an influence on the final selection results, is still
a great challenge.
Large-scale: With respect to various formats of
data, combined with a large scale, cloud computing
and cooperative computing are new topics, while
there is a handful of research incorporating these
parallel processing methods into feature selection
for big data.

Data structure: In terms of semi-structured data and
non-structured data, the importance of normalization
should be stressed. If feature selection methods that
facilitate seeking the internal patterns of these kinds
of big data are designed, then it will be easier for our
interpreters to process and utilize them. However, most
of the current research aims to find the feature subset
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of structured big data, where the semi-structured and
non-structured big data are absent.
Dynamic environment: Concerning the data whose
format, scale or other characteristics are changing over
time, namely, under the dynamic occasion, there have
been a limited amount of research, even though several
streamwise models are available. The processing speed
is a main obstacle of these kinds of data, since in some
cases, it is more necessary for our data users to obtain
a brief and simple model, which can describe the main
characteristics of the original model rather than a precise
one. Using the obtained data model, future data can be
processed roughly online, followed by other processing
techniques offline.
Combined with parallel methods: For the charac-

teristics of big data, parallel processing methods have
been applied to improve the efficiency of mining big
data [198]. Since feature selection methods can lighten
the processing load in inducing a data mining model,
the combination of the merits of both feature selection
and parallel processing is worth investigating.

a. Combined with CoEA: The cooperative
evolutionary algorithm (CoEA), a parallel evolu-
tionary algorithm (EA), has generally a rapid pro-
cessing speed. If the divide-and-conquer idea of
CoEA to feature selection is applied to big data,
the problem of feature selection with high dimen-
sions is split into several subproblems of feature
selection with low dimensions. Therefore, these
subproblems with low dimensions can be easily
handled in parallel by EAs, which provides a feasi-
ble approach for improving the efficiency of feature
selection.
b. Combined with cloud computing: In recent
years, cloud computing has been intensively stud-
ied. This lays the foundation for remote storage
and distributed processing for big data. Heteroge-
neous parallel processing based on a cloud environ-
ment, however, can lead to many problems, such
as the division of processing tasks and cooperation
among cloud resources. Moreover, in the light of
the remarkable performance of GPUs in float point
arithmetic and large scale data processing, imple-
menting feature selection methods on GPUs is also
an effective way to improve the efficiency of big
data mining.

Energy saving: Filter methods offer a lower compu-
tational cost than both wrapper and embedded meth-
ods, despite the fact that they perform at the expense
of high accuracy. Therefore, hybrid methods, efficient
embedded methods and parallel techniques are desirable
to save computing cost while not lowering the accuracy
when dealing with big data.
Performance in real-time processing: Since the use-
fulness of a datum will degrade over time, the time
consumption for processing big data must be taken into

account when designing a processing technique. Due to
the merits of the dimensional reduction brought from
feature selection, some researchers have attempted to
apply feature selection methods to processing data in
real time [199], [200]. For example, Zhang et al. [160]
proposed a feature selection method based on the Fisher
filter and wrapper to reduce the number of features so as
to reduce the processing time. For dealing with problems
with the requirement of real-time processing, apart from
the efficiency of feature selection, just as much attention
must be paid to the accuracy. The well-established data
model will help further processing whereas an incor-
rect one contributes to a great impact on subsequent
processing.
Practical problems: Since feature selection targets
recognizing the inner pattern of a dataset and eliminating
the irrelevance or the redundancy of the dataset, apply-
ing feature selection as a data mining tool to deal with
practical problems is desirable in today’s world of big
data. However, there is a lack of research into practical
cases on the basis of feature selection in the context
of big data. It will be appreciated if the unreliability,
the unbalance, and the allotropy of data are taken into
consideration.

VI. CONCLUSION
Mining valuable information from big data is indeed difficult
and challenging. As an important data preprocessing tech-
nique, feature selection can greatly improve the efficiency
of utilizing data. This paper first reviews feature selection
methods for traditional data and then comments in detail on
available feature selection methods for big data. On the one
hand, although researchers have developed a large variety of
available feature selection methods for traditional data, they
still have difficulties tackling the problem of feature selection
for big data. On the other hand, the existing methods of big
data feature selection have severe limitations in achieving
an appropriate tradeoff between the accuracy of solutions
and computational complexity. Moreover, for practical prob-
lems, even though more work is essential, we have some
strategies and techniques specific to a background, which are
reviewed in this paper. Besides, more attention is paid to the
applications of feature selection methods specific to several
particular kinds of data and classification analysis. It will
be appreciated if our review work provides a reference for
those who would like to explore big data mining via feature
selection.
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