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ABSTRACT As millimeter-wave technology becomes more and more mature, directional modulation (DM)
based on large uniform linear arrays, where the adjacent antennas spaced half-wavelength of the frequency of
interest, can be realized to ensure the security of millimeter-wave systems. However, for small inter-element
spacings, themutual coupling effects are severe. Therefore, a DM technique using linear sparse arrays (LSAs)
is presented to improve spatial resolution and mitigate the effects of mutual coupling. The main idea for DM
signal synthesis is to modulate the radiation pattern at the symbol rate by randomly selecting a sparse rate,
i.e., a filling fraction, from the given interval [αmin, αmax] and an array formation, i.e., an antenna subset,
from the codebook P . This results in a directional radiation pattern that projects a standard constellation in
the desired direction and distorted randomized constellations in other directions, which offers security for
wireless communication. Numerical comparisons of the symbol error rate performance of the proposed DM
technique against conventional array transmission and antenna subset modulation are presented to highlight
the advantages of the DM technique for LSAs.

INDEX TERMS Directional modulation (DM), linear sparse array (LSA), sparse rate (SR), array forma-
tion (AF), symbol error rate (SER).

I. INTRODUCTION
Information security has been an increasingly critical issue
for wireless communications in both civil and military fields
due to the broadcast nature of wireless media. The traditional
means to guarantee the security of wireless communications
is encrypting confidential messages at the higher layers of
the protocol stack. However, malicious eavesdroppers can
decipher the complex encryption mechanism, capture the
encrypted information and then decode it due to the extremely
high speed increase in computing capacity of the computer.
As a result, researchers have turned their interest towards
the lower physical layer security (PHY-security) [1], [2].
PHY-security enables wireless communications to exploit the
properties of the physical layer to scramble information con-
tent potentially intercepted by eavesdroppers, while simulta-
neously delivering it to its desired receivers intactly.

Directional modulation (DM), as a promising keyless
PHY-security technique that can achieve the above purpose
with array antennas, has been widely investigated in recent
years. DM is a transmitter-side technology that is capable

of projecting a standard constellation along a pre-specified
direction while distorting the constellation format in all other
directions. The concept of DMwas first introduced in [3], and
DM structures based on near-field diffraction grating interfer-
ence effects have been proposed [4], [5]. However, the design
process in these cases is complicated because the near-field
interactions and their spatially-dependent transformation in
the far field are so complex. In [6]–[11], DM architectures
composed of actively-driven antenna arrays with reconfig-
urable phase shifters [6], [9]–[11] or radiators [7], [8] were
used for DM synthesis via genetic algorithms (GAs) or par-
ticle swarm optimization (PSO). Antenna subset modula-
tion (ASM) was utilized for DM synthesis in [12], and the
approach was further developed using the spread-spectrum
DM architecture in [13]. In ASM, the radiation pattern is
modulated at the desired symbol rate, by randomly selecting
an antenna subset to provide a distorted signal constellation in
undesired directions, while maintaining a clear constellation
in the desired direction. Yuan and Fusco [14], [15] proposed
the constrained far-field radiation pattern approach, and the
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far-field radiation pattern separation approach was devel-
oped. Then, the orthogonal vector approach was proposed
in [16] and [17] for the analysis and synthesis of DM trans-
mitters. The linkage between DM and artificial noise (AN)
was established in [18] and [19], which provided another
perspective for DM synthesis.

However, most existing literature about DM is based
on uniform linear arrays (ULAs) with a maximum half-
wavelength spacing between adjacent antennas to avoid spa-
tial aliasing. The small carrier wavelength at millimeter wave
frequencies enables a large array available in practice [20].
ULAs have been widely adopted in millimeter wave wireless
communications. However, it is noted that too small inter-
element spacing can cause strong mutual coupling effects and
it is not conducive to the correct acquisition of information
by desired receivers. Thus, the performance of large arrays is
adversely affected.

Compared with the ULA, a linear sparse array (LSA) [21],
that is, an antenna array composed of antenna elements
extracted from part of a regular ULA, can narrow the
scanned beam width with fewer antenna elements, improve
the spatial resolution, and weaken the mutual coupling effect
between the elements. Therefore, the LSA is more suitable
for DM systems than the ULA. Unfortunately, the peri-
odic thinning of the array will cause high sidelobes in
the array pattern, which will cause some interference with
secure information communication. The utilization of intel-
ligent algorithms such as genetic and simulated annealing
algorithms to optimize the LSA structure can only sup-
press the sidelobes’ levels, but eavesdroppers in undesired
directions with receivers sensitive enough can still intercept
the confidential information from the sidelobes. Therefore,
it does not completely meet the security needs of wireless
communications.

In this paper, we will focus on DM synthesis primarily for
LSAs. The core idea is the randomness of LSAs’ selection for
different symbols. Randomness is reflected in two aspects.
One is the random selection of the sparse rate (SR), and
the other is the random selection of array formation (AF).
In particular, the determination of the range of sparse rate
and generation of the codebook P for formation selection is
described in detail.

The remaining part of this paper is structured as fol-
lows. A detailed description of the ULA and LSA trans-
mission models is given in Section II. The principle of
the directional modulation technique using LSAs is pre-
sented in Section III. Then, Section IV provides simulation
results and discussions. Finally, Section V concludes the
paper.

Throughout the paper, the following notations will be used:
(·)T and (·)H designate transpose and complex conjugate
transpose, respectively; d·e denotes mapping a real number x
to the smallest integer greater than or equal to x; max(·) and
min(·) denote maximum operation and minimum operation,
respectively; |·| represents modulus; Operator ‘‘◦’’ denotes
the Hadamard product of two vectors.

FIGURE 1. Structure of a ULA.

II. SYSTEM MODEL
A. ULA TRANSMISSION MODEL
A multiple-input single-output (MISO) communication sys-
tem with N transmitting antennas and a single receiving
antenna is adopted. However, the ideas proposed in this
paper can be extended to multiple receive antennas. We first
consider ULAs equipped with omnidirectional antennas,
as shown in Fig. 1, although our approach works for uniform
planar arrays and uniform cylindrical arrays, i.e., 2D/3D
multidimensional periodic arrays. We deploy an N-element
ULA with a half-wavelength spacing along the x-axis and
with the array centered at the origin. The angular location
of the receivers is only specified by the azimuth angle (θ),
because the linear array positioned on the x-y plane can-
not resolve elevation (φ). The transmitter knows the angu-
lar location of the desired receiver, but not of the potential
eavesdroppers.

Without loss of generality, assuming a narrow-band chan-
nel with perfect synchronization and symbol-rate sampling,
the received signal at discrete time k along with any direction
angle θ can be expressed as

y(k, θ) = hH (θ )w(θ )x(k)+ ω(k), (1)

where h(θ) and w(θ) are N × 1 channel vector and beam-
forming vector, respectively. x(k) is the transmitted mod-
ulation signal, and ω(k) is the normalized additive white
Gauss noise (AWGN) with zero mean and σ 2

ω variance, i.e.,
ω ∼ CN (0, σ 2

ω). The channel vector, h(θ ), is a function of the
receiver’s angular location. Generally, in order to avoid spa-
tial aliasing, the maximum spacing between adjacent anten-
nas is set to half a wavelength of the frequency of interest.
The normalized channel vector for a receiver located along
the θ direction can be written as

h(θ )=
1
√
N

ej2πφθ (1)︸ ︷︷ ︸
h1(θ )

, . . . , ej2πφθ (n)︸ ︷︷ ︸
hn(θ )

, . . . , ej2πφθ (N )︸ ︷︷ ︸
hN (θ )

H, (2)

where φθ (n) is defined as

φθ (n) =
(1− n)d cos θ

λ
(n = 1, 2, . . . ,N ). (3)

Here, d represents the inter-element spacing and λ is the
free-space wavelength.
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FIGURE 2. A typical phased ULA transmitter.

For ULA mentioned above, Eq. (3) can be simplified to

φθ (n) =
(1− n) cos θ

2
(n = 1, 2, . . . ,N ). (4)

For linear arrays with variable inter-element spacings,
Eq. (3) is replaced by

φθ (n) =
dn cos θ
λ

(n = 1, 2, ...,N ). (5)

where dn is the distance from element n to the first element.
This is a typical non-grid array. Limited to the length of the
article, we only consider grid arrays for the sake of the present
discussion.

Fig. 2 shows a block diagram of a typical phased ULA
transmitter whose modulation is generated in the baseband,
and then followed by RF up-conversion and beamforming
in the RF domain. Finally, the phase-shifted signal at each
branch is amplified by a power amplifier (PA) before going
into the antenna elements.

M-ary phase shift keying (MPSK) modulation will be used
by the transmitter. Then, the complex phase-modulated sym-
bol is given by

x(k) =
√
Pejψ(k,l) =

√
Pej2π (l−1)/M , l = 1, 2, . . . ,M . (6)

where P denotes the transmission power.
Let θd and θu denote, respectively, the desired radial and

undesired direction. As a side note, the transmitter knows
θd but not θu. In order to orient the main beam towards the
desired direction θd , the beamforming vector,w(θ), is set as

w(θ) = h(θd ), ∀k. (7)

Recalling Eq. (1), in an arbitrary direction θ , the received
symbol is given by

y(k, θ) = hH (θ )h(θd )
√
Pejψ(k,l) + ω(k). (8)

Then, substituting Eq. (3) into Eq. (8), ignoring the noise,
and letting ξθ = πd

λ
(cos θ − cos θd ), we have

y(k, θ) =
√
Pejψ(k,l)e−j(N+1)ξθ ·

1
N

N∑
n=1

ejn2ξθ

=
√
Pejψ(k,l)

sin(Nξθ )
N · sin(ξθ )

= ζ (θ )x(k), (9)

where ζ (θ ) = sin(Nξθ )
N ·sin(ξθ )

is a real scaling factor for every θ .

FIGURE 3. Structure of a grid LSA.

It is noted that the k-th received datum is equal to the sym-
bol x(k) if and only if the target receiver detects transmissions
from the desired direction θd , which means that θ = θd , and
ζ (θ ) reaches its maximum value, i.e., ζ (θ ) = 1.
It is not difficult to see from Eq. (9) that the disadvantage

of the traditional phased ULA transmission technique is that
there are only differences in amplitude of the received signals
in different directions, while the constellations of modulated
signals received at different positions are the same, i.e., the
relative phase relationship between the constellation points
does not change. Therefore, as long as the eavesdroppers have
sufficiently sensitive receivers, they can still successfully
capture correct information, which undoubtedly affects the
security of wireless communications.

B. LSA TRANSMISSION MODEL
A small carrier wavelength at millimeter wave frequencies
enables an array to accommodate a large number of antennas.
At the same time, the antenna elements become smaller and
cheaper. However, the high cost of an entire front-end per
antenna makes a large array very expensive, as in the case
of a phased array radar with hundreds of antennas. As a
result, the benefits afforded by using more front-ends are
only gained at the cost of increasingly complex and expensive
hardware. Therefore, the thinning of large arrays is becoming
increasingly desirable.

In this paper, grid LSAs are considered only for the sake
of analysis. A grid LSA refers to an antenna array formed
by extracting a portion of the elements of a ULA with an
inter-element spacing d according to the given optimization
criteria.

In Fig. 3, we consider a K-element LSA obtained from an
N-element ULAwith all elements spaced d = λ

/
2 apart. The

SR of the sparse array, i.e., the filling fraction, is defined as

α =
K
N
× 100%. (10)

The ULA serves as a reference for comparison with the
LSA because a LSA is obtained by extracting some elements
from a ULA. That is to say, elements in ULA are made
active or inactive to form a LSA by reducing the sidelobe
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FIGURE 4. A DM transmitter for grid LSA.

level. Here, a binary digit, i.e., a bit an is used to indicate
whether the nth element is excited or not. An active element
corresponds to one, while an inactive element corresponds to
zero

an =
{
1, active element
0, inactive element.

(11)

Therefore, we use an N × 1 vector to denote an array
formation. The nth element of a = [a1, a2, . . . , aN ] is defined
in Eq. (11).

In this investigation, all arrays synthesized will contain a
fixed outermost element pair. The purpose of fixing the outer-
most pair is to ensure a specific aperture size,L = (N−1)×d ,
as a basis for comparison. If the SR is unchanged during the
sparsing process, the number of active array elements is a
fixed number K.
The system architecture of a DM transmitter for LSA

is shown in Fig. 4. A fundamental difference between the
method proposed in this paper and conventional phased ULA
transmitters is that modulation occurs in the RF domain. For
each symbol transmitting, there are only K active antennas,
so the RF chains subset used for transmission of each symbol
contains exactly K RF chains. It is noted that K is a random
integer for every symbol. The control block selects the subset
of K active antennas using a high-speed RF switch and then
determines the phase shifts for each antenna in use. We will
demonstrate the scheme for a random selection of SR and AF
and the method for DM signal synthesis for secure transmis-
sions in the following part.

Since there is no baseband modulation involved,
x(k) =

√
P denotes the constant amplitude carrier. The

effects of data modulation, beamforming and AF selection
for the transmitting symbol at discrete time k are succinctly
represented by the beamforming vector,w(k, θ), for LSAs,

w(k, θ) = [a(k) ◦ h(θd )]ejϕ(k), (12)

where ϕ(k) is a data-dependent phase offset intro-
duced in addition to the progressive inter-antenna phase
shifts.

Without loss of generality, assuming a narrow-band chan-
nel with perfect synchronization and symbol-rate sampling,
the received signal at discrete time k along any direction
angle θ can be written as

y(k, θ) = hH (θ )w(k, θ)x(k)+ ω(k)

= hH (θ )[a(k) ◦ h(θd )] ·
√
Pejϕ(k) + ω(k). (13)

The scaling factor ζ (θ, a) is defined as

ζ (θ, a) = hH (θ )[a(k) ◦ h(θd )]. (14)

Then, substituting Eq. (14) into Eq. (13) and ignoring noise
for the convenience of analysis, we have

y(k, θ) = ζ (θ, a)︸ ︷︷ ︸
scalar

·
√
Pejϕ(k)︸ ︷︷ ︸

information

, (15)

where the scaling factor ζ (θ, a) is a complex number for every
θ 6= θd and changes with different symbols. When θ = θd ,
i.e., ζ (θ, a) = 1, we obtain the noiseless received signal using

y(k, θ) =
√
Pejϕ(k). (16)

This indicates that the constellation received in the desired
direction remains the same as the information delivered.

When θ 6= θd , let ζ (θ, a) = δ(θ, a) · ej1ϕ(θ,a), we have

y(k, θ) = δ(θ, a) ·
√
Pejϕ(k) · ej1ϕ(θ,a). (17)

It is easy to see that the signal received is not only related
to the direction θ , but also to the AF of the LSA, a. There
exists a random amplitude difference δ(θ, a) and a random
phase difference1ϕ(θ, a) between the received signal and the
original signal for each symbol, which disrupts the constella-
tion format received in undesired directions at random. The
proposed method offers security through the transmission
of digitally modulated information along a prior assigned
direction, while simultaneously distorting the constellation
formats of the same signal in all other directions. There-
fore, it inhibits eavesdroppers from demodulating the useful
information without knowing the intended direction, thus
enhancing the security of the system.

III. PRINCIPLES OF DM TECHNIQUE FOR LSAS
The directional modulation technology proposed by
Daly and Bernhard [6], which controls transmitted signals
by adjusting the phased array phase shifter, scrambles the
constellation in the undesired directions. However, there is a
certain regularity in the disturbances introduced which makes
the method not secure enough. Direction modulation can also
achieve the purpose of disturbing the constellation through
the selection of an antenna subset for signal transmission,
called antenna subset modulation (ASM), and was studied
by Valliappan et al. [12]. This method can interfere with
the reception of signals by eavesdroppers without affecting
legitimate receivers. However, it only considers the different
array formations for a fixed number of antennas, and the DM
signal synthesis is not included.

In order to reinforce the security of wireless information
transmission, a DM technique for LSAs is proposed. The
method can be considered as an extension to some extent.
The essence of the method proposed lies within two aspects
of randomness for a LSA selection for every transmitted
symbol. One is the randomness of the sparse rate selection,
which occurs at symbol level. The other is the randomness
of the antenna subset selection after the sparse rate has been

VOLUME 7, 2019 13233



F. Liu et al.: DM Technique for LSAs

FIGURE 5. Main lobe width for various apertures and sparse rate.

selected, which occurs at the RF chain. It is noted that for each
transmitted symbol, only one LSA is utilized. That is to say,
the LSA in use is one randomly selected subset from the total
antenna set for the randomly selected value of sparse rate.

When transmitting a symbol, at first, we randomly generate
an SR (α ), then sparse the N-element ULA according to
the value of α. That is, the sinusoidal carrier signal drives
only dNαe antennas after passing through phase shifters and
PAs. The primary task to achieve secure transmission is to
construct a LSA set as a codebook. Then, we randomly select
an AF from the codebook to synthesize the DM signal.

In the following, the random selection of a sparse rate and
an array formation is discussed in detail.

A. RANDOM SPARSE RATE SELECTION
First, we investigate what level of thinning will produce
the best results considering the characteristics of the LSAs.
Then, we will give the value range of the sparse rate. Finally,
a sparse rate is randomly selected from the SR set J .

As is known, if a DM signal has a narrower main lobe
beamwidth (3-dB beamwidth) and a lower peak sidelobe level
(PSL), it will offer better physical layer performance with
regard to security.

The beamwidth of the main lobe is rather insensitive to
changes of the element positions and to the total number
of elements, and depends primarily on the total length of
the array. Unless the excitations of the elements are strongly
tapered and the inter-element spacings vary wildly, the fol-
lowing equation can be used with reasonable accuracy to
determine the total aperture length L of a broadside array
required to produce a 3-dB beamwidth 1θ , where it is
assumed that 1θ � 1 radian

L
λ
≈

1
1θ

. (18)

Observing Eq. (18), it is apparent that a broadside array
with a narrower 3-dB beamwidth needs a larger aperture L.
That is, a large array is beneficial to the security of DM
techniques.

We have investigated the relationship between the thinning
levels and the main lobe width for various apertures as shown

in Fig. 5. The main lobe width is plotted for four different
apertures filled to various extents. All apertures ranging from
20λ to 50λ exhibit similar behavior. As can be seen in the
figure, as the sparse rate increases, the main lobe width
increases as well. However, when the sparse rate is increased
to a certain ratio, the main lobe width is no longer signifi-
cantly broadened. For the same aperture, the main lobe width
changes slightly for different filling fractions. So, the fact
that the beamwidth of the main lobe depends primarily on
the total aperture of the array has been validated. In practice,
we choose the fixed aperture to be as large as possible.

To exploit the additional degrees of freedom (DOF) pro-
vided in the spatial domain, the thinning of a large array with
the same aperture can be employed for more effective DM.
Large broadside arrays with variable inter-element spacings
are of great importance when the average spacing is larger.
For such arrays, the number of elements used in conven-
tional arrays to obtain given directional characteristics can be
markedly reduced in order to reduce costs. Therefore, only
arrays with large average inter-element spacings will be con-
sidered. Because the elements are assumed to be spacedmuch
more than one wavelength apart, the achievable sidelobe level
is expected to have a lower limit. This can perhaps be best
understood by considering a broadside array of equidistant
omnidirectional elements. To avoid strong grating lobes in the
radiation pattern, the spacing between neighboring elements
must be smaller than about one wavelength. If the spacing
in the equispaced broadside array is allowed to exceed one
wavelength, the width of the main beam becomes smaller.
However, at the same time a number of grating lobes with the
same level as the main lobe appears. These grating lobes can
be suppressed to some extent without influencing the width
of the main beam appreciably by suitably rearranging the
elements of the array. However, the lobes outside the main
beam cannot be suppressed to an arbitrarily low level. The
lowest obtainable sidelobe level depends on the number of
elements used in the array; the larger the number of elements,
the lower the theoretical limit of the sidelobe level. This limit
can be predicted very easily for the case of a very large
array. For such arrays, the width of the main lobe depends
essentially upon the length of the array and only slightly
on the number of elements in the array and on the way the
elements have been arranged. When all elements are given
the same excitation, and the mutual couplings are neglected,
the array gain equals the number of array elements.

In a study by Andreasen [23], a lower bound to the peak
sidelobe level (PSL) was determined. This lower bound is
given by

PSL(N , dav) = −10 log(N
/
2)− 10 log(

1

1− λ
/
2dav

) dB.

(19)

Eq. (19) is based on a given number of elements N and
a given average inter-element spacing dav, but it is designed
for use on large arrays. The nature of this function makes
it inaccurate when dav is close to λ

/
2, and this inaccuracy

13234 VOLUME 7, 2019



F. Liu et al.: DM Technique for LSAs

FIGURE 6. Peak sidelobe levels for various apertures and sparse rate.

implies that the least amount of thinning is best. That is, there
exists a sparse rate to make the PSL minimum.

In Fig. 6, the PSL is plotted for four different apertures
filled to various extents. All apertures ranging from 20λ
to 50λ exhibit similar behavior. As we can see, the lowest
possible PSL is achieved when 85% - 87% of the available
elements are used. When apertures are 20% - 80% filled,
a roughly linear relationship between PSL and amount of
thinning is seen.

As discussed above, when the radiated energy is constant,
themain lobewidth and the peak sidelobe level are correlated.
The main lobe width increases and the peak side lobe level
is correspondingly lowered. Also, the main lobe width is
insensitive to changes of the element positions and to the
total number of active elements. Therefore, in order to ensure
that the sparse array maintains a narrow main lobe width,
it is necessary to maintain the sparse array with the largest
aperture size and thus keep the outermost element pair active.
A reasonable distribution of active elements is then selected
for the middle part to suppress the peak sidelobe level.

According to Eq. (19), when the aperture of the array is
fixed, the PSL depends primarily on the average inter-element
spacing dav. That is, the PSL depends primarily on the number
of active elements, K, and a lower PSL makes a hard task
for an eavesdropper to demodulate the useful information.
Therefore, the values of K are taken according to the PSL.
As shown in Fig. 6, when the PSL reaches its minimum,
the corresponding sparse rate α is denoted by αmax. When
all elements are active in the array, the value of the PSL is
denoted by PSLfull . When the PSL reaches PSLfull , the corre-
sponding sparse rate α is denoted by αmin( αmin 6= 1). Then,
the SR set J is given by

J = {α ∈ R | αmin ≤ α ≤ αmax}. (20)

The parameter αmin is chosen to utilize as few RF chains
as possible to save costs and to increase the difficulty for
eavesdroppers demodulating with lower PSL, whereas αmax
is chosen to maintain the PSL as low as in the case of the full
array.

The sparse rate chosen for a particular symbol is equally
likely to be any value from the set J . Similarly, the values of
K can be randomly taken from the set K

K = {K ∈ Z | dNαmine ≤ K ≤ dNαmaxe}. (21)

B. RANDOM ARRAY FORMATION SELECTION
In what follows, the LSA in Fig. 3 is analyzed from the aspect
of radiation pattern. In a study by Mailloux [22], the far-field
radiation pattern of aK-element LSA excited by equal current
amplitudes at arbitrary discrete time k and along any direction
θ can be expressed as

F(k, θ) =
N∑
n=1

fn(k, θ)ane−jγ · ejπ (1−n) cos θ , (22)

where fn(k, θ) is the pattern of element n, and for an isotropic
antenna, fn(k, θ) = 1,∀n, while γ denotes the phase weight-
ing of the nth element. As defined in Eq. (11), an denotes
whether the nth element is excited or not, satisfying

a1 = aN = 1
an · (an − 1) = 0, n = 1, 2, ...,N
aT a = K .

(23)

When the main beam direction is the desired direction θd ,
we have

γ =
2π
λ
(1− n)d cos θd = π (1− n) cos θd . (24)

Substituting Eq. (24) into Eq. (22), we have

F(k, θ) =
N∑
n=1

anejπ (1−n)(cos θ−cos θd ). (25)

Then, the PSL of pattern for the K-element LSA is given
by

PSL = max
θ∈S

(FdB(k, θ)) = max
θ∈S

(
F(k, θ)

max(F(k, θ))
), (26)

where FdB(k, θ) denotes the normalized pattern function and
S denotes the sidelobe range of the pattern.

Because the main lobe 3dB-width of the pattern is 1θ ,
we have

S=
{
θ | θmin≤θ≤θd −1θ

/
2 ∪ θd+1θ

/
2 ≤ θ ≤ θmax

}
.

(27)

For the N -element array, the number of subsets with K

active antennas is
(
N − 2
K − 2

)
=

(N−2)!
(K−2)!(N−K )! . Even for

moderate values of N and K , this number can be enor-

mous; for N = 51, and K = 25,
(
N − 2
K − 2

)
≈ 5.8 ×

1013. Obviously, when the number of active antennas is
changing with each symbol, our codebook P is almost
dNαmaxe−dNαmine∑

i=0

(
N − 2
dNαmine+i− 2

)
/

(
N
K

)
times that of the

ASM method. This facilitates the randomization in phase,
which is the improvement in our method.
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Given the impracticality of an exhaustive search, heuris-
tic optimization techniques based on genetic algorithms are
utilized for optimized antenna subset selection. We focus on
genetic algorithms to find a codebook of antenna subsets that
have a lower PSL, as this will benefit security. While the
amplitude of the received symbols in undesired directions is
now lower, the randomization in phase caused by the antenna
subset selection is preserved by the use of a large enough
codebook.

The optimization goal is to find an optimized solution
of the AF, a, to minimize the PSL. Then, the optimization
problem can be written as

min
a

(PSL)

s.t. a1 = aN = 1

an · (an − 1) = 0, n = 1, 2, . . . ,N

aT a = K . (28)

This is an optimization problem with a constraint given by
integer nonlinear equality.

A genetic algorithm is a global intelligent stochastic opti-
mization algorithm with the characteristic of intelligence,
self-organization and self-adaptation, and is therefore, suit-
able for this application. Because the number of possible
subsets is large enough, we can obtain a sufficient collection
of array configurations with similar sidelobe properties after
multiple runs of the GA. The random initialization and the
probabilistic nature of the genetic algorithm ensure that we do
not converge to the same local optimum after each run. Thus,
the arrays synthesized are stacked to form the AF codebook
P . Next, we choose an AF at random from the codebook P
for the synthesis of the DM signal.

C. DM SIGNAL SYNTHESIS
Note that the AF selection is only to reduce the peak sidelobe
level as the optimization goal. However, it does not consider
the degree of distortion of the constellation in undesired
directions. Hence, that may not be strict enough for achieving
safe wireless transmission. Once the AF has been selected,
we take this fact into account for DM signal synthesis to
enhance the security of information transmission.

Let us assume that the transmitter uses the LSAsmentioned
above and communicates with the MPSK signal described by
Eq. (6).

From the signal processing perspective,F(k, θ) in Eq. (24),
as a complex digital symbol with a magnitude and a phase,
and can thus be regarded as a constellation point in IQ space.
For the convenience of analysis, the far-field radiation pattern
for the lth symbol is rewritten as

Fl(θ ) =
N∑
n=1

anejπ (1−n) cos θ ·e−jγln . (29)

In order to ensure that the intended receivers can recover
information correctly, we attempt to minimize a cost function

TABLE 1. DM technique process for LSAs.

given by

31 =

M∑
l=1

|Fl(θd )− x(k, l)|

−π ≤ γln ≤ π, l = 1, 2, . . . ,M; n = 1, 2, ..,N

(30)

At the same time, to generate the maximally distorted con-
stellation diagram in undesired directions, we try tomaximize
a cost function which is defined as

32 =

M−1∑
l=0

1θ
step∑

k=0,k 6= 1θ
2step

∣∣Fl(θd −1θ/2+ step× k)− x(k, l)∣∣
−π ≤ γln ≤ π, l = 1, 2, . . . ,M; n = 1, 2, ..,N

(31)

where 1θ is a constant associated with the 3dB main lobe
beam width, while step is the step size of azimuth angle.
The symbol error rate (SER) performance of receivers varies
tremendously near θd −1θ

/
2 and θd +1θ

/
2. The stepping

azimuth angle is usually set to 0.1◦.
Therefore, a multi-objective optimization model for DM

signal synthesis can be designed as follows

min31

max32

s.t. − π ≤ γln ≤ π,

− π ≤ γln ≤ π, l = 1, 2, . . . ,M; n = 1, 2, ..,N

(32)

The optimization goal is to find an optimized solution of
γln to achieve DM. It is easy to use a multi-objective GA to
solve the problem.

In summary, the process of the DM technique for LSAs is
shown in Table 1.

IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, we discuss several simulations to demonstrate
the proposed method and compare its performance with con-
ventional array transmission and antenna subset modulation
transmission.

We assume that the modulated signal uses Gray-coded
QPSK and the AWGN power is the same for all directions.

For the sake of brevity, we initially consider to thin a ULA,
which will result in a change of element spacing. So, it is
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FIGURE 7. Normalized radiation patterns for 50-element ULAs with four
different inter-element spacings.

necessary to first analyze the influence of the element spacing
variation on the array pattern.

A ULA with inter-element spacing not more than half-
wavelength is called a standard array, while a ULA with
inter-element spacing greater than half-wavelength is called
a sparse array. If there are multiple peaks in the visual range
of beam aliasing, the peak in the main direction is called the
main lobe, while peaks in other directions are called grating
lobes. From the spatial sampling perspective, a standard array
is over-sampling. There is only one peak in the visual range,
i.e., a standard array has no grating lobes. A sparse array is
under-sampling. Since the spatial sampling theorem is not
satisfied, there are multiple peaks in this range, and therefore
a sparse array produces grating lobes.

Fig. 7 shows the normalized radiation patterns for ULAs
with four inter-element spacings, λ/4, λ/2, λ and 2λ respec-
tively. The arrays with inter-element spacings λ/4 and λ/2
have only one main lobe. When the inter-element spacing
is equal to λ, two grating lobes and one main lobe appear.
When the inter-element spacing is 2λ, there are four grating
lobes and one main lobe, which do not change with the array
orientation. Additionally, it can also be clearly seen that when
the number of array elements is constant, the greater the inter-
element spacing is, the smaller the width of the main lobe is,
and the higher the resolution is. The smaller main lobe width
enhances security, while the grating lobe effect is not good
for legitimate users.

FIGURE 8. SER curve for 50-element ULAs with four inter-element
spacings.

FIGURE 9. Normalized radiation patterns for the LSA (α = 0.5),
50-element ULA, and 100-element ULA (all with the same aperture
about 50λ).

Ideally, the desired receiver can demodulate the signal
without errors, while the SER in all other directions should
be as high as possible. Next, sparse arrays are applied to
conventional array transmission and the security performance
is analyzed according to the SER at the receiving end. Apart
from the different inter-element spacings, the rest of the
simulation conditions are the same. The resulting SER curve
is shown in Fig. 8.

In Fig. 8, the SER curves still follow the periodicity. The
sparse array with an element spacing of 2λ has a main lobe
nulling, i.e., nulling in desired direction, which is what we
expected. There are also nulls at four other angles, coinciding
with the sidelobe positions of the pattern. The arrays with
other inter-element spacings exhibit behavior similar to the
normalized radiation pattern in Fig. 7. Therefore, only the
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FIGURE 10. (a) Element location, (b) Beam Patterns and (c) Constellations
for DM signal when SR is fixed to 0.5 with four different AFs.

pattern is analyzed and the SER curves are given in the
following part. SER nulling in undesired directions is collec-
tively called as the SER grating lobe.

FIGURE 11. (a) Element positions, (b) normalized radiation patterns and
(c) Constellations for LSAs with different SRs.

LSA grating lobes are a significant drawback. However,
when the number of array elements is constant, the greater
the inter-element spacing is, the narrower the SER nulling
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FIGURE 12. SER curves for conventional phased array, ASM and LSAs
transmission.

of the main lobe is. In the sidelobe region, the performance
difference of SERs with different arrays is very small, and
the volatility is not significant. Hence, LSAs are more secure
than standard arrays, provided that the grating lobes are elim-
inated. In the following, we assume that the sparse rate is
fixed at 50%. Firstly, to compare the differences between the
LSA, the N-element ULA and the N /2-element ULA (keep-
ing the same aperture), the corresponding patterns are shown
in Fig. 9. Secondly, to compare the differences between three
different array formations from codebook P , the simulation
results are shown in Fig. 10.

In Fig. 9, from the perspective of the main lobe width,
the LSAs achieve a slightly wider main lobe width using half
the elements compared with the 100-element ULA. More-
over, with the same aperture, the LSAs solve the problem of
periodic grating lobes appearing when the element spacing is
greater than λ/2 compared with the 50-element ULA with
a spacing of λ. However, considering the side lobe level
of the LSAs is higher than that of the ULAs. Therefore,
the LSAs use the higher side lobe to obtain a narrower beam
width.

In Fig. 10, we see that the four AFs can synthesize the same
constellation as QPSK modulation in the desired direction,
while the constellation received by eavesdroppers produces
a random deformation. Moreover, the randomness of the
AF selection makes the far-field mode along the side lobes
constantly change to generate additional constellation points.
These extra constellation points disturb those in undesired
directions, so eavesdroppers cannot demodulate correctly.
Therefore, secure transmission of communication informa-
tion can be achieved by using the PHY-layer.

Due to the variation of SR at each symbol, the effect of dif-
ferent SRs on array pattern is analyzed as follows. In Fig. 11,
different LSAs correspond to different beam patterns. For
different SRs, the main lobe remains almost the same, while
the side lobes change significantly. This results in random
changes in the constellation points for each symbol received
in undesired directions, so the constellation restored by eaves-
droppers can have aliasing effects. Comparedwith Fig. 10 (c),
it is not difficult to see that as the SR changes, the degree

of aliasing of the signal constellation in undesired directions
becomes more severe, which increases the difficulty of the
eavesdroppers recovering the correct information. Therefore,
the security of information transmission is enhanced.

Fig. 12 shows the SER achieved by a conventional phased
array, the ASM in [12] and the LSAs. It is evident that the
SER beam-width obtained with fewer antennas for LSAs is
almost the same as the ASM, and a little narrower than the
conventional array. The LSA is also able to produce less
notable sidelobes than those obtained for the conventional
array or ASM transmission, which leads to enhanced security
performance. This is mainly attributed to the randomness of
the SR selection and the AF selection.

V. CONCLUSION
In order to enhance the security of the directional modulation
technique, we introduce randomness at each symbol for SR
selection as well as for the AF selection. Therefore, the con-
stellation point of each symbol received in an undesired
direction will produce a random change, so the constellation
diagram restored by the eavesdropper suffers from an aliasing
effect, which enhances the security of information transmis-
sion. The numerical comparisons of the SER performance of
the proposed DM technique against conventional array and
ASM transmission are presented to highlight the potential of
DM for LSAs with fewer antennas to reduce cost. Experi-
mental verification of the method proposed here will be the
subject of future work.
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