
Received December 27, 2018, accepted January 14, 2019, date of publication January 17, 2019, date of current version February 8, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2893771

Dynamic Background Subtraction Using
Histograms Based on Fuzzy C-Means Clustering
and Fuzzy Nearness Degree
TIANMING YU , JIANHUA YANG, AND WEI LU
Faculty of Electronic Information and Electrical Engineering, School of Control Science and Engineering, Dalian University of Technology, Dalian 116024, China

Corresponding author: Wei Lu (luwei@dlut.edu.cn)

This work was supported by the Natural Science Foundation of China under Grant 61876029.

ABSTRACT Background subtraction has been widely used in the detection of a moving object from a still
scene. Due to the uncertainty in the classification of the pixels in the foreground and background, we propose
a novel fuzzy approach for background subtraction using fuzzy histograms based on fuzzy c-means clustering
and the fuzzy nearness degree, called FCFN. In this method, the temporal characteristics of the pixels are
described by a fuzzy histogram using the fuzzy c-means algorithm. The segmentation threshold is adaptively
calculated according to the distribution of the fuzzy nearness degree of the individual pixel. Fuzzy adaptive
background maintenance is adopted in the background update framework. The performance of the FCFN is
evaluated against several state-of-the-art methods in the complex dynamic scenes. The experimental results
demonstrate that the proposed method doubles the improvements in performance than the classic fuzzy
background modeling methods and outperforms most state-of-the-art methods.

INDEX TERMS Background subtraction, fuzzy c-means clustering, fuzzy nearness degree, fuzzy histogram.

I. INTRODUCTION
The background subtraction method is a common method
for extracting foreground targets in video sequences. A prac-
tical background subtraction method should be able to
eliminate the interference caused by pixel movements of
non-foreground targets, such as a dynamic background, video
noise and camera shake. When viewing video pixels as a
random variable, a common method used to identify whether
the pixel belongs to the foreground or background is to adopt
a statistical method, establish a background model by using
the video, set and update the threshold and identify whether
the pixel belongs to the foreground or background.

Based on the statistical method, some classical back-
ground subtraction methods have been proposed, such as the
Gaussian mixture model (GMM), kernel density estimation
(KDE), ViBe and so on. The background modeling method of
the GMM uses multiple normal distributions to fit the pixel
variations [1]. The nonparametric modeling method based on
the KDE uses the kernel density function to model the pixel
distributions on the basis of the distribution of existing pixel
samples [2]. Barnich and Droogenbroeck [3] proposed the
ViBe method, which utilizes the consistency of the neigh-
borhood pixel distribution. In this method, the background
model can be initialized by the first frame, and this algorithm

performs well. The pixel-based adaptive segmenter (PBAS)
background modeling method was proposed based on ViBe
by Hofmann et al. [4], who introduced a cybernetic method
to update the threshold and background model adaptively.
St-Charles et al. [5] proposed SuBSENSE which uses the
principle of sample consistency and a feedback mechanism,
which means that this background model can adapt to the
diversity of complex backgrounds. More recently, low rank
subspace learning models represent a new trend and acquire
satisfactory results for background or foreground separa-
tion [6]–[8]. Video structure is decomposed into low rank
plus sparse matrices by these models, which provide a suit-
able framework to separate moving objects from the back-
ground. In addition, inspired by the impressive achievement
of deep learning, researchers have applied deep neural net-
works for background subtraction and achieved impressive
results [9]–[11].

In the procedure of the background subtraction of
processing pixels, problems such as uncertainty and inaccu-
racies are inevitable. To deal with these problems, in recent
years, methods based on fuzzy concepts have been intro-
duced into each stage of background modeling, which has
obtained favorable results [12]. Different fuzzy methods have
been developed and are classified in the recent survey by
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Bouwmans [13]. The Type-2 Fuzzy Mixture of Gaussian
Models (T2FMGM) [14] is used in the dynamic background
modeling process that contains noise. Compared with the
traditional GMM, the T2FMGM is more robust. The strategy
of binary classification is used in most background model
algorithms, and it defines a pixel as either a background
pixel or a foreground pixel. Once a pixel has been incorrectly
classified, the modeling effect will be deteriorated further
during subsequent iterations of the algorithm. To address
this issue, the concept of fuzzy background classification has
been proposed in [15], which can reduce the effects of pixel
classification errors. The method in [16] fuzzily combines the
updating rules in different cases to eliminate the interferences
of light and shadow in a dynamic background.

Using histograms to study the characteristics of data is a
classical method. Since the probability density of histogram
is not smooth, and it is greatly affected by the range of
the segmentation interval, the traditional histogram method
makes it hard to correctly describe the probability distribution
of the pixel background model. However, it has been found
that histograms using fuzzy theory have good data analysis
abilities [17]. In [18], the fuzzy c-means algorithm (FCM)
is used in fuzzy color histogram background modeling. This
algorithm can greatly reduce the disturbance of foreground
object detection caused by dynamic background changes.
Yang et al. [19] proposed a Bayesian approach with Markov
random fields statistical framework for foreground segmen-
tation in video sequences, in which fuzzy clustering fac-
tor on multi-histogram is introduced into the prior energy.
However, this complex method has high computational com-
plexity. To address structured motion patterns of the back-
ground, fuzzy color histogram is adopted to attenuate the
color variations caused by background motions [20], [21],
in which FCM is used to obtain the fuzzy membership
based on histogram features. Panda and Meher [22] use the
color difference histogram (CDH) in the background sub-
traction algorithm. In this method, the color difference is
fuzzified with a Gaussian membership function and FCM
clustering algorithm is exploited to reduce the large dimen-
sionality of the histogram bins. The above mentioned fuzzy
histograms-based methods exhibit better performance for
background subtraction. However, the background learning
rate and the threshold of foreground of these methods are
always arbitrarily set to a certain constant, which lead to a
degradation of the model performance. This paper proposes
a novel background subtraction method. The fuzzy histogram
is adopted to construct the background model, and the fuzzy
nearness of a pixel is calculated to identify whether the video
pixel belongs to the foreground or background. Meanwhile,
the background updates adaptively with fuzzy learning rules.
The implementation steps of the proposed method are as
follows. First, use the pixel values of the three RGB channels
to calculate the fuzzy membership of the pixel to each cluster
center of the FCM, and then iterate to accumulate the fuzzy
histogram background. Second, fuzzify the pixel values with
the FCM and calculate the fuzzy nearness degree between the

pixel fuzzy membership vector and the background vector.
Finally, use the historical data trends to adjust the threshold,
and consider the combination of the foreground pixels of each
color channel as the final foreground pixel.

II. PRELIMINARIES
A. HISTOGRAM BACKGROUND MODELING USING
THE FCM
In the traditional histogrammethod, data is uniquely assigned
to an interval, and the width of the interval and the noise
of the data have a large influence on the histogram model.
However, the fuzzy histogram can avoid these problems very
well. In the fuzzy histogram method, sample data that belong
to all intervals of the histogram have different membership
degrees, that is, sample data are shared by all intervals. In a
histogram, pixel values accumulate in each histogram interval
with different probabilities in order to build the background
histogram model.

We define a pixel as XCi,j,t , where i, j are the coordi-
nates of the pixel, t is the ordinal number of video frames,
C ∈ {R,G,B} denotes the color channel, and the range of the
brightness values for each color channel is from 0 to 255. The
histogram is divided into N intervals, Pn(x) is the probability
that a pixel value x belongs to each histogram interval, and∑N

n=1 Pn(x) = 1. In the sample training phase, the values of
the fuzzy histogram are calculated as follows:

Hn =
1
M

M∑
k=1

Pn(xk ) (1)

where M is the total number of samples, and the histogram
interval number n = 1, 2, . . .N , Hn denotes the value of the
nth interval of the histogram. The histogram of the sample
training stage is accumulated iteratively. We assume that each
sample is equally important and let the weight of each sample
be 1/M. The probability Pn(x), which is obtained by the FCM
method, can express the fuzzy degree of the sample belonging
to the corresponding histogram interval.

The FCM is a clustering algorithm based on the objective
function. It is a fuzzy classification that determines the degree
of uncertainty of elements belonging to each cluster center
using the membership degree. The solution process that the
FCM adopts uses iterative operations to minimize the objec-
tive function J. The optimal objective function [23] of the
FCM is as follows:

min : J =
N∑
i=1

L∑
j=1

Paij‖xj − vi‖
2

s.t.
N∑
i=1

Pij = 1, j = 1, 2, . . .L (2)

where x denotes the pixel value, v is the clustering center, Pij
represents the fuzzy membership degree of the pixel value
xj of the clustering center vi, N is the number of appointed
clustering centers, and a is a fuzzification coefficient that
is commonly set to 2. Lagrangian multiplication is used to
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FIGURE 1. Fuzzy histograms of pixel values.

solve the optimization objective in order to obtain the iterative
formulas of the fuzzy membership degree and clustering
center:

Pij = (
N∑
k=1

(
‖xj − vi‖
‖xj − vk‖

)
2

a−1 )−1 (3)

vi =

∑L
j=1 P

a
ijxj∑L

j=1 P
a
ij

(4)

The value of the clustering center v and fuzzy member-
ship degree P can be obtained by minimizing the objective
function J through mutually iterating (3) and (4). In the
process of pixel histogram clustering, the median value of the
histogram interval is set to be the clustering center. In this
model, the intervals of the pixel histogram are equal, and
the clustering center v is determined once the number of
intervals is specified. Therefore, the membership matrix P
of a pixel to each histogram interval can be obtained by (3).
It should be noted that the membership matrix only needs
to be computed once. The membership values of the pixel
values from 0∼255 levels are stored in the matrix. When it
is necessary to calculate the membership of the pixel value to
the histogram interval, the membership matrix can be directly
retrieved, which can greatly reduce the computing time.

The histogram background modeling result of the FCM
is shown in Fig. 1. The dynamic background in Fig. 1 (a)
is water wave motion. The fuzzy background histogram of
the three RGB channels that belong to the pixel located in
the black square point are shown in 1(b), 1(c) and 1(d),
respectively. The pixel values are divided into 16 intervals,
and the pixel values have different membership degrees to
each interval of the fuzzy histogram. The values of each
interval are involved in the judgment process of foreground
pixels.

B. FUZZY NEARNESS DEGREE
The concept of the fuzzy nearness degree is introduced by
Wang to represent the similarity of two fuzzy sets [24]. Later,
other scholars improved and expanded it on this basis [25].

FIGURE 2. The outline of the FCFN.

The axiomatic definition of the fuzzy nearness degree is as
follows [25]:

if mapping d : F(X ) × F(X ) → [0, 1],∀A,B,C ∈ F(X ),
meets the following conditions:

(1) d(A,A) = 1;
(2) d(A,B) = d(B,A);
(3) A ⊆ B ⊆ C ⇒ d(A,C) 6 d(A,C) ∧ d(A,B).
Then d is called the fuzzy nearness degree function ofF(X )

and d(A,B) denotes the fuzzy nearness degree between A
and B. The fuzzy nearness degree is defined in many ways,
and the algorithm of the arithmetic mean minimum is used in
this paper. The formula is as follows:

d(A,B) =
2
∑n

k=1(A(xk ) ∧ B(xk ))∑n
k=1(A(xk )+ B(xk ))

(5)

In the proposed background subtraction modeling,
the fuzzy nearness degree is used to assess the fuzzy nearness
degree between the fuzzy membership degree vector P(x) and
the fuzzy background histogram vector H of a pixel, and then
determine whether the pixel belongs to foreground pixels.
The determination formula of foreground pixels is as follows:

F(x) =

{
1, if d(H ,P(x)) < T
0, if d(H ,P(x)) > T

(6)

T is the threshold. The pixel is classified as foreground
if F(x) equals 1, and otherwise the pixel is classified as
background.

III. THE PROPOSED METHOD
The outline of the proposed method is illustrated in Fig. 2.
The input video frames establish the fuzzy background his-
togrammodelHC (C ∈ {R,G,B}) in the R, G and B channels.
Each channel xC of the pixel and its corresponding fuzzy
histogram background HC are used to calculate the fuzzy
nearness degree. The foreground pixels FC of each channel
pass through threshold judgment. The foreground pixels of
each color channel are calculated by the OR operation and
then processed using the median filter. Finally, the output
foreground pixel F f is synthesized. The calculation formula
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is as follows:

F f =
⋃
{FR,FG,FB} (7)

In the proposed method, the fuzzy background updating
method is used when the background updates. According to
the difference between the final output F f of a pixel and the
foreground output FC of the sub channel, different updating
methods are adopted. The judgment thresholds of each chan-
nel are updated dynamically according to the distribution of
the historical data. As is shown in Fig. 2, the procedure of
the algorithm is performed in each pixel channel separately.
Therefore, the proposed method can use parallel computing
to improve the efficiency of the algorithm.

A. FUZZY ADAPTIVE BACKGROUND MAINTENANCE
In the traditional background update, a pixel either partic-
ipates in the background update or does not participate in
it at all. In the background maintenance of the proposed
method, if the pixels are foreground, then they do not update
the background, and otherwise the pixels participate in the
background update to a certain extent.

The formula of traditional background update is as follows:

H k+1
n = (1− α)H k

n + αPn(xk+1), k = 1, 2, . . .M (8)

where α ∈ [0, 1] denotes learning rate. In this background
maintenance method, all pixels update the background with
the same weight. However, when a foreground pixel partic-
ipates in the background update and has the same weight,
the accuracy of the backgroundmodel will be reduced, result-
ing in the increase of error pixels in the next judgment.
To solve the problem, [16] proposed to use adaptive back-
ground maintenance. Inspired by this idea, the fuzzy adaptive
background maintenance is adopted in the histogram model
of the pixel for each channel and the fuzzy learning rules are
set as follows:

(1) If the final merged result F f is foreground, then each
color channel does not update the background model;

(2) If the final merged result F f and subchannel FC are
all background, then update the background model of the
subchannel less; and

(3) If the final merged result F f is background and sub-
channel FC is foreground, then update the background model
of the subchannel more.

Table 1 shows the selection of the learning rate for fuzzy
rules. The value of 0 indicates that the update rate of the
subchannel fuzzy background is 0, that is, the subchannel
background is not updated. θH denotes a large update rate,
and θL denotes a small rate.

TABLE 1. Learning rate.

The background updating formula is as follows:

H k+1
n = F fH k+1

n + (1− F f )((1− α)H k
n + αPn(xk+1)),

k = 1, 2, . . .M (9)

When the final merged result F f = 1 is foreground,
the background histogram model does not update. When
F f = 0 is background, the background histogram model
updates. α = max(θHFC , θL) indicates that when the sub-
channel is foreground, the background model chooses a large
updating rate, and otherwise it chooses a small updating rate.

B. SELECTION OF DYNAMIC THRESHOLD
Statistics is used to select the threshold of the fuzzy nearness
degree. It is assumed that the fuzzy nearness degree between
a sample pixel value and the background histogram conforms
to a normal distribution d ∼ N (µ, σ 2). Let the significance
level be β, and when the fuzzy nearness degree probability
P(d) < β, it is classified as a foreground pixel, which is
P(d(x) > (µ − bσ )) < β. In the proposed method, let
β = 0.05, and b = 1.96 can be obtained from the normal
distribution characteristic [26]. The threshold T is set in two
cases:

(1) If µ− bσ > β, the threshold is T = µ− bσ ; and
(2) If µ− bσ 6 β, it indicates that the pixel value is close

to the background model, and the distribution of the fuzzy
nearness degree is concentrated. Therefore, the percentile is
used as the threshold, and the percentile is set as β. Then,
the threshold is T = β. That is, when P(d(x)) < β, pixel x is
a foreground pixel.

The formula for threshold selection is as follows:

T = (1− st )β + st (µ− bσ ) (10)

where st =
{
1, µ− bσ > β

0, µ− bσ 6 β
. The change of the background

fuzzy histogram caused by the change of the background is
slow. Therefore, it is not necessary to update the threshold in
real time, and it can be updated regularly.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To verify the performance of the proposed method,
the dynamic background videos from CDnet2014 [27] and
SABS [41] are used to test the method. As a famous change
detection benchmark dataset, CDnet2014 provides a realistic,
diverse set of videos and covers a wide range of detection
challenges. The main advantage of this dataset is that the
ground truths for all video frames are provided, which can
allow a precise quantitative comparison and a ranking of
various algorithms. The SABS (Stuttgart Artificial Back-
ground Subtraction) is a synthetic video dataset for pixel-wise
evaluation of the performance of background models for
background subtraction. The video sequences of the dataset
were artificially generated and further split into training and
test frames. The high quality ground truth annotation of these
sequences were provided for quantitative evaluation.

Ten fixed viewpoint with ground truth sequences were
selected from these datasets for investigating the proposed
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TABLE 2. The characteristics of dynamic background videos from CDnet2014.

method. The characteristics of the dynamic background
videos including a variety of dynamic scenes are shown
in Table 2.

The performance of the background modeling method is
evaluated at the pixel level, and the background modeling
method classifies the pixels into foreground or background.

Six metrics were used for the evaluation:

Recall =
TP

TP+ FN
,

Precision =
TP

TP+ FP
,

FPR =
FP

FP+ TN
,

FNR =
FN

TP+ FN
,

PWC = 100×
FN + FP

TP+ FN + FP+ TN
, and

F − measure = 2×
Precision× Recall
Precision+ Recall

.

Here, TP is the number of correctly detected foreground
pixels, TN is the number of correctly detected background
pixels,FP is the number of background pixels that were incor-
rectly marked as foreground pixels, and FN is the number
of foreground pixels that were incorrectly marked as back-
ground pixels. Recall reflects the number of pixels that are
correctly classified in all foreground pixels, Precision reflects
the proportion of true foreground pixels that are classified
as foreground pixels, and the F − measure is the compre-
hensive evaluation index that is constituted by their weighted
harmonic mean. The FPR is the number of background pixels
that aremisclassified as foreground pixels,FNR is the number
of foreground pixels that are misclassified as background pix-
els, and PWC represents the percentage of misclassifications.
Obviously, the higher the Recall,Precision and F −measure
and the lower the FPR,FNR and PWC , the better the perfor-
mance.

The framework of FCFN is summarized in Algorithm 1:
Functions and values of the parameters of Algorithm 1 are

outlined in Table 3. The performance metrics of the back-
ground models are shown in Table 4. These models are
obtained by adopting the proposed method to different
scenarios of dynamic background dataset.

Algorithm 1 FCFN
Input:
XCi,j,t is the video image;
i = 1, 2, . . .wf , wf : width of the video frame;
j = 1, 2, . . . hf , hf : height of the video frame;
t = 1, 2, . . . nf , nf : frame number of the video frame.

Output:
output foreground F f of the video image.

Training stage of the background model
Step 1: The L level pixel values are divided into N

histogram intervals, and the central coordinates vi,
i = 1, 2, . . .N are determined. Calculate the
membership matrix P = {Pij|i = 1, 2, . . .N ,
j = 1, 2, . . .L} using (3).

Step 2: Use M frame images and (1) to model
the fuzzy background histograms H = {Hn|n
= 1, 2, . . .N } of the respective RGB color
channels. Training stage of the foreground pixel

Step 3: Retrieve the fuzzy membership matrix P, and
the membership vector P(x) = {Pix |i = 1, 2, . . .N }
of the pixel value x, so the histogram interval can
be obtained. Then, use (5) to calculate the fuzzy
nearness degree d(P(x),H ) of the pixel to the
background.

Step 4: According to the statistical characteristics of
historical samples, the threshold value T
wascalculated using (10), and the foreground pixel
FC was obtained by using (6).

Step 5: (7) was used to synthesize the final output
foreground F f , and then F f was dealt with median
filtering and morphology.

Step 6: (9) was used to update the histogram background
H according to the difference between the color
subchannel and the final output foreground.

Step 7: The threshold was updated regularly using formula
(10) for a certain period of sc.

Step 8: Return to Step 3.

A. COMPARISON WITH THE FUZZY BACKGROUND
MODELING METHODS
To evaluate the proposed method, a subset of fuzzy back-
ground modeling was selected for comparison, which
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FIGURE 3. Comparisons of foreground segmentation results. (a) Original frame. (b) Ground
truth. (c) FCFN. (d) Fuzzy Sugeno Integral. (e) Fuzzy Choquet Integral. (f) Fuzzy Gaussian. (g)
T2FMGM with MRF.

TABLE 3. The parameters of the proposed method used in experiments.

included the Fuzzy Sugeno Integral [28], the Fuzzy Choquet
Integral [29], the Fuzzy Gaussian [15], and the T2FMGM
with the MRF [30]. The Fuzzy Sugeno Integral method
uses fuzzy integral to fuse the texture and color features for
background subtraction to deal with diverse small motions
of background objects such as waving trees. The Choquet
integral is used as aggregation operator in the Fuzzy Choquet

Integral method to handle the uncertainty in the classification
issue. In the Fuzzy Gaussian method, a linear saturation
function take the place of the crisp limiter function is used to
determine a pixel is foreground or no, and fuzzy running aver-
age is used to update the background model. T2FMGM-UV
with MRF combines type-2 fuzzy mixture Gaussian model
(T2-FGMM) with uncertain variance (UV) and Markova ran-
dom field (MRF) for motion detection in dynamic scenes.
The key idea of this method is that the prior knowledge of
the spatial-temporal constraints is considered by MRF. For
those methods, we used the implementation available in the
BGSLibrary [31]. Fig. 3 shows several results of background
subtraction with fuzzy background modeling. It is clear that
the proposed algorithm outperformed the others.

The results of the quantitative comparisons are listed
in Table 5. The best scores are highlighted in bold. The
indicators of the proposed method are better than those of the
other methods, except that the FNR of it is slightly higher

TABLE 4. Performance metrics of the FCFN.
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TABLE 5. Comparisons with other fuzzy background modeling.

FIGURE 4. Examples of background subtraction results (a) Original frame, (b) Ground truth,
(c) FCFN, (d) SuBSENSE, (e) PBAS, (f) GMM, and (g) KDE.

than the FNR for the Fuzzy Gaussian. In particular, the most
representative F −Measure evaluation metric is much better
than other fuzzy background modeling methods. Although
the Fuzzy Gaussian method obtained a lower FNR index,
as is shown in Fig. 3, it regarded the fluctuation of the water
surface and the swaying of branches as foreground, which
reduced the accuracy and influenced the F −Measure. Other
fuzzy background modeling methods also have the same
problem. Since the proposed method adopts multichannel
processing, the background model has better robustness, and
the interference of a dynamic background, such as moving
water and swaying branches, can be effectively removed.

B. COMPARED WITH STATE-OF-THE-ART BACKGROUND
SUBTRACTION ALGORITHMS
To test the proposed method more completely, we compare
the FCFN with other state-of-the-art background subtraction

methods. Because of the fast learning, noise tolerance and
incremental update of learnt of the weightless neural net-
works (WNNs), WNNs is exploited to model pixel back-
ground in the CwisarDH[34] and CwisarDRP methods[32].
The main innovation of Wang and Dudek [33] method is
that a small set of adaptive templates that model underlying
distribution of background values are used to update back-
ground model. In this method the least useful background is
replaced by new ones. Spectral-360[35] is a physics-based
change detection approach, which is based on the dichromatic
color reflectance model. In this approach, the foreground is
segmented from a static background based on the similarity
between the full-spectrum reflectance of the background and
foreground pixels. For visual comparisons, the examples of
the background subtraction results are presented in Fig. 4,
where Fig. 4(a) is the input video frames, Fig. 4(b) is the
ground truth, Fig. 4(c) presents the results of the proposed
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TABLE 6. Comparisons with other methods.

method, and Fig. 4(d) - 4(g) present the results of other state-
of-the-art foreground detection methods.

The results of the quantitative comparisons are listed
in Table 6. The F−Measure score is the most effective index
of the quantified background subtraction algorithms. In com-
parison with other methods, the proposed method obtains
the best average F − Measure. The experimental results
demonstrate that, compared with the second best method,
the relative improvement of the proposed method’s average
F − Measure is 3%. The proposed method has the lowest
FNR score, which means that it has the lowest number of
foreground pixels that are misclassified as background. The
other evaluation indicators are slightly worse than the other
methods. The comparison results verify the superiority of the
proposed method.

V. CONCLUSIONS
In this paper, an efficient and robust background subtraction
approach was proposed. The basic idea is to establish a fuzzy
histogram background model using the FCM, adopt the fuzzy
nearness degree tomeasure the distance between the pixel and
the background model, and then determine whether the pixel
belongs to the foreground or background using the distance.
Fuzzy adaptive background maintenance is adopted as the
update mode of the background model.

The proposed method is a pixel-wise and statistical
model-based background subtraction method, which is quite
well suited for the gradual scene changes. The proposed
model is established with the statistical characteristics of
the history samples of individual pixel. When a pixel devi-
ates appreciably from the background model, this pixel is
considered to be a foreground, viz., the proposed methods

care less about the size of the foreground object while care
about the statistical property of individual pixel. Thus, both
small and large foreground object, no matter what size of it,
can be detected by FCFN in the dynamic backgrounds. And of
course, the single foreground pixel will be removed through
filtering in the proposed method. To verify the performance
of the proposed method, the dynamic background database
was used to conduct the experiments. Experiments on video
surveillance datasets show that the proposed method has
good performance for foreground detection, and we confirm
that the proposed algorithm provides the most reliable back-
ground model for dynamic scenes.

ACKNOWLEDGMENT
Authors would like to thank the anonymous reviewers and
editors for thoughtful comments and valuable suggestions to
improve the quality.

REFERENCES

[1] C. Stauffer and W. E. L. Grimson, ‘‘Adaptive background mixture models
for real-time tracking,’’ in Proc. IEEE Comput. Soc. Conf. Comput. Vis.
Pattern Recognit., vol. 2, Jun. 1999, pp. 246–252.

[2] A. Elgammal, R. Duraiswami, D. Harwood, and L. S. Davis, ‘‘Back-
ground and foreground modeling using nonparametric kernel den-
sity estimation for visual surveillance,’’ Proc. IEEE, vol. 90, no. 7,
pp. 1151–1163, Jul. 2002.

[3] O. Barnich and M. Van Droogenbroeck, ‘‘ViBe: A universal background
subtraction algorithm for video sequences,’’ IEEE Trans. Image Process.,
vol. 20, no. 6, pp. 1709–1724, Jun. 2011.

[4] M. Hofmann, P. Tiefenbacher, and G. Rigoll, ‘‘Background segmentation
with feedback: The pixel-based adaptive segmenter,’’ in Proc. IEEE Com-
put. Soc. Conf. Comput. Vis. Pattern Recognit. Workshops, Providence, RI,
USA, Jun. 2012, pp. 38–43.

[5] P.-L. St-Charles, G.-A. Bilodeau, and R. Bergevin, ‘‘Flexible background
subtraction with self-balanced local sensitivity,’’ in Proc. IEEE Comput.
Vis. Pattern Recognit. Workshops, Jun. 2014, pp. 408–413.

14678 VOLUME 7, 2019



T. Yu et al.: Dynamic Background Subtraction Using Histograms Based on Fuzzy C-Means Clustering and Fuzzy Nearness Degree

[6] N. Vaswani, T. Bouwmans, S. Javed, and P. Narayanamurthy, ‘‘Robust
PCA and robust subspace tracking: A comparative evaluation,’’ in Proc.
IEEE Stat. Signal Process. Workshop (SSP), 2018, pp. 836–840.

[7] S. Javed, T. Bouwmans, and S. K. Jung, ‘‘Combining ARF and OR-PCA
for robust background subtraction of noisy videos,’’ in Proc. Int. Conf.
Image Anal. Process., Genova, Italy, 2015, pp. 340–351.

[8] T. Bouwmans, S. Javed, H. Zhang, Z. Lin, and R. Otazo, ‘‘On the applica-
tions of robust PCA in image and video processing,’’ Proc. IEEE, vol. 106,
no. 8, pp. 1427–1457, Aug. 2018.

[9] D. Zeng and M. Zhu, ‘‘Background subtraction using multiscale fully
convolutional network,’’ IEEE Access, vol. 6, pp. 16010–16021, 2018.

[10] M. Sultana, A. Mahmood, S. Javed, and S. K. Jung, ‘‘Unsupervised deep
context prediction for background estimation and foreground segmenta-
tion,’’ inMachine Vision and Applications. New York, NY, USA: Springer,
2018, pp. 1–21.

[11] T. Bouwmans, S. Javed, M. Sultana, and S. K. Jung. (2018).
‘‘Deep neural network concepts for background subtraction:
A systematic review and comparative evaluation.’’ [Online]. Available:
https://arxiv.org/abs/1811.05255

[12] T. Bouwmans, ‘‘Traditional and recent approaches in background mod-
eling for foreground detection: An overview,’’ Comput. Sci. Rev.,
vols. 11–12, pp. 31–66, May 2014.

[13] T. Bouwmans, ‘‘Background subtraction for visual surveillance: A fuzzy
approach,’’ in Handbook on Soft Computing for Video Surveillance. Boca
Raton, FL, USA: Taylor & Francis, 2012, pp. 103–138.

[14] F. E. Baf, T. Bouwmans, and B. Vachon, ‘‘Type-2 fuzzy mixture of
Gaussians model: Application to background modeling,’’ in Proc. ISVC
(Lecture Notes in Computer Science), vol. 5358. Berlin, Germany,
Springer, pp. 772–781, 2008.

[15] M. H. Sigari, N. Mozayani, and H. R. Pourreza, ‘‘Fuzzy running average
and fuzzy background subtraction: Concepts and application,’’ Int. J. Com-
put. Sci. Netw. Secur., vol. 8, no. 2, pp. 138–143, Feb. 2008.

[16] F. E. Baf, T. Bouwmans, and B. Vachon, ‘‘A fuzzy approach for background
subtraction,’’ inProc. 15th IEEE Int. Conf. Image Process., SanDiego, CA,
USA, Oct. 2008, pp. 2648–2651.

[17] K. Loquin and O. Strauss, ‘‘Histogram density estimators based upon a
fuzzy partition,’’ Statist. Probab. Lett., vol. 78, pp. 1863–1868, Sep. 2008.

[18] W. Kim and C. Kim, ‘‘Background subtraction for dynamic texture scenes
using fuzzy color histograms,’’ IEEE Signal Process. Lett., vol. 19, no. 3,
pp. 127–130, Mar. 2012.

[19] W. Yang, L. Dou, and J. Zhan, ‘‘A multi-histogram clustering approach
toward Markov random field for foreground segmentation,’’ Int. J. Image
Graph., vol. 11, no. 1, pp. 65–81, 2011.

[20] S. Kanna and N. S. Murthy, ‘‘Background subtraction for dynamic texture
scenes using local FCH features with adaptive updating procedure,’’ Indian
Streams Res. J., vol. 3, pp. 1–13, Dec. 2013.

[21] V. K. M. Gutti and C. D. U. Shankar, ‘‘A novel approach to background
subtraction using fuzzy color histogram,’’ J. Adv. Eng. Technol., vol. 3,
no. 3, pp. 231–236, 2014.

[22] D. K. Panda and S. Meher, ‘‘Detection of moving objects using fuzzy
color difference histogram based background subtraction,’’ IEEE Signal
Process. Lett., vol. 23, no. 1, pp. 45–49, Jan. 2016.

[23] J. C. Bezdek, Pattern Recognition With Fuzzy Objective Function Algo-
rithms. Norwell, MA, USA: Kluwer, 1981.

[24] P.Wang,Fuzzy Set Theory—And Its Applications. Shanghai, China: Shang-
hai Scientific & Technical, 1983.

[25] W. Zeng and H. Li, ‘‘Research on the relation between degree of fuzziness
and degree of similarity,’’ Syst. Eng. Theory Pract., vol. 19, pp. 76–79,
Jun. 1999.

[26] D. F. Groebner, P. W. Shannon, P. C. Fry, and K. D. Smith, ‘‘Business
statistics: A decision-making approach,’’ Upper Saddle River, NJ, USA:
Prentice-Hall, 2011.

[27] Y. Wang, P.-M. Jodoin, F. Porikli, K. Janusz, Y. Benezeth, and P. Ishwar,
‘‘CDnet 2014: An expanded change detection benchmark dataset,’’ inProc.
IEEE Conf. Comput. Vis. Pattern Recognit. Workshops (CVPR), Jun. 2014,
pp. 387–394.

[28] Z. Hongxun and X. De, ‘‘Fusing color and texture features for background
model,’’ Fuzzy Syst. Knowl. Discovery (Lecture Notes in Computer Sci-
ence), vol. 4223. Berlin, Germany: Springer, 2006, pp. 887–893.

[29] F. E. Baf, T. Bouwmans, and B. Vachon, ‘‘Fuzzy integral for moving object
detection,’’ in Proc. IEEE Int. Conf. Fuzzy Syst., Hong Kong, Jun. 2008,
pp. 1729–1736.

[30] Z. Zhao, T. Bouwmans, X. Zhang, and Y. Fang, ‘‘A fuzzy background
modeling approach for motion detection in dynamic backgrounds,’’ in
Proc. Int. Conf. Multimedia Signal Process., vol. 346, pp. 177–185, 2012.

[31] A. Sobral, ‘‘BGSLibrary: An OpenCV C++ background subtraction
library,’’ in Proc. 9th Workshop Isao Computacional, 2013 vol. 2, no. 6.

[32] M. De Gregorio and M. Giordano, ‘‘WiSARDRP for change detection in
video sequences,’’ in Proc. 25th Eur. Symp. Artif. Neural Netw., Comput.
Intell. Mach. Learn., Bruges, Belgium, Apr. 2017, pp. 453–458.

[33] B. Wang and P. Dudek, ‘‘A fast self-tuning background subtraction
algorithm,’’ in Proc. IEEE Workshop Change Detection, Jun. 2014,
pp. 395–398.

[34] M. D. Gregorio and M. Giordano, ‘‘Change detection with weightless
neural networks,’’ in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.
Workshops (CVPR), Jun. 2014, pp. 403–407.

[35] M. Sedky, M. Moniri, and C. C. Chibelushi, ‘‘Spectral-360: A physics-
based technique for change detection,’’ in Proc. IEEE Comput. Vis. Pattern
Recognit. Workshop (CVPRW), Jun. 2014, pp. 399–402.

[36] M. Van Droogenbroeck and O. Paquot, ‘‘Background subtraction: Exper-
iments and improvements for ViBe,’’ in Proc. IEEE Comput. Soc.
Conf. Comput. Vis. Pattern Recognit. Workshops, Providence, RI, USA,
Jun. 2012, pp. 32–37.

[37] Z. Zivkovic and F. van der Heijden, ‘‘Efficient adaptive density estimation
per image pixel for the task of background subtraction,’’ Pattern Recognit.
Lett., vol. 27, no. 7, pp. 773–780, 2006.

[38] L. Maddalena and A. Petrosino, ‘‘The sobs algorithm: What are the lim-
its?’’ in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.
Workshops, Providence, RI, USA, 2012, pp. 21–26.

[39] Z. Zivkovic, ‘‘Improved adaptive Gaussian mixture model for back-
ground subtraction,’’ in Proc. 17th Int. Conf. Pattern Recognit. (ICPR),
Cambridge, U.K., vol. 2, 2004, pp. 28–31.

[40] D. Liang, S. Kaneko, M. Hashimoto, K. Iwata, and X. Zhao, ‘‘Co-
occurrence probability-based pixel pairs background model for robust
object detection in dynamic scenes,’’ Pattern Recognit., vol. 48,
pp. 1374–1390, Apr. 2015.

[41] S. Brutzer and B. Höferlin, G. Heidemann ‘‘Evaluation of background
subtraction techniques for video surveillance,’’ in Proc. Comput. Vis.
Pattern Recognit. (CVPR), Colorado Springs, CO, USA, Jun. 2011,
pp. 1937–1944.

[42] P.-L. St-Charles and G.-A. Bilodeau, ‘‘Improving background subtraction
using local binary similarity patterns,’’ IEEE Winter Conf. Appl. Comput.
Vis., Colorado Springs, CO, USA, 2014, pp. 509–515.

[43] D. Bloisi and L. Iocchi, ‘‘Independent multimodal background subtrac-
tion,’’ in Proc. CompIMAGE, 2012, pp. 39–44.

TIANMING YU was born in Jilin, China. She
received the M.S. degree from Northeast Electric
Power University, China. She is currently pursu-
ing the Ph.D. degree with the School of Control
Science and Engineering, Dalian University of
Technology. Her current research interests include
image processing and computer vision.

JIANHUA YANG received the M.S. degree from
Jilin University, China. He is currently a Professor
and a Doctoral Supervisor with the School of Con-
trol Science and Engineering, Dalian University of
Technology. His research interests include intelli-
gent image processing, data mining, and computer
vision.

WEI LU received the Ph.D. degree from the Dalian
University of Technology, China, where he is cur-
rently an Associate Professor with the School of
Control Science and Engineering.

VOLUME 7, 2019 14679


	INTRODUCTION
	PRELIMINARIES
	HISTOGRAM BACKGROUND MODELING USING THE FCM
	FUZZY NEARNESS DEGREE

	THE PROPOSED METHOD
	FUZZY ADAPTIVE BACKGROUND MAINTENANCE
	SELECTION OF DYNAMIC THRESHOLD

	EXPERIMENTAL RESULTS AND ANALYSIS
	COMPARISON WITH THE FUZZY BACKGROUND MODELING METHODS
	COMPARED WITH STATE-OF-THE-ART BACKGROUND SUBTRACTION ALGORITHMS

	CONCLUSIONS
	REFERENCES
	Biographies
	TIANMING YU
	JIANHUA YANG
	WEI LU


