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ABSTRACT A computer-aided diagnosis (CAD) system based on mammograms enables early breast
cancer detection, diagnosis, and treatment. However, the accuracy of the existing CAD systems remains
unsatisfactory. This paper explores a breast CAD method based on feature fusion with convolutional neural
network (CNN) deep features. First, we propose a mass detection method based on CNN deep features
and unsupervised extreme learning machine (ELM) clustering. Second, we build a feature set fusing
deep features, morphological features, texture features, and density features. Third, an ELM classifier is
developed using the fused feature set to classify benign and malignant breast masses. Extensive experiments
demonstrate the accuracy and efficiency of our proposed mass detection and breast cancer classification
method.

INDEX TERMS Mass detection, computer-aided diagnosis, deep learning, fusion feature, extreme learning
machine.

I. INTRODUCTION
Breast cancer is a serious threat to women’s life and health,
and the morbidity and mortality of breast cancer are ranked
first and second out of all female diseases [1]. Early detection
of lumps can effectively reduce the mortality rate of breast
cancer [2]. The mammogram is widely used in early screen-
ing of breast cancer due to its relatively low expense and
high sensitivity to minor lesions [3]. In the actual diagnosis
process, however, the accuracy can be negatively affected
by many factors, such as radiologist fatigue and distrac-
tion, the complexity of the breast structure, and the sub-
tle characteristics of the early-stage disease [4], [5]. The
computer-aided diagnosis (CAD) for breast cancer can help
address this issue.

The classical CAD for breast cancer contains three steps:
(a) finding the Region of Interest (ROI) in the preprocessed
mammogram, and hence locating the region of the tumor.

(b) then, extracting features of the tumor based on expert
knowledge, such as shape, texture, and density, to manually
generate feature vectors. (c) finally, diagnosing benign and
malignant tumors by classifying these feature vectors [6], [7].

Although the classical diagnosis method has been com-
monly used, its accuracy still needs to be improved [8]. The
quality of the handcrafted feature set directly affects the diag-
nostic accuracy, and hence an experienced doctor plays a very
important role in the process of manual feature extraction.
The commonly used features, including morphology, texture,
density and other characteristics are manual set, which are
obtained based on doctors‘ experience, that is, subjective
features. In recent years, deep learning methods, such as
the convolutional neural network (CNN), that can extract
hierarchical features from image data without the manual
selection, which is also called objective features, have been
successfully applied with a great improvement on accuracies
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in many applications, such as image recognition, speech
recognition, and natural language processing [9], [10]. There
are some shortcomings in either subjective or objective fea-
tures. Subjective features ignore the essential attributes of
images, while objective features ignore artificial experience.
Therefore, the subjective and objective features are fused
so that these features can reflect the essential properties of
the image as well as the artificial experience. Meantime,
Extreme Learning Machine (ELM) has better classification
effect on multi-dimensional features than other classifiers
including SVM, decision tree, etc., based on our previous
research. Thus, we use ELM to classify the extracted breast
mass features. Therefore, in this paper, we propose a novel
diagnosis method that merges several deep features. Themain
contributions are shown as follows.
• In the detection phase, we propose a method that utilizes
CNN and US-ELM for feature extraction and clustering,
respectively. First, a mammogram will be segmented
into several sub-regions. Then, CNN is used to extract
features based on each sub-region, followed by utilizing
US-ELM to cluster features of sub-regions, which even-
tually locate the region of breast tumor.

• In the phase of feature integration, we design an 8-layer
CNN architecture and obtain 20 deep features. In addi-
tion, we integrate extra 5 shape features, 5 texture fea-
tures and 7 density features of the tumor with those deep
features to form a fusion deep feature set.

• In the diagnosis phase, we use the fusion deep feature set
of each mammogram as an input of ELM for classifica-
tion. The output directly indicates whether the patient
has either a benign or a malignant breast tumor.

• Finally, the experimental results demonstrate that our
proposed methods, the sub-regional US-ELM clustering
and the ELM classification with fusion deep feature sets,
achieve the best performance in the diagnosis of breast
cancer. The experimental dataset contains 400 female
mammograms.

II. RELATED WORK
The research efforts related to breast cancer CAD mainly
focus on the detection and diagnosis of breast tumor.
This section briefly summarizes existing works related to
these two aspects. In the aspect of breast tumor detection,
Sun et al. [11] proposed a mass detection method, where
an adaptive fuzzy C-means algorithm for segmentation is
employed on each mammogram of the same breast. A super-
vised artificial neural network is used as a classifier to judge
whether the segmented area is a tumor. Saidin et al. [12]
employed pixels as an alternative feature and used a region
growingmethod to segment breast tumor in themammogram.
Xu et al. [13] proposed an improved watershed algorithm.
They first make a coarse segmentation of breast tumor, fol-
lowed by the image edge detection via combining regions
that has similar gray-scale mean values. Hu et al. [14] pro-
posed a novel algorithm to detect suspicious masses in the
mammogram, in which they utilized an adaptive global and

local thresholding segmentationmethod on the original mam-
mogram. Yap et al. [15] used three different deep learning
methods to detect lession in breast ultrasound images based
on a Patch-based LeNet, a U-Net, and a transfer learning
approach with a pretrained FCN-AlexNet, respectively.

In the aspect of differentiating benign and malignant breast
tumors, Kahn, Jr., et al. [16] created a Bayesian network
that utilizes 2 physical features and 15 manually marked
probabilistic characteristics to conduct the computer-aided
diagnosis for breast cancer. Wang et al. [17] utilized ELM
to classify features of breast tumors and compare results
with SVM classifier. Qiu et al. [18] applied CNN to the risk
prediction of breast cancer by training CNN with a large
amount of time series data. Sun et al. [19] also used deep
neural networks to predict the risk of breast cancer in the
near term based on 420 time series records of mammography.
Jiao et al. [20] proposed a deep feature based framework for
breast masse classification, in which CNN and a decision tree
process are utilized. Arevalo et al. [21] used CNN to abstract
representations of breast tumor and then classified the tumor
as either benign or malignant. Carneiro et al. [22] proposed
an automated mammogram analysis method based on deep
learning to estimate the risk of patients of developing breast
cancer. Kumar et al. [23] presented an image retrieval system
using Zernike moments (ZMs) for extracting features since
the features can affect the effectiveness and efficiency of a
breast CAD system. Aličković and Subasi [24] proposed a
breast CAD method, in which genetic algorithms are used
for extraction of informative and significant features, and the
rotation forest is used to make a decision for two different
categories of subjects with or without breast cancer.

III. METHODS
In this paper, we consider the following five steps in breast
cancer detection: breast image preprocessing, mass detection,
feature extraction, training data generation, and classifier
training. In the breast image preprocessing, denoising and
enhancing contrast processes on the original mammogram
have been utilized to increase the contrast between themasses
and the surrounding tissues. The mass detection is then per-
formed to localize the ROI. After that, features including
deep features, morphological features, texture features and
density features, are extracted from the ROI. During the
training process, the classifiers have been trained with every
image from the breast image dataset using their extracted
features and corresponding labels. Thus, the mammogram
underdiagnosis can be identified using the well-trained clas-
sifiers. Fig. 1 presents the flowchart of the entire diagnosis
process.

A. BREAST IMAGE PREPROCESSING
There are several preprocessing methods in [25]–[29]. The
adaptive mean filter algorithm [25] is selected to eliminate
noise on the original mammograms in order to avoid the
impact of noise on subsequent auxiliary diagnosis. The main
idea is to use a fixed size window sliding in the line direction
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FIGURE 1. Flowchart of mass detection process.

of the image, calculating the mean, variance, and spatial cor-
relation values of each sliding window to determine whether
the window contains noise. If the noise is detected, replace
the pixel values of the selected window with the mean value.

In this paper, a contrast enhancement algorithm [30] has
been used to increase the contrast between the suspected
masses and surrounding tissues. The main idea is to trans-
form the histogram of the original image into uniformly
distributed. After this process, the gray scale of the image is
enlarged, thus the contrast has been enhanced and the image
details become more clear.

Fig. 2 shows the mammogram before and after preprocess-
ing. Fig. 2(a) is the original image, Fig. 2(b) and 2(c) are
the images after denosing and enhancing contrast processes,
respectively. By comparing these three images, we can see
that the boundaries of the mammary and the background area
in the original image (Fig. 2(a)) are often ambiguous and
irregular. After preprocessing, the contrast between the mam-
mary region and the background area has been significantly
enhanced, thus reducing considerable computational burden
in image post-processing.

B. MASS DETECTION
The purpose of mass detection is to extract the mass region
from the normal tissues. The more precise the mass segmen-
tation, the more accurate the extracted features. In this paper,
we propose a mass detection method based on sub-domain
CNN deep features and US-ELM clustering. The processing
flowchart is shown in Fig. 3. The first step is to extract the ROI
from the images after preprocessing. The ROI is then divided

into several non-overlapping sub-regions using a sliding win-
dow. After that, we determine whether all sub-regions have
been successfully traversed. If yes, extract the deep features
of the sub-regions; otherwise, clustering the deep features of
the sub-regions, obtain the mass area boundary and complete
the mass detection process.

1) EXTRACT ROI
In mammography, there are a large number of 0 gray value
areas, which have no impact on the breast CAD. In order
to improve the mammary image processing efficiency and
ensure the accuracy of follow-up diagnosis, it is necessary
to separate the mammary area from the whole mammogram
as ROI.

In this paper, an adaptive mass region detection algorithm
has been utilized to extract the breast mass region. Specif-
ically, in a mammogram, all rows are scanned sequentially
to find the first nonzero pixel (with abscissa denoted as xs)
and the last nonzero pixel (with abscissa denoted as xd ),
and all columns are then scanned sequentially to find the
first nonzero pixel (with ordinate denoted as ys) and the last
nonzero pixel (with ordinate denoted as yd ). Algorithm 1
presents the details of this algorithm, the size of the mam-
mography I is m× n.

2) PARTITION SUB-REGION
In this section, a method to divide the ROI into several
non-overlapping sub-regions is proposed. The searching area
to determine the masses from the ROI is fixed in a rect-
angular area [xs, ys, xd , yd ], where the length of the search-
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FIGURE 2. Images after denoising and enhancement. (a) Initial mammogram. (b) Denoising after (a). (c) Enhancement after (b).

FIGURE 3. Flowchart of mass detection process.

ing rectangular is W = xd − xs and width is H =

yd − ys. The rectangular searching area is segmented using
a sliding window with length w and width h (W ≥ w,
H ≥ h). The segmentation procedure can be performed as
follows.

First, we generate a rectangular searching area (as shown
in Fig. 4). In the rectangular searching area (W × H ),

Algorithm 1 Self-Adaptive Mass Region Detection
Algorithm
1 Input:Mammography I
2 Output:Mass areaM
3 for i = 1 to L do
4 find the first and the last nonzero pixel xs, xd .
5 end for
6 for i = 1 to n do
7 find the first and the last nonzero pixel ys, yd .
8 end for
9 Cut off a rectangle M by the coordinates (xs, xd ) and
(ys, yd ).
10 ReturnM .

FIGURE 4. Using sliding window to divide the ROI.

the sliding window (w × h) is moved with a certain step
size, traversing the searching area without crossing the ROI
boundary. Thus, the ROI is divided into several equal size
(w × h), non-overlapping sub-regions and such sub-regions
will serve as the basis for subsequent feature extraction.
In this paper, the size of the sliding window is fixed as
48 × 48 and the searching step size is equal to 48. Finally,
the ROI has been divided intoN non-overlapping sub-regions
(s1, s2, · · · , sN ).
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FIGURE 5. CNN architecture for mass detection.

3) EXTRACT DEEP FEATURES USING CNN
In this paper, CNN is used to extract deep features from
the ROI sub-regions. Fig. 5 presents a 7-layer CNN archi-
tecture, which contains 3 convolution layers, 3 max-pooling
layers, and one fully-connected layer. The input of CNN is a
48× 48 dimension sub-region image captured from previous
steps. The first convolution layer filters the 48× 48× 3 input
images with 12 kernels of size 9×9×3 and obtains the output
with size 40× 40× 12.

Convk (i, j) =
∑
u,v

W k,l (u, v) · inputi (i− u, j− v)+ bk,l

(1)

whereW k,l represents the k th kernel and bk,l denotes the bias
of k th layer. The activation value is constrained in the range
[−1, 1] using tanh as the activation function.

Outputk (i, j) = tanh
(
Convk (i, j)

)
(2)

The output of the first convolution layer is connected
with a max-pooling layer. Then the second and third
convolution/max-pooling layer are connected to one another
until we have the output with size 2 × 2 × 6. The
fully-connected layer has 2 × 2 × 6 = 24 neurons which
are the features for the following clustering analysis.

4) CLUSTERING DEEP FEATURES USING US-ELM
In this paper, we use the US-ELM algorithm to cluster
deep features extracted from the previous CNN architec-
ture. The cluster number is set to 2 and sub-region features
are clustered into two categories: A. suspicious mass areas;
B. non-suspicious mass areas.

When the amount of training data is small, the effect of
the model obtained by supervised learning cannot satisfy
the demand. Therefore, semi-supervised learning is used to
enhance the effect, meanwhile, it can also perform some
clustering tasks [31], [32]. US-ELM algorithm is one of the
semi-supervised learning algorithms and it can find out the
internal structure relationships that exist among the unla-
beled dataset [33]. The details of this algorithm are shown
in Algorithm 2. The input of the algorithm is the deep
feature matrix X, and the output is the feature clustering
results. Specifically, the Laplacian operator L is first con-
structed from the training set X, then a hidden layer neuron
output matrix is randomly generated. If the hidden neuron
number is smaller than the input neuron number, we use
the equation minβ∈Rnh×no ‖ β ‖2 +λTr

(
βTHTLHβ

)
to

calculate output weights, where β represents the weights

Algorithm 2 US-ELM Algorithm

1 Input: Deep feature matrix X ∈ RN×n0

2 Output: Embedding matrix E ∈ RN×n0

3 Output: Clustering index vector y ∈ RN×1

4 Construct the Laplacian operator L from the training set X
5 Randomly generate hidden layer neuron output matrix
H ∈ RN×nh

6 if nh ≤ N then
7 Use equation minβ∈Rnh×no ‖ β ‖

2
+λTr

(
βTHTLHβ

)
to calculate output weights
8 else
9 Use equation

(
I0 + lHTLH

)
v = γHTHv to calculate

output weights
10 end if
11 Calculate the embedding matrix: E = Hβ
12 Use k-means algorithm clustering N points into K cate-
gories
13 Denote y as the dimension vector for all point classifica-
tion indexes
14 return y

between hidden layer and output layer. Otherwise, we use
the equation

(
I0 + lHTLH

)
v = γHTHv to calculate output

weights. After that, we calculate the embedding matrix and
use k-means algorithm clustering N points into K categories.

C. CLASSIFY BENIGN AND MALIGNANT MASSES BASED
ON FEATURES FUSED WITH CNN FEATURES
In this subsection, a diagnosis method using ELM classifier
with fusion deep features is proposed. The main idea is to
extract the deep features using CNN, and also extract the
morphological, texture and density characteristics from the
breast mass area. Then use the ELM classifier to classify the
fusion features and obtain the benign andmalignant diagnosis
results.

1) FEATURE MODELING
In clinical, breast masses are common signs of early breast
disease, according to the pathological characteristics of the
masses, where the masses are divided into two categories:
malignant and benign. On one hand, CNN extracts the deep
features of the masses, which can represent the essential
properties of the masses. On the other hand, based on the
doctors‘ experience, malignant masses in mammography are
often have the following characteristics: the irregular shape
with a burr-like edge, unsmooth surface with hard nodules,
and the densities are significantly different with surrounding
tissues. While the benign masses often have regular shape
with the clear edge, smooth surface, rarely accompanied with
small nodules, and the densities are uniformly distributed.
The types of the extracted features used in this paper are listed
in Table 1.

The fusion features can be modeled as

F = [F1,F2,F3,F4] (3)
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TABLE 1. Types of extracted features.

where F1 denotes deep features, F2 denotes morphological
features, F3 represents texture features, and F4 represents
density features.

a: DEEP FEATURES
CNN has great advantages in feature extraction due to its
convolution-pooling operations. It can extract the essen-
tial image characteristics without human participation [34].
A 10-layer CNN architecture used in feature extraction is
shown in Fig. 6. The CNN input is the suspicious mass area.
After a series of convolution/max-pooling layers, the last
fully-connected layer has 2 × 2 × 5 = 20 neurons which
are the deep features denoted as F1 = [c1, c2, · · · , c20].

FIGURE 6. CNN architecture for mass diagnosis.

b: MORPHOLOGICAL FEATURES
According to experienced doctors, malignant breast masses
often have irregular shapes and blur boundaries with
surrounding tissues [35]. Morphological features are impor-
tant indicators to distinguish between benign and malignant
masses. In this paper, we have extracted mass round-
ness, normalized radius entropy, normalized radius variance,
acreage ratio, and roughness as the morphological features
and the corresponding model can be expressed as F2 =
[g1, g2, g3, g4, g5]. Table 2 illustrates the detailed equations
to calculate each morphological feature.

c: TEXTURE FEATURES
Texture features are effective parameters that reflect the
benign and malignant characteristics of the breast masses,
and contribute to the early diagnosis of breast cancer. The
gray-level co-occurrence matrix which was first introduced
by Haralick is a classic gray-scale texture feature. The
gray-level co-occurrence matrix describes the gray distribu-
tion over all image pixels, which is based on the second-order
joint condition probability [36]. In this paper, we have

extracted inverse moment, entropy, energy, correlation and
contrast coefficient as the texture features and the corre-
sponding model can be expressed as F3 = [t1, t2, t3, t4, t5].
Table 3 illustrates the equations to calculate each texture
feature.

d: DENSITY FEATURES
Recent studies have shown that the density features of breast
masses have a significant correlation with mass benign
and malignant characteristics. Using density features to
predict the breast cancer is also a common method [37].
In this paper, we have extracted seven density features
and the corresponding model can be expressed as F4 =
[d1, d2, d3, d4, d5, d6, d7]. Table 4 presents the equations to
calculate each density feature.

2) CLASSIFIER
The ELM algorithm is a single hidden layer feed-forward
neural network proposed by Huang et al. [38], which has
a good generalization performance and fast learning speed,
and insensitive to manual parameters setup. In this paper,
we use ELM as the classifier to obtain breast cancer benign
and malignant diagnosis results.

The entire ELM algorithm consists of training and testing
processes, and detailed algorithm training steps are shown
in Algorithm 3. First, randomly generate weights wi and
bias bi of the hidden layer. Then calculate the single hidden
layer output matrix H based on parameters wi, bi, and fusion
featuresF . After that, obtain the output weight vector β based
on the training data labels.

Algorithm 3 ELM Training Algorithm

1 Input: N = {
(
xj, tj

)
|xj ∈ Rn, tj ∈ Rm, j = 1, 2, · · · ,N }

L: number of hidden neurons; N : labeled dataset size
2 Output: Three parameters of ELM: w, b, β
3 for i = 1 to L do
4 randomly generate weights wi and bias bi of the hidden
layer
5 end for
6 Calculate the single hidden layer output matrix H
7 Calculate the output weight vector β = HTT
8 Return w, b, β

Algorithm 4 shows the testing steps of ELM algorithm.
First, calculate the single hidden layer output matrixH based
on parameterswi, bi, β. Then extract the fusion features of the
testing image as the algorithm input, obtaining breast cancer
diagnosis results R.

Algorithm 4 ELM Testing Algorithm
1 Input:F,N ,L,w, b, β
2 Output: R: diagnosis results
3 Calculate the single hidden layer output matrix H
4 Calculate the diagnosis results R = f (x)
5 Return R
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TABLE 2. Morphological features.

TABLE 3. Texture features.

TABLE 4. Density features.

IV. EXPERIMENT
In this section, the effectiveness of the mass detection method
based on the CNN and US-ELM algorithms, and breast
cancer diagnostic method based on the fusion features are
investigated. First, the parameter setup and experiment pro-
cedures are introduced. Then, the evaluation metrics of each
experiment are described. Finally, the experimental results of
each experiment are listed and analyzed.

A. EXPERIMENT DATA
In this paper, there are 400 mammograms in the image
dataset, which contains 200 malignant mass images
and 200 benign mass images. These images are generated

using the Senographe 2000D all-digital mammography cam-
era from 32 to 74 years old female patients. The location of
the masses of all images have been marked by the profes-
sional doctor, and the diagnosis results are also confirmed by
the pathologist.

B. EXPERIMENT PROCEDURES AND PARAMETERS
In the following experiments, the effectiveness of the mass
detection method based on the CNN and US-ELM algo-
rithms, and breast cancer diagnostic method based on the
fusion features are investigated based on the above experi-
ment dataset. The experimental procedures and parameters
used in the verification process are as follows.
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1) MASS DETECTION EXPERIMENT
In the mass detection process, the feature extraction algo-
rithms used in the experiment are CNN, DBN, and SAE. The
clustering algorithms are US-ELM and k-means. The names
of the experiments are simplified, and the combination of the
feature extraction method and the clustering method used in
each experiment is shown in Table 5.

TABLE 5. Mass detection experiment procedures.

The marker-controlled watershed algorithm (MCWA) [13]
and adaptive thresholding algorithm (ATA) [14] have been
used for comparison and to further verify the accuracy of the
proposed method.

In the diagnosis of breast masses, the CNN architecture
parameters are shown in Fig. 5. Other parameters include the
activation function f and the learning rate η. In our experi-
ment, the learning rate is equal to 0.003 and the activation
function is tanh. When using DBN and SAE for feature
extraction, we use the same activation function and learning
rate.When using ELM for clustering, the parameters involved
are the activation function and the number of hidden layer
neurons. In the experiment, the selected activation function f
is ‘‘sigmoid’’, and the number of hidden layer neurons is set
to L = 1000. Since the density feature is binary clustered
based on US-ELM, the k value is set to 2. When clustering
is performed using k-means, the parameter k involved in the
experiment is the same as the US-ELM algorithm, which is
equal to 2.

2) BREAST CANCER DIAGNOSIS EXPERIMENT
In the process of breast-assisted diagnosis, the deep, morpho-
logical, texture and density features of suspected masses were
extracted and used for fusion feature modeling. In the exper-
iment, the deep feature model is mainly divided into single
deep feature, double features and multi-features. Single deep
feature models (SF) contain the features extracted fromCNN,
DBN, and SAE algorithms only. Double features (DF)models
contain deep features and one of the morphological, texture
and density features, i.e., ‘‘deep feature + morphological
feature (CNN-G)’’. Multi-features models (MF) contain deep
features and two or more other features, i.e., ‘‘deep feature
+ morphological feature + texture feature (CNN-GTD)’’.
To further evaluate our proposed method, we also select
the state-of-art algorithm mentioned in [24] as the baseline,
which is can be simplified as ‘‘GARF’’. Detailed feature
combinations and selections are shown in Table 6.

In the diagnosis of breast masses, the CNN architecture
parameters are shown in Fig. 6. Other parameters include the
activation function f and the learning rate η. In our experi-
ment, the learning rate is equal to 0.003 and the activation
function is tanh. When using DBN and SAE for feature
extraction, we use the same activation function and learning
rate.When using ELM for clustering, the parameters involved
are the activation function and the number of hidden layer
neurons. In the experiment, the selected activation function f
is ‘‘sigmoid’’, and the number of hidden layer neurons is
set to L = 1000. When considering the SVM classification
technique, the parameters involved are kernel function R,
penalty coefficient c, and kernel function parameter g. RBF
is selected as kernel function R, c = 0.5, and g = 0.0206.

C. EVALUATION METRICS
In the above experimental scheme, themass detectionmethod
based on subdomain CNN deep feature through US-ELM
clustering and the mass diagnosis method based on deep
feature fusion are investigated respectively. The quantitative
evaluation metrics of the experimental results are described
as follows.

1) DETECTION METRICS
In this paper, Misclassified Error (ME), Area Overlap
Metric (AOM), Area Over-segmentation Metric (AVM),
Area Under-segmentation Metric (AUM), and Comprehen-
sive Measure (CM) are used to evaluate the accuracy of
mass segmentation in the step of breast mass detection. The
detailed calculation formula of each evaluation metrics is
shown in Table 7. A smaller value of ME, AVM and AUM,
and larger value of AOM and CM, correspond to a better
segmentation result. However, in practical applications, AVM
and AUM often can not be optimal at the same time. ME and
CM as comprehensive measurement parameters are often
more important in the measurement process.

2) DIAGNOSIS METRICS
Accuracy, sensitivity, specificity, TPRatio, TNRatio, and area
under ROC curve (AUC) are used to compare and analyze
the results of masses. The evaluation formula of the eval-
uation metrics is shown in Table 8, and the explanation of
the evaluation metrics parameters in Table 9 are presented
in Table 13. Among the above six metrics, the higher the
value of accuracy, sensitivity, specificity, TP Ratio, TN Ratio
and AUC, the more accurate the diagnosis will be. The k-fold
cross validationmethod [39] has been used tomake the evalu-
ationmetrics more general. In this paper, the above evaluation
indices are derived from the 5-folded cross validationmethod.

D. EXPERIMENT RESULTS AND ANALYSIS
In this section, we verify that the mass detection method
based on subdomain CNN deep feature througth US-ELM
clustering and the mass diagnosis method based on deep
feature fusion are superior to other detection and diag-
nosis methods considering the above evaluation metrics.
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TABLE 6. Breast cancer diagnosis experiment feature selection.

TABLE 7. Detection indicators.

TABLE 8. Evaluation indices.

The experimental results and corresponding analysis are pre-
sented as follows.

1) DETECTION RESULTS ANALYSIS
Based on Table 5, ME, AOM, AVM, AUM and CM are
compared using three feature models and two clustering algo-
rithms. The comparison results are shown in Fig. 7 and 8.
From those figures, we can see that, the mass detection
method based on CNN sub-region deep feature clustering
gives the lowest ME regardless of which feature model is
used, and the mass detection method based on US-ELM
clustering gives the lowest ME and the best detection result.
In summary, the mass detection method based on sub-domain
CNN deep feature through US-ELM clustering can achieve
the best mass detection effect.

Fig. 9 shows the performance difference among the pro-
posed method and the MCWA, ATA algorithms on the five
metrics (ME, AOM, AUM, AVM and CM). From Fig. 9 we
can see that, although the proposed method in the AVM
evaluation is slightly worse than other algorithms, the ME
and CM evaluation performance have significant advantages.
Therefore, the proposed method based on sub-domain CNN

FIGURE 7. Collation map of evaluation indices of experiments.

FIGURE 8. Collation map of evaluation indices of experiments.

deep feature througth US-ELM clustering is better than other
segmentation methods.

2) MASS DETECTION BASED ON FUSION FEATURE
According to the experimental scheme described in
Section III.C.2, the accuracy, sensitivity, specificity,
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TABLE 9. Parameters meaning in Table 12.

TABLE 10. Breast cancer diagnosis experiment feature selection.

FIGURE 9. Collation map of evaluation indices of experiments.

TP Ratio, TN Ratio and AUC of the benign and malignant
breast mass classification are analyzed based on three types
of deep feature models (10 feature sets) and two classifiers.
We also show the results of the method mentioned in [24]
using our datasets. The evaluation results are shown in
Table 10, and the ROC curve are shown in Fig. 10-12.

When the classifier is ELM, the accuracy, sensitivity and
specificity of the CNN feature model are the best in the single
deep feature model, which shows that the CNNmodel chosen

FIGURE 10. ROC Curve of single feature with ELM and SVM classifier.

in this paper is the most suitable method. In the double feature
model, the CNN deep feature model combined with texture
feature has the best performance in the diagnosis accuracy,
sensitivity and specificity.

When the classifier is SVM, the accuracy, sensitivity and
specificity of the CNN feature model are the best in the single
deep feature model, which shows that the CNNmodel chosen
in this paper is the most suitable method. In the double feature
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FIGURE 11. ROC Curve of double feature with ELM and SVM classifier.

FIGURE 12. ROC Curve of multiple feature with ELM and SVM classifier.

model, the CNN deep feature model combined with texture
feature has the best performance in the diagnosis accuracy,
sensitivity and specificity.

According to the deep fusion model, comparing the anal-
ysis of each evaluation metrics obtained by using ELM and
SVMclassifier for benign andmalignant tumor classification,
it can be seen that ELM classifier gives better diagnostic
accuracy, sensitivity, and specificity. Meantime, it is obvious
that the mass diagnosis method based on deep fusion feature
are better than GARF [24] in the diagnosis accuracy, sensi-
tivity and specificity. Thus it is desirable to combine the deep
features with ELM in the diagnosis of breast cancer.

V. CONCLUSION
This paper proposes a breast CAD method based on fusion
deep features. Its main idea is to apply deep features extracted
from CNN to the two stages of mass detection and mass
diagnosis. In the stage of mass detection, a method based on
sub-domain CNN deep features and US-ELM clustering is
developed. In the stage of mass diagnosis, an ELM classifier
is utilized to classify the benign and malignant breast masses
using a fused feature set, fusing deep features, morphological
features, texture features, and density features. In the process
of breast CAD, the choice of features is the key in deter-
mining the accuracy of diagnosis. In previous studies, either
traditional subjective features or objective features are used,
in which traditional subjective features include morphology,

texture, density, etc., and objective features include features
extracted from CNN or DBN. These features are flawed
to some extent. In this paper we combine subjective and
objective features, taking the doctor’s experience and the
essential attributes of the mammogram into account at the
same time. After extracting the features, the classifier is used
to classify the benign andmalignant of the breast mass. In this
paper, ELM, which has a better effect on multi-dimensional
feature classification, is selected as the classifier. Through
the experiments using breast CAD of 400 cases of female
mammograms in the northeastern China, it demonstrates that,
in mass detection and mass diagnosis, our proposed methods
outperform other existing methods.
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