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ABSTRACT Decisions are usually made based on not only the performances of alternatives but also are
implied by how the performances satisfy the decision makers’ aspiration levels. This paper presents a
linguistic aspiration-based solution to qualitative decision-making (QDM) where the aspiration levels and
performances can be expressed by complex linguistic expressions (CLEs) such as hesitant fuzzy linguistic
term sets and linguistic terms with weakened hedges. The proposed approach can deal with complex
problems, which involve multi-criteria, multi-groups of experts, and multi-granular linguistic information.
Based on the conventional aspiration-based approaches, the value function is defined by the probability
of a CLE achieving its linguistic aspiration level. The performance of the proposed QDM approach is then
demonstrated by solving the problem regarding the provider evaluation and selection. The proposed approach
extends the range of available natural linguistic expressions that can be considered and used by experts and
emphasizes the role of linguistic aspiration levels in QDM.

INDEX TERMS Decision making, aspiration, hesitant fuzzy linguistic term sets, linguistic terms with
hedges, auditing.

I. INTRODUCTION
Qualitative information, taking the form of subjective assess-
ments, exists in almost everywhere of the real-world decision-
making problems [1], [2]. Such subjective assessments,
instead of exact numerical values, are convenient to represent
information originating in complex, ill-defined and unstruc-
tured problems. For instance, an expert would like to use
terms such as low and high to evaluate the capability of
data analysis of a software. To handle subjective assessments
in qualitative decision-making (QDM), the techniques for
computing with words (CWW) [3] are required. The fuzzy
linguistic approach, whose core concepts involve linguistic
variables, might be the most commonly used one in CWW
because it strengthens the feasibility, flexibility and reliability
of decision models [4]. The values of a linguistic variable

take the form of words and expressions constructed in
natural or artificial languages [3]. A suitable operation of
these values could narrow down possible gaps existing in
human-computer communication. In classical models, such
as the linguistic 2-tuple model [5] and virtual linguistic
model [6], [7], the values of a linguistic variable come from
a linguistic term set (LTS) defined by the syntactic and
semantic rules. Based on certain classical models, the recent
developments of QDM are two-fold, i.e., they concern the
developments of linguistic representation models and the
construction of novel QDM approaches.

The first aspect of these pursuits improves the existing
models to meet the requirement implied by more com-
plex circumstances. Because of the complexity of problems
and different levels of granularities of individual knowledge
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and expertise, it is often not sufficient to express opinions
based on a single predefined LTS. Two strategies have been
adopted. The first strategy considers multi-granular linguistic
models, which are usually built at various levels of infor-
mation granularity [8], [9]. A collection of LTSs should
be prepared for experts at first. An additional transforma-
tion phase is usually necessary to uniform the obtained
multi-granular information. Different from some traditional
multi-granular linguistic models, the personalized individual
semanticsmodel considersmulti granularities from the aspect
of individual semantic cognition and defines the seman-
tics of terms for each individual [10], [11]. This strategy
is convenient and suitable for the cases where different
granules come from different sources or different individu-
als. However, the necessity of preparing multiple LTSs and
transforming among different granularities make this strat-
egy relatively complex. The second strategy extends simple
linguistic terms to specific types of complex linguistic expres-
sions (CLEs) [12]. Xu [13] introduced the uncertain linguistic
terms (ULTs) for the case when a linguistic argument does
not match any of the terms in the LTS but instead is located
between two different terms. Hesitant fuzzy linguistic term
sets (HFLTSs) [14], [15] are developed to fit the case when
the experts are thinking of several terms at the same time
and express the opinions in terms of comparative linguis-
tic expressions. According to the syntactic rules, the range
of CLEs represented by HFLTSs covers those of ULTs.
Recently, Wang et al. [16] proposed a new type of CLEs,
namely linguistic terms with weakened hedges (LTWHs),
to express the uncertainty behind using single terms. Weak-
ened hedges, such as more or less and roughly, are employed
to modify a given generic term. These CLEs could be elicited
by natural languages. There are also some other models of
CLEs which focus on artificial languages, such as linguistic
distributions [17] and probabilistic linguistic term sets [18].
Due to the complexity of applications, these two strategies
could be mixed. For instance, multi-granular linguistic mod-
els have been developed in the setting of HFLTSs [19], [20].

The second aspect develops new concepts and algorithms
for the QDM problems based on the aforementioned lin-
guistic models. In multi-granular linguistic setting, the QDM
processes were proposed on the basis of fuzzy sets of
basic LTSs [8], fuzzy numbers [21], antonyms-based aggre-
gation [22], and others. Some QDM approaches based
on ULTs were proposed in [23]–[25]. Since its incep-
tion, QDM with HFLTSs has become a topic of interest .
Some researchers presented solutions to related theoretical
issues, such as order relations [26], operational laws [27],
and fuzzy envelopes [28]. Furthermore, many contribu-
tions focus on multi-criteria QDM (MCQDM) and/or group
QDM (GQDM) [29], [30] with HFLTSs.

When handling uncertain linguistic information in the
QDM framework, there are at least two limitations in the
current developments which constitute our motivations. First,
linguistic expressions which can be used by experts are not
flexible or diversified enough. Most of the existing studies

assume that the linguistic expressions, with respect to a cer-
tain criterion, can take only one form of either single terms,
ULTs or HFLTSs, and should be subjected to a specific
syntax. This is mainly for the convenience of computational
process. It is however, not a suitable or feasible choice to
limit the types of linguistic expressions. For instance, some
auditors are authorized to assess the degree of reliability of a
Big Data based auditing platform (BDAP) by the LTS:

S(8) = {s0 : nothing, s1 : extremely low, s2 : very low,

s3 : low, s4,medium, s5 : high, s6 : very high,

s7 : extremely high, s8 : perfect} (1)

The evaluation could be expressed by different types of com-
plex linguistic expressions such as:
(1) A HFLTS: at least high;
(2) A LTWH: more or less high.

In this case, two aspects should be further investigated. First,
Wang et al. [16] only defined the computational model for
LTWHs while the issue on how to apply them in practical
QDM problems needs to be addressed. Second, the experts
might make use of any types of linguistic expressions for
evaluations according to their individual linguistic conven-
tions. It is essential to enable computing with all the types of
CLEs mentioned above in a single QDM problem, or even
in the process of evaluating a single criterion. Therefore,
the first motivation of this paper is to handle the QDM
problems in which the experts can express their opinions in
a more fulfilling, fruitful and flexible way. It would defi-
nitely facilitate the process of expressing evaluations with-
out the limitation imposed by certain types of linguistic
expressions.
Second, the utilities and aspiration levels of experts are not

well taken into account. Most of the papers mentioned above
simply substitute the experts’ utilities with the evaluation
values. Nevertheless, the utility function may not be regarded
as an increasingly or decreasingly linear function with respect
to the evaluation values. To the contrary, people usually make
decisions based on the aspiration levels (or targets) instead
of the performances of alternatives because of the limited
cognitive resources and incomplete information. The con-
cept of aspiration levels, which rests at the core concept of
bounded rationality [31], plays a key role in multi-criteria
decision-making (MCDM). Real-world decisions could plau-
sibly be made by accepting the first encountered alternative
which meets a sufficiently good target [32]. It is rational
and essential to consider aspiration levels in QDM. Till now,
there are a number of studies focusing on aspirations in
the MCDM problems. Refer to Section II for more details.
However, very few of them consider the QDM problems with
complex linguistic information. Feng and Lai [33] presented
an aspiration-based approach for heterogeneous information.
However the linguistic information in that study can only take
the form of either single terms (for a certain criterion) or ULTs
(for another criterion). Thereby, the second motivation of
this study is to introduce the idea of aspiration into the field
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of QDM where the decision information takes the form of
multi-types of CLEs.

Based on the two arguments, this paper proposes a novel
QDM approach established in linguistic setting. The origi-
nality of the proposed approach is implied by the following:
(1) Two types of CLEs, i.e., HFLTSs (including ULTs), and
LTWHs, are included simultaneously to represent uncertain
linguistic information. Experts could express their opinions
by means of these CLEs without any limitation. We focus
on these CLEs because they frequently emerge in natural
languages. (2) Experts’ linguistic aspiration levels are con-
sidered.Whenmaking decisions, one looks for the alternative
which satisfies the experts’ aspirations to the highest extent.
The experts’ aspirations could be conveniently expressed by
the two types of CLEs as well. (3) The focused QDMproblem
involves multi-criteria, multi-groups of experts and multi-
granular linguistic information. Thus the proposed approach
can be referred to as the M3QDM one.

The reason of focusing multi-criteria, multi-groups and
multi-granularities is driven by the application problem in
Section V which considers a provider selection of BDAPs.
Many scholars and auditors have shown their affirmative
attitude about the productivity of big data in the audit
domain [34]–[36]. In 2015, the Chinese government issued
a new regulation to construct the mode of Big Data audit-
ing, enhance the capability, efficiency and quality of audit-
ing, ensure the implementation of full audit coverage in the
Big Data era. Before the application of Big Data auditing,
the selection of BDAP is vital to auditors. Due to the various
uncertainty factors resulting from the sources of information,
expertise of experts, qualitative nature of some criteria etc.,
evaluation and aspiration information might be represented
by multi-granular CLEs. Because of the complexity of the
underlying problem, multi-groups of experts are involved,
each of which is going to evaluate a subset of criteria.
Roughly speaking, data scientists, information system spe-
cialists, auditors, financial department are indispensable in
the overall auditing process.

The paper focuses mainly on the development of the
M3QDM approach. Following the conventional utility
approaches and aspiration-based approaches, we develop a
common syntactic rule to represent the focused types of
CLEs, and then define the value functions of CLEs based
on their semantics. The approach is then illustrated by the
problem of selecting a BDAP.

The paper is organized as follows: Section II recalls the
recent advance of MCDM with aspiration levels. Three types
of CLEs are reviewed in Section III. Then, Section IV
describes the problem and offers a solution. The approach is
then illustrated by solving the BDAP provider selection prob-
lem in Section V. Finally, Section VI presents a comparative
analysis while Section VII concludes the paper.

II. MCDM WITH ASPIRATION LEVELS: A REVIEW
The concept of aspiration levels plays an important role in
managerial decision-making. In the satisficing model [31],

subjects seek an alternative or solution that meets aspira-
tion levels, instead of maximizing the expected utility in the
classical sense. In the conventional utility theory, the utility
function is monotone with respect to the performance values.
However, ample and substantial empirical evidence indicates
that individual preferences cannot be described by the con-
ventional concave or convex utility functions [32], [37], [38].
The satisficing heuristic works as follows: if a solution (or a
small set of solutions) can be found to satisfy the stated aspi-
ration levels, then it is accepted; otherwise, the aspiration lev-
els should be relaxed. If too many solutions are admitted by
the aspiration levels, then they should be tightened [39]. The
consideration of aspiration levels would benefit to decrease
the complexity of the problem in hand, because of the subject
limitation of cognitive capabilities [40], [41].

Except for some specific concentration of decision-making
with single criterion utility function [37], most of the existing
studies contribute to MCDM. Among them, most studies
link aspiration levels to probabilities where risk choices are
involved, some link them to reference points, and others
consider the fuzzy aspirations. The following is organized
based on this taxonomy.

Stochastic MCDM, with aspiration levels, are usually
solved by searching alternatives, which approach the aspi-
ration levels at most. Frequently, this is implemented by
the satisficing heuristic. The first interactive method, pro-
posed in [42], selects the closest non-dominated alternative
by obtaining feedback information and adjusting the aspi-
ration levels. Thereafter, a number of solutions have been
proposed based on the similar ideas [43]–[45]. When the size
of alternatives is large, a quad tree-based method was devel-
oped [46]. Apart from the development of MCDM solutions,
Wang and Zionts [47] considered the robustness of solutions
derived by interactive models, where a solution is robust if
many aspiration levels map to it. Tsetlin and Winkler [48]
developed a theoretical model to consider uncertain depen-
dent aspiration levels and performances. Another theoretical
model [40] is devoted to combining expected aspiration-
based utility with loss and gain probabilities. Recently,
Fantozzi and Spizzichino [49] formally described the con-
nections between aspiration-based utility and aggregation-
based extensions of capacities. Besides, there are also endeav-
ors which seek for the alternative with the greatest degree
of approaching to aspiration levels by optimization models.
Yun et al. [50] utilized the genetic algorithm and data envel-
opment analysis to list the Pareto optimal solutions located
close to aspiration levels. Associated with a case study,
Feng and Lai [33] developed a MCDM method with aspi-
rations where the performances could be linguistic terms
and ULTs. Instead of adjusting the experts’ aspiration levels,
an optimization model was built to seek for the collective
alternative ranking that is agreed by at least half of the experts.

Most reference point-based methods are based on prospect
theory where the value function divides outcomes into gains
and losses. Fan et al. [51] proposed a prospect-theory-based
MCDM solution where the performance values are either
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numeric values or interval numbers and the reference point
is fixed by aspiration levels. In a similar contribution [52],
three different types of aspirations are taken into account.
The method proposed by Tan et al. [53] focuses on a stochas-
tic MCDM problems. They model the psychological behav-
ior of decision makers by a prospect stochastic dominance
degree.

In the fuzzy environment, the aspiration level is neither a
reference point nor a probabilistic distribution of choices, but
a fuzzy set (like a linguistic term). The employment of fuzzy
set theory enables decision makers to specify imprecise and
vague aspiration levels. Prior work of this field can be found
in [54] and [55]. Based on a bounded domain, their work
presents solutions to obtain the probability of meeting fuzzy
aspiration levels. The involved utility functions are monoton-
ically increasing. Later, the fuzzy aspiration-oriented model
proposed by Yan et al. [56] handles three types of fuzzy
preferences by the formulation of three types of fuzzy targets:
fuzzy min, fuzzy max and fuzzy equal. Due to the vagueness
of evaluating aesthetics, performing Kansei evaluation by
fuzzy sets is much more efficient than using numerical data.
Thereby several contributions, which focus on the Kansei
evaluation, develop the theory and methods related to fuzzy
aspiration levels. Yan et al. [57] first introduced three types of
fuzzy aspiration levels to Kansei evaluation. The model has
been improved by including the linguistic 2-tuple approach
in Yan et al. [58]. The aggregation strategy in these two
papers is criticized and improved in another development [59]
where both vagueness and variation are included in the
proposed uncertain Kansei profile. In a more recent study,
Yan et al. [60] employed both stochastic dominance and fuzzy
targets in order to avoid the potential subjectivity of CWW
techniques.

These current developments have delivered great contribu-
tions to MCDM with aspiration levels. The merits of three
categories of investigation are prominent. The probability-
based methods and fuzzy aspiration-based methods have
the advantage to model uncertainties of representing aspira-
tion levels, whereas the reference point-based methods pay
more attention to model the psychological behavior of deci-
sion makers. The interactive methods seem to be a wonder-
ful way to follow the idea of satisficing heuristic. Yet the
optimization models can reduce the participation from the
experts.

However, there are some limitations in the existing fuzzy
aspiration-based methods. Only single terms and ULTs are
available in the methods. This would limit their applicability
to complex problems in which the experts may prefer to
express their opinions by various types of linguistic expres-
sions due to their language custom and the degrees of uncer-
tainties. Moreover, multi-granular linguistic information is
inevitable in complex problems because one LTS may not
be suitable for the entire evaluation criteria. But this has not
been considered in the existing methods. All these identified
limitations and omits are the issues to be addressed in the
following sections.

III. COMPLEX LINGUISTIC EXPRESSIONS
AND THEIR SEMANTICS
This section is devoted to recalling and specifying some
necessary preliminaries with regard to CLEs. We start from
the basis of CWW models.

A. PRELIMINARIES
Linguistic variables can be considered to approximate the
characteristic of phenomena that are too complex or too
ill-defined to be described by numerical variables. Given
a domain U = [L,R], where L and R are real numbers,
a linguistic variable can be defined by a syntactic rule to
present the names of values and a semantic rule to identify
the meaning of each value [3].

The set of linguistic values are collected by a LTS. A set of
τ + 1 linguistic terms can be denoted by:

S(τ ) = {sα|α = 0, 1, . . . , τ } (2)

For example, a LTS with 9 terms can be found in (1). The
semantics of a term sα is a fuzzy set defined in the domainU ,
usually represented by a trapezoidal fuzzy number (TraFN)
(a, b, c, d), where

µsα (x) =


(x − a)

/
(b− a), max{L, a} ≤ x < b

1, b ≤ x ≤ c
(d − x)

/
(d − c), c < x ≤ min{d,R}

0, otherwise

(3)

If b = c, then the TraFN reduces to a triangular fuzzy number
(TriFN). As shown in many studies [8], [61], the domain U
is usually assumed to be uniformly distributed or piecewise
uniformly distributed. In such cases, the semantics of terms
can be represented by TriFNs. Specifically, the semantics
of terms can be generated as follows: (1) insert a set of
τ −1 points, denoted by x1, x2, . . . , xτ−1, into the domainU ;
(2) let x0 = L and xτ = R; (3) insert two sets of points
{x−i = L − (R− L) · i

/
τ |i = 1, 2, . . . ς + 1} and {xτ+j =

R + (R− L) · j
/
τ |j = 1, 2, . . . ς + 1} into the intervals

(−∞,L) and (R,+∞), respectively; and (4) let all the points
be ordered by xi < xj ⇔ i < j. Then for each sα ∈ S(τ ),
the semantics can be denoted by µsα (x) = (xα−1, xα, xα+1).
Note that, in (3), the selected 2(ς + 1) points are out of the
domain U and thus could be called virtual points. They are
selected so that the semantics of LTWHs could be represented
by means of TriFNs, as can be seen in Theorem 1.

In the ordered structure model, the following is usually
required:

(1) An total order: sα ≤ sβ ⇔ α ≤ β;
(2) A negation operator: Neg(sα) = sβ , where β = τ − α.
In applications, experts may realize that it becomes

difficult to select one term from the given LTS. Being
different from the strategy in multi-granular linguistic
decision-making, the experts may seek for richer linguistic
expressions, which can be generated from the LTS, as sup-
plementary values of the linguistic variable. This results in
the so-called CLEs. In this sense, weakened hedges which
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weaken the intensity of an original linguistic term and rep-
resent the uncertain degree in a qualitative manner are fre-
quently considered in natural languages. In a QDM problem,
the set of weakened hedges which might be considered by the
involved experts are denoted by [16]:

H (ς )
= {ht |t = 1, 2, . . . , ς} (4)

In practice, H (ς ) is determined based on the linguistic
convention of the involved experts. Specifically, the set of
weakened hedges can be collected at first and then classified
according to their weakening power. The hedges with the
same or very similar weakening power are encoded by a ht .
For instance, one may think that rather and roughly have
nearly the same power. As a result, the weakening power of
distinct ht is distinguishable. Finally, hedges are ordered such
that hj has more weakening power than hi if and only if i < j.

B. SYNTACTIC RULES OF COMPLEX
LINGUISTIC EXPRESSIONS
The following context-free grammar is presented to serve as a
common syntactic rule to generate the existing types of CLEs
based on the above preliminaries.
Definition 1: Let GH be a context-free grammar, S(τ )

and H (ς ) be the LTS and weakened hedge set specified
in (2) and (4), respectively. The elements of GH =

(VN ,VT , I ,P) are defined as:

VN = {〈primary term〉, 〈unary relation〉, 〈binary relation〉,

〈conjunction〉},

VT = {lower than, greater than, at least, at most, between,

and, s0, s1, . . . , sτ , h1, h2, . . . , hς },

I ∈ VN ,

P = {I ::=〈unary relation〉〈primary term〉|〈binary relation〉

〈primary term〉〈conjunction〉〈primary term〉,

〈primary term〉 ::= s0|s1| · · · |sτ ,

〈unary relation〉 ::= lower than|greater than|at least|

at most|h1|h2| · · · |hς ,

〈binary relation〉 ::= between,

〈conjunction〉 ::= and}.

Similar to [14], there are some limitations in Definition 1.
If 〈unary relation〉 = lower than, then the ‘‘primary term’’
cannot be s0; if 〈unary relation〉 = greater than, then the
‘‘primary term’’ cannot be sτ . Different from [14], (1) we
introduce some weakened hedges to be the possible values of
‘‘unary relation’’ to include LTWHs in the common frame-
work; and (2) single terms are not considered as CLEs. Thus,
for the case ‘‘between sα and sβ ’’, we require sα < sβ .
Generally, we state that a linguistic expression is called a CLE
if it included at least two primary terms in a direct way (such
as HFLTSs) or an indirect way (such as LTWHs).

The use of linguistic hedges is complicated than that of
conjunctions in CLEs. This is because there are two differ-
ent interpretations of hedges in psychology. A hedge with

inclusive interpretation expresses the degree of uncertainty
of using single terms in a qualitative manner, whereas a
hedge with non-inclusive interpretation modifies a term to
another [62]. The purpose of LTWHs is to model the uncer-
tainty of using single terms. Thus we focus only on the
hedges with inclusive interpretation. Accordingly, the CLEs
generated by Definition 1 is syntactically right if the hedges
included in (4) are considered to express the uncertainty of
using single terms.

HFLTSs, which were developed for the situation where the
experts are thinking of several terms at the same time [14],
tend to list all original terms involved in a comparative lin-
guistic expression. Generally, a HFLTS is an ordered finite
subset of S(τ ), which can be generated by the following
transformation function EGH :

EGH (at most sβ ) = {sα|sα ∈ S(τ ), sα ≤ sβ}

EGH (lower than sβ ) = {sα|sα ∈ S
(τ ), sα < sβ}

EGH (at least sα) = {sβ |sβ ∈ S
(τ ), sα ≤ sβ}

EGH (greater than sα) = {sβ |sβ ∈ S
(τ ), sα < sβ}

EGH (between sα and sβ ) = {sγ |sγ ∈ S(τ ), sα ≤ sγ ≤ sβ ,

sα < sβ}

Remark 1: Actually, the first type of CLEs is the ULTs
proposed in [6] which model the expression ‘‘between sα
and sβ ’’ generated by Definition 1. In this study, we considers
ULTs as a special case of HFLTSs because: (1) the syntactic
rule is included in that of HFLTSs; and (2) as will be seen
in the next subsection, the semantics of ULTs coincides with
that of HFLTSs if the latter is represented by envelopes.
HFLTSs represent the uncertainty by including more than

one linguistic term. The envelope of a HFLTS is a ULT [14].
For the convenience of applications, some researchers, such
as [63] and [64], suggested the use of the linguistic interval
[sα, sβ ] instead of a linguistic set {sα, sα+1, . . . , sβ}.
Being different from HFLTSs which emphasize their

boundaries, LTWHs start from one original term that could
possibly be the real value, and modify this term by a weak-
ened hedge. A LTWH, denoted by a 2-tuple 〈ht , sα〉, can be
generated by the following transformation function EGH :

EGH (ht , sα) = 〈ht , sα〉

In many cases of evaluations, it is enough to consider the
two most frequently used hedges h1 = more or less and
h2 = roughly. In addition, if one does not have any doubt
about the use of a single term, actually he/she is using the
hedge definitely which has no weakened power. Therefore,
we specify (4) as:

H̄ (2)
= {h0 : definitely, h1,more or less, h2 : roughly} (5)

Accordingly, an original term sα ∈ S(τ ) is the same as the
LTWH 〈h0, sα〉. An original term is seen as a special case of
LTWHs.
Remark 2: Different from the existing models of linguistic

hedges, such as the powering hedges defined by Zadeh [3],
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LTWHs are proposed to model the uncertainty of using single
linguistic terms which is implied by the weakened hedges.
The transparent feature of LTWHs is that they focus on a new
type of CLE, which is frequently considered by the experts
under uncertain circumstances.
Example 1: Given H̄ (2) in (5) and S(8) in (1), some LTWHs

could be: 〈h0, s4〉 = (definitely) medium; 〈h1, s6〉 =
more or less very high; 〈h2, s1〉 = roughly extremely low.
It is clear that HFLTSs and LTWHs are not mutually sub-

stitutable. They models different types of CLEs which are
both frequently emerged in natural languages. Mathemati-
cally, there are usually two ways to depict uncertainties of
a variable. The first one is to determine the boundaries of the
variable and then form an interval. The second one is to seek
for a constant that could be the real value and then decide
a radius to indicate the range of the variable. Obviously,
HFLTSs model uncertainties of CLEs by the former manner
and LTWHs model those by the latter manner.

C. SEMANTICS OF COMPLEX LINGUISTIC EXPRESSIONS
The semantics of HFLTSs introduced in [14] is based on
the concept of envelopes. In this sense, given µsα =

(xα−1, xα, xα+1), µsβ = (xβ−1, xβ , xβ+1), the semantics of
HFLTS [sα, sβ ] is:

µ[sα,sβ ](x) = (xα−1, xα, xβ , xβ+1) (6)

Another solution for the semantics was the fuzzy envelope
proposed in [28]. The underlying idea of computing fuzzy
envelopes is to assume that the important degrees of the terms
in a HFLTS are generally different. This is not always implied
by the comparative linguistic expressions. Some other def-
initions of semantics of HFLTSs were summarized in [15].
In this study, for the sake of computing aspiration-based value
functions, the semantics of CLEs will be utilized. To ease
the procedure, we consider the envelopes as the semantics of
HFLTSs. Thus a HFLTS {sα, sα+1, . . . , sβ} is also written as
[sα, sβ ]. An example of envelopes of HFLTSs can be found
in Fig. 1.

FIGURE 1. An example of the envelope (in red) and fuzzy envelope
(in blue) of HFLTSs ({sα−1, sα, sα+1}).

The intuitive motivation of defining the semantics of
LTWHs is that x(∈ U ) is more or less sα if x is similar

to some y(∈ U ) which are also sα . To address this fact,
the semantics of 〈h1, sα〉 can be defined based upon the idea
of upper approximation of rough fuzzy sets as follows [16]:
Definition 2: Let S(τ ) be a LTS defined in the domain U .

For any x ∈ U , µ〈h1,sα〉is defined by

µ〈h1,sα〉(x) = sup
y∈U

T (sim(x, y), µsα (y)) (7)

where the function sim is a similarity measure defined in
U and T is a triangular norm.
Remark 3: The similarity measure should be defined

according to the distribution of the domain. If the domain
is uniformly distributed, then similarity can be defined by
1−|x−y|/(R−L). Otherwise, the domain must be piecewise
uniformly distributed due to the way we construct the seman-
tics. Then a bijection can be employed to map the domain into
a uniformly distributed one. See [16] for more details.

According to Definition 2, we have µsα (x) ≤ µ〈h1,sα〉(x)
for any x ∈ U , which means that the inclusive relation holds,
i.e., sα ⊆ 〈h1, sα〉. Based on the linear (or piecewise linear)
similarity measure in [16], the semantics of 〈h1, sα〉 can
be represented by a TriFN, µ〈h1,sα〉(x) = (xα−2, xα, xα+2).
To compute the semantics of any LTWHs, Wang et al. [16]
extended the conclusion of Definition 2 based on two
premises: (1) Given sα ∈ S(τ ), 〈h1, sα〉 ⊆ 〈h2, sα〉 ⊆ · · · ⊆
〈hς , sα〉 holds for any ht ∈ H (ς ); and (2) the gap of weakening
power between ht and ht+1 are equal, where ht , ht+1 ∈ H (ς ).
These allow us to define the semantics of LTWHs recursively,
i.e., 〈ht+1, sα〉 = 〈h1, 〈ht , sα〉〉. As a result, the semantics of
a LTWH can be simply represented by a TriFN [16].
Theorem 1: Let S(τ ) be the LTS defined in U , H (ς ) be

the weakened hedge set, and T (x, y) = min{x, y}. For any
sα ∈ S(τ ) and ht ∈ H (ς ), the semantics of LTWH 〈ht , sα〉 is

µ〈ht ,sα〉(x) = (xα−t−1, xα, xα+t+1) (8)

Example 2: The semantics of LTWHs in Example 1 are,
as shown in Fig. 2,

more or less very high: µ〈h1,s6〉(x) = (0.5, 0.75, 1),

roughly extremely low: µ〈h2,s1〉(x) = (−0.25, 0.125, 0.5).

IV. THE PROPOSED APPROACH FOR MULTI-CRITERIA,
MULTI-GROUPS AND MULTI-GRANULAR QUALITATIVE
DECISION-MAKING
Based on the traditional framework of MCDM problems, this
section develops the M3QDM approach based on the prelim-
inaries presented in the above section. The QDM problem
is described in Section IV-A and then the framework of the
M3QDM approach is presented in Section IV-B. Finally, each
procedure of the approach is specified in a subsection.

A. DESCRIPTION OF THE FOCUSED PROBLEMS
The traditionalMCDMproblems refer to the selection among
a set of alternatives A = {ai|i = 1, 2, . . . , I } with respect
to the collection of criteria C = {cj|j = 1, 2, . . . , J},
associated with a weighting vector ω = (ω1, ω2, . . . , ωJ )T
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FIGURE 2. Examples of LTWHs (〈h2, s1〉 and 〈h1, s6〉).

such that
∑J

j=1 ωj = 1 and ωj ∈ [0, 1] (j = 1, 2, . . . , J ).
However, due to the complexity of the problem, like the
provider selection of a BDAP in this study, one individual
cannot evaluate alternatives with respect to all the criteria.
On the contrary, multiple experts are usually considered in
order to avoid the arbitrary and biased opinions and enable a
way to handle the uncertainty of evaluations (by measuring
the group’s consensus, for example).

Moreover, if the number of experts is large, the group can
be divided into several small groups based on the knowledge
and expertise of experts. Formally, a set of experts is divided
intoM groups, denoted here by G = {Gm|m = 1, 2, . . . ,M}.
The experts in themth group are collected byGm = {emn|n =
1, 2, . . . , #Gm}, where emn denotes the nth expert in the mth
group, #Gm is number of experts in the group. The experts in
the same group are with the similar profession and expertise,
and thus can be authorized to evaluate the same subset of
criteria. Suppose that each criterion is evaluated by only a
single group. Thus, the set C can be divided into M subsets,
denoted by Cm = {cmp|p = 1, 2, . . . , #Cm}, where #Cm is
the number of criteria in the set Cm. Especially, the criteria in
Cm are supposed to be evaluated by the group Gm. Further-
more, in a qualitative setting, the experts prefer to evaluate
different criteria by distinct granularities of LTSs. In our
focused problem, we assume that a set ofQ context-free LTSs
defined in the same domain U = [L,R] are provided for
the experts, which are denoted by {S(τq)|q = 1, 2, . . . ,Q}
with S(τq) = {s(q)α |α = 0, 1, . . . , τq}. The weakened hedge
set is fixed by H̄ (2) in (5). The performance values, as well
as linguistic aspiration levels, are allowed to be represented
by the CLEs that can be generated by Definition 1. The
structure of the problem can be seen in the top of Fig. 3.
Assume that the matrix of performance values and the vector
of linguistic aspiration levels, with respect to the criteria in
Cm, provided by the expert emn, are listed in Table 1, where
n = 1, 2, . . . , #Gm, m = 1, 2, . . . ,M .
The goal of the M3QDM problem is to select the most

desirable alternative(s) from A, according to the linguistic
information provided by the experts.

TABLE 1. The linguistic aspiration levels and performance values
provided by expert emn.

B. FRAMEWORK OF THE PROPOSED M3QDM APPROACH
As shown in Fig. 3, the proposed solution for the M3QDM
problem includes four procedures. The main aims and tasks
are illustrated as follows:
Step 1: Derivation of value functions. The original lin-

guistic information LMmn taking the form of multi-granular
CLEs generated by the set of LTSs, as shown in Table 1,
is transformed to its corresponding valuematrixVMmn, where
n = 1, 2, . . . , #Gm, m = 1, 2, . . . ,M , by the predefined
value functions in Section IV-C.
Step 2: Groups’ consensus checking. As the aspiration

levels are considered in our approach, the consensus can be
defined and checked by the fact that to what degree the alter-
natives meet the aspiration levels of the experts in a group.
Specifically, each group’s consensus is measured according
to the experts’ value functions rather than the performance
values. In order that, an optimal model is formed to uncover
if VMmn (n = 1, 2, . . . , #Gm) are acceptable by assigning
proper weights to the group’s members. Based on which,
an interactive algorithm is then developed to improve the
group’s consensus.
Step 3: Fusion. For eachGm, if the matrices are acceptable,

then the mth block of the overall value matrix, denoted by
VMm, i.e., the overall values of the alternative with respect to
the criteria in Cm, can be obtained by a weighting averaging
operator, where m = 1, 2, . . . ,M . Therefore, the overall
value matrix VM is available after all the blocks of the groups
are collected.
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FIGURE 3. The framework of the proposed M3QDM problems.

Step 4: Exploitation. A weighted aggregating operator can
be adopted to exploit the ranking of alternatives based on the
overall value matrix.

Note that the uniformation of multi-granular CLEs is
implemented by computing their semantics. Because the set
of LTSs are defined in the same domain, the multi-granular
CLEs could be transferred to TraFNs in U , according to the
preliminaries in Section III. Thus, the collected information
is uniformed once the transformation in Step 1 is completed.
For the convenience of description, in the rest of this section,
a linguistic term s(q)α (∈ S(τq)) is simplified as sα .

C. VALUE FUNCTIONS BASED ON LINGUISTIC
ASPIRATION LEVELS
This subsection is devoted to defining the value functions
with respect to three types of linguistic aspiration levels.
Similar to other aspiration-based solutions in fuzzy cir-
cumstance, we consider fuzzy aspiration levels which are
expressed by linguistic expressions and refer to them as lin-
guistic aspiration levels. In the proposed approach, aspiration
levels and performance values can be represented by the
CLEs defined in Definition 1. For convenience, a CLE is
denoted as ll in the sequel.

12536 VOLUME 7, 2019



H. Wang et al.: Aspiration-Based Approach for QDM With CLEs

For the convenience of notations, let us consider an
attribute X whose evaluation value x falls in the domain
[Xmin,Xmax]. In the conventional utility theory, decisions are
made based on the concept of expected utility [65]. Based
on some axioms, the Von Neumann and Morgenstern utility
function u(x) is frequently considered. In the aspiration-based
model, the value function is aspiration-oriented and depends
only on whether the aspiration is achieved [66]. In this sense,
a decision maker has only two different utility levels, that is,

u(x) =
{
1, the target is achieved
0, otherwise

(9)

Given an aspiration t ∈ [Xmin,Xmax], assume that the attribute
is montonically increasing and x is independent to t , then the
value function of x is:

v(x) = 1 · P(x ≥ t)+ 0 · (1− P(x ≥ t)) = P(x ≥ t) (10)

where P(x ≥ t) is the probability of x meeting the aspiration
t . For an uncertain aspiration T associated with its probability
density function p(t), P(x ≥ t) could be specified as:

P(x ≥ t) =
∫ x

Xmin
p(t)dx (11)

In the QDM environment, the experts’ aspiration levels
are usually imprecise and vague, and could be expressed by
linguistic expressions. In our study, the linguistic aspiration
levels, denoted by ll(A), are represented by CLEs. In real-
world QDM problems, based on a predefined LTS S(τ ) and
weakened hedge set H (ς ), the linguistic aspiration levels
could be the following three types (as listed in Table 2).

TABLE 2. Three types of linguistic aspiration levels and their
representation.

(1) Linguistic aspiration levels with benefit form (denoted
by ll(BA)). They could take the forms of HFLTSs like ‘‘at
least sβ ’’ (denoted as {sβ , sβ+1, . . . , sτ } or [sβ , sτ ]), ‘‘greater
than sβ−1’’, and LTWHs like 〈ht , sτ 〉, where s0 < sβ ≤ sτ ,
sβ ∈ S(τ ), and ht ∈ H (ζ ).

(2) Linguistic aspiration levels with cost form (denoted
by ll(CA)). Also, three different forms might be involved,
which are HFLTSs like ‘‘at most sα’’ (denoted as
{s0, s1, . . . , sα} or [s0, sα]), ‘‘lower than sα+1’’, and LTWHs
like 〈ht , s0〉, where s0 ≤ sα < sτ , sα ∈ S(τ ), and ht ∈ H (ζ ).
(3) Linguistic aspiration levels with interval form (denoted

by ll(IA)). This type also includes three specific forms,
i.e., HFLTSs like ‘‘between sα and sβ ’’ (denoted as [sα, sβ ]),
and LTWHs like 〈ht , sγ 〉, where s0 < sα ≤ sβ < sτ ,
sα, sγ , sβ ∈ S(τ ), and ht ∈ H (ζ ).

It can be observed that we extend the existing concept
of fuzzy aspirations by two aspects. On the one hand,

the experts can express their aspiration levels by means of
either HFLTSs or LTWHs. On the other hand, the two types
of CLEs can be used arbitrarily by the experts according to
the linguistic expression in mind.

Probability distributions are vital for expected utility mod-
els and aspiration-based models. Whereas it is sometimes
not so straightforward to specify the probability distribution
for uncertain aspirations. Fuzzy sets present a mathematical
counterpart of probability distributions, i.e., possibility dis-
tributions, by means of membership functions [67]. For a
fuzzy set ll defined in the domain U , the possibility distri-
bution of x(∈ U ) is represented by the membership function
µll(x). Based on the possibility/probability consistency prin-
ciple [68], the conversion between possibility and probability
can be achieved as follows [69]: Given x in a continuous
domain U associated with its possibility distribution µll(x),
the derived probability distribution is:

p(x) = µll(x)/
∫
U
µll(x)dx (12)

To make sure the definitions coincides with our intuition,
we specify the value functions according the form of linguis-
tic aspiration levels. For simplification, we use the notations
x ≥ ll(BA), x ≤ ll(CA), and x ∈ ll(IA) to represent that x(∈ U )
achieves the benefit, cost, and interval forms of aspirations
and ll ≥ ll(BA), ll ≤ ll(CA), and ll ∈ ll(IA) to represent that a
CLE ll achieves the three forms of aspirations, respectively.

1) VALUE FUNCTIONS OF LINGUISTIC ASPIRATION
LEVELS WITH BENEFIT FORMS
Assume that the linguistic aspiration levels ll(BA) take the
form of ‘‘at least sβ ’’. Given x ∈ U = [L,R], the probability
of x achieving the aspiration, denoted as P(x ≥ ll(BA)), is

P(x ≥ ll(BA)) =

∫ x
L µll(BA) (t)dt∫ R
L µll(BA) (t)dt

(13)

then the value function of a given CLE ll is

v(ll) = P(ll ≥ ll(BA)) =
∫ R

L
P(x ≥ ll(BA))p(x)dx

=

∫ R

L

∫ x
L µll(BA) (t)dt∫ R
L µll(BA) (t)dt

·
µll(x)∫ R

L µll(t)dt
dx (14)

If the linguistic aspiration levels take the form of ‘‘greater
than sβ−1’’, then the value function of ll is the same as
that in (14).

If the linguistic aspiration levels take the form of 〈ht , sτ 〉,
then for x ∈ U , the probability of x achieving 〈ht , sτ 〉 is:

P(x ≥ 〈ht , sτ 〉) =

∫ x
L µ〈ht ,sτ 〉(t)dt∫ R
L µ〈ht ,sτ 〉(t)dt

(15)

Given the CLE ll, its value function is:

v(ll) =
∫ R

L

∫ x
L µ〈ht ,sτ 〉(t)dt∫ R
L µ〈ht ,sτ 〉(t)dt

·
µll(x)∫ R

L µll(t)dt
dx (16)
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FIGURE 4. Values of sα(α = 0,1, . . . ,8) with respect to the linguistic aspiration level ‘‘at least s6’’.

2) VALUE FUNCTIONS OF LINGUISTIC ASPIRATION
LEVELS WITH COST FORMS
This case is similar to the case of benefit forms. Firstly,
consider a linguistic aspiration level ll(CA) taking the form of
‘‘at most sα’’, then for x ∈ U , the probability of x achieving
ll(CA) is:

P(x ≤ ll(CA)) =

∫ R
x µll(CA) (t)dt∫ R
L µll(CA) (t)dt

(17)

thus the value function of a given ll is:

v(ll) =
∫ R

L
P(x ≤ ll(CA))p(x)dx

=

∫ R

L

∫ R
x µll(CA) (t)dt∫ R
L µll(CA) (t)dt

·
µll(x)∫ R

L µll(t)dt
dx (18)

If ll(CA) takes the form of ‘‘lower than sα+1’’, then the value
function of ll is the same as that in (18).

Secondly, if ll(CA) takes the form of 〈ht , s0〉, then the value
function of ll is:

v(ll) =
∫ R

L

∫ U
x µ〈ht ,s0〉(t)dt∫ R
L µ〈ht ,s0〉(t)dt

·
µll(x)∫ R

L µll(t)dt
dx (19)

3) VALUE FUNCTIONS OF LINGUISTIC ASPIRATION
LEVELS WITH INTERVAL FORMS
Assume that the linguistic aspiration level ll(IA) takes the form
of ‘‘between sα and sβ ’’. Given x ∈ U , according to (6),
if x ∈ [xα, xβ ], then the probability of x achieving ll(IA) is
1. Generally, we have:

P(x ∈ [sα, sβ ]) = µ[sα,sβ ](x) (20)

For the CLE ll, its value function is:

v(ll) =
∫ R

L
µ[sα,sβ ](x) ·

µll(x)∫ R
L µll(t)dt

dx (21)

If ll(IA) takes the form of 〈ht , sγ 〉, similarly, we obtain the
value function of ll as follows:

v(ll) =
∫ R

L
µ〈ht ,sγ 〉(x) ·

µll(x)∫ R
L µll(t)dt

dx (22)

Based on the semantic assumption specified in
Section III-C, the computation of the value functions is very
easy. We illustrate the procedures by the following example:
Example 3: Given the LTS S(8) in (1) with µsα (x) =

(xα−1, xα, xα+1), α = 0, 1, . . . , 8, and H̄ (2) in (5), let
ll(BA) =‘‘at least s6’’ and ll =‘‘more or less s6’’. Their
semantics are (5/8, 6/8, 1, 1) and (1/4, 1/2, 3/4), respec-
tively. According to (13), we have

P(x ≥ ll(BA)) =


0, x < 5/8
64/5 (x − 5/8)2 , 5/8 ≤ x ≤ 6/8
(16x − 11)/5, x > 6/8

Moreover, we have
∫ 1
0 µll(t)dt = (1− 0.5)/2 = 0.25 which

can be seen in Fig. 2. Then the value function of ll is v(ll) =
4
∫ 1
0 P(x ≥ ll

(BA))µll(x)dx, where∫ 1

0
P(x ≥ ll(BA))µll(x)dx

=

∫ 6/8

5/8

64
5

(
x −

5
8

)2

·
x − 1/2
0.25

dx

+

∫ 1

6/8

16x − 11
5

·
1− x
0.25

dx

= 0.0656

Therefore, v(ll) = 0.2624.
Furthermore, Fig. 4 and Fig. 5 show the values of the nine

linguistic terms in S(8) with respect to linguistic aspiration
levels ‘‘at least s6’’ and ‘‘more or less s4’’, respectively.

D. REACHING GROUPS’ CONSENSUS
According to the linguistic aspiration levels provided by
emn and the aspiration-based value defined in Section IV-C,
the linguistic matrix LMmn = (ll(m,n)ip )I×#Cm can be
transformed to the corresponding value matrix VMmn =

(u(m,n)ip )I×#Cm , where v
(m,n)
ip is the value of ai with respect to

cmp according to emn, i = 1, 2, . . . , I , p = 1, 2, . . . , #Cm,
n = 1, 2, . . . , #Gm, m = 1, 2, . . . ,M .
Given m ∈ {1, 2, . . . ,M}, we consider the consensus

of Gm. Suppose that the weighting vector of the experts in
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FIGURE 5. Values of sα(α = 0,1, . . . ,8) with respect to the linguistic aspiration level ‘‘more or less s4’’.

Gm is w = (w1,w2, . . . ,w#Gm )
T such that

∑#Gm
n=1 wn = 1

and wn ∈ [0, 1](n = 1, 2, . . . , #Gm). Then the group’s
value matrix VMm = (v(m)ip )I×#Cm can be derived by syn-
thesizing the #Gm value matrices of the group’s members,
where

v(m)ip =

#Gm∑
n=1

wnv
(m,n)
ip , i = 1, 2, . . . , I , p = 1, 2, . . . , #Cm.

(23)

Then the deviation d(VMmn,VMm) between VMmn and VMm
can be derived by:

d(VMmn,VMm) =
I∑
i=1

#Cm∑
p=1

λp(v
(m,n)
ip − v(m)ip )2 (24)

where n = 1, 2, . . . , #Gm, λp is the weight of the criterion cmp
which can be computed by normalizing the weights of criteria
in the set Cm as λp = ωmp

/∑#Cm
p=1 ωmp. Consequently,

the deviations among all the individual value matrices and
the group’s value matrix can be defined by:

g(w) =
#Gm∑
n=1

d(VMmn,VMm) (25)

Ideally, the deviation would approach 0 if the group’s opin-
ion is highly consensual. In ourM3QDMproblem, the experts
in each group are not assigned weights. To reduce the experts’
work as much as possible, we intend to figure out whether
there is at least one weighting vector, which results in an
acceptable consensus degree of the group. Thus, the follow-
ing model can be formed:

g(w) = min
#Gm∑
n′=1

I∑
i=1

#Cm∑
p=1

λp(v
(m,n′)
ip −

#Gm∑
n=1

wnv
(m,n)
ip )2

s.t.


#Gm∑
n=1

wn = 1

wn ≥ 0, n = 1, 2, . . . , #Gm

(26)

By employing the technique of Lagrange multipliers,
the solution to the problem reads as follows

w = G−1r +
1− eTG−1r
eTG−1e

G−1e (27)

where e = (1, 1, . . . , 1)T , the vector r = (rn′ )#Gm×1 and the
matrix G = (Gn,n′ )#Gm×#Gm such that

rn′ =
I∑
i=1

#Cm∑
p=1

#Gm∑
n=1

λpv
(m,n)
ip v(m,n

′)
ip (28)

Gn,n′ =
I∑
i=1

#Cm∑
p=1

#Gmλpv
(m,n)
ip v(m,n

′)
ip (29)

The procedure of deriving the solution can be found in
Appendix VII.

Based on (27), the optimal value of g(w), denoted by g∗(w),
can be derived. The consensus index of the group Gm can be
represented by:

CIm =
g∗(w)
#GmI

(30)

Then, a simple interactive algorithm can be employed to
makeCIm reach its satisfactory levelCI∗m. Generally, the value
can be assigned by the decision maker or the leader of the
group. The smaller value implies the higher level of group
consensus. As suggested by Xu [70], we let CI∗m = 0.5
for any m = 1, 2, . . . ,M in this paper. Given CI∗m and the
max number of interaction Nmax , the interactive algorithm
is depicted in Table 3. The algorithm is terminated once the
group’s consensus is acceptable or the number of interaction
has reached Nmax .

E. FUSION AND EXPLOITATION
The overall value matrix with respect to all the criteria can be
formed after the consensus of all groups has been improved
by the algorithm in Table 3.

For each Gm(m = 1, 2, . . . ,M ), VMm = (v(m)ip )I×#Cm can
be calculated by (25). The value matrix VMm is, actually,
the mth block of the overall value matrix VM . Thus, VM is
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TABLE 3. The interactive algorithm to improve the group’s consensus.

obtained immediately as:

VM = (vij)I×J = (VM1 VM2 · · · VMM ) (31)

The overall value of each alternative ai, denoted by ui,
can be derived by (31) and the weighting vector ω is as
follows:

vi =
∑J

j=1
ωjvij (32)

where i = 1, 2, . . . , I . Then the alternatives can be ranked by
the overall values.

V. AN APPLICATION OF PROVIDER SELECTION
A case study regarding BDAP provider selection is presented
to demonstrate the proposed M3QDM approach. In order to
focus on the illustration of the approach, we consider only a
simple case of the selection problem. Also note that our major
focus is the provider selection rather than the details of Big
Data auditing.

A. DESCRIPTION OF THE PROVIDER
SELECTION PROBLEM
Based on the drivers of the use of Big Data in the audit pro-
cess [71]–[73], proper platforms and infrastructures should be
implemented so that the Big Data techniques can be adopted.
Especially, the new regulation released by Chinese govern-
ment, mentioned in Section I, also delivers intensive require-
ment of designing BDAPs for certain industries. Selecting
appropriate BDAPs would be significant for implementing
the full audit coverage in China.

The determination of the criteria of BDAP provider selec-
tion is quite different from that of traditional decision support
systems (DSSs). For instance, when developing an enterprise
resource planning systems, most of the necessary techniques
are common knowledge for all the potential providers. When
facing Big Data, however, current techniques for almost all
aspects of Big Data processing are scattered in different
companies and institutions, and are far from meeting the
ideal requirements [74]. This would result in the difficulty
and uncertainty regarding assessing the quality of providers

TABLE 4. A summary on the hierarchy and criteria of the provider
selection model.

with respect to Big Data techniques-related criteria. As can
be seen in Table 4, the selected criteria are classified into
two classes. The first class focuses on the ability of processing
big data and making informative decisions. Two subsets of
criteria, namely Data curation (C1) and Auditing decision
support (C2), are involved. Data curation refers to the ability
of capturing, cleaning, aggregating, identifying, and pro-
tecting data. It prepares high-quality data for data analysis
tools. Auditing decision support focuses on the techniques
and technologies involved in the BDAP that are effective
enough to support Big Data-based auditing decisions. The
criteria in the second class are frequently considered in
the provider selection of traditional information sys-
tems [75]–[77]. These criteria are classified into four subsets,
namely, Service quality (C3), Integration (C4), Economics
(C5), and Professionalism (C6). Consequently, the proposed
hierarchical model contains 6 groups of 24 criteria.

In our case study, three groups of experts are invited
to evaluate three providers denoted by a1, a2 and a3. The
group G1 is formed by Big Data experts and data scien-
tists; G2 includes the auditors and the experts who special-
ize in DSS; and the experts of G3 come from the financial
department. The criteria in C1 and C2 are evaluated by the
experts in G1; C3, C4 and C6 are evaluated by G2; finally is
evaluated by G3. Moreover, there are three experts in each
group.

In the evaluation process, three context-free LTSs, denoted
by S(4), S(6) and S(8), are available. The semantics is shown
in Fig. 6. Associated with the set of linguistic hedges in (5),
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FIGURE 6. The sets of multi-granularity LTSs for provider selction.

TABLE 5. Evaluation information and linguistic aspiration levels of alternatives with respect to C1.

the experts are allowed to express their aspiration levels and
evaluation values by means of ULTs, HFLTS, or LTWHs.

B. SOLVING THE PROBLEM BY THE
PROPOSED APPROACH
It is enough to illustrate the process in Section IV-B by the
provided information with respect to one subset of criteria.
The collected linguistic information with respect to C1 is
listed in Table 5.

Step 1: Three value matrices, as shown in Table 6,
can be derived by using the value functions defined in
Section IV-C.
Step 2: To address the group consensus, we obtain the

optimal weights of the three experts w = (0.33, 0.33, 0.33)T

according to (27). Therefore, we have CI1 = 0.047 when
using (30). Thus, the group consensus is acceptable.
Step 3: Associated with the optimal weights, the three

value matrices can be fused to a group value matrix
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TABLE 6. Three value matrices of experts in G1 with respect to C1.

as follows: 0.2875 0.3287 0.2746 0.3017 0.1887
0.2827 0.4087 0.3085 0.5384 0.0884
0.1910 0.5092 0.3384 0.4576 0.1041


This matrix serves as the first five columns of the overall
value matrix with respect to all criteria. Repeating the above
process for all six subsets of criteria, the overall value matrix
can be derived.
Step 4: The weighted averaging values of three alternatives

are v1 = 0.2863, v2 = 0.2837, and v3 = 0.3158. Thereafter,
a3 is the best alternative.

For the purpose of comparison in the coming section,
if only the criteria in C1 are considered, then v1 = 0.2696,
v2 = 0.2999, and v3 = 0.2945. Accordingly, a2 is the best
alternative.

VI. COMPARISONS AND FURTHER DISCUSSIONS
We will analyze the proposed M3QDM approach by compar-
ing it with some similar techniques. Without loss of general-
ity, we will conduct the comparisons by using the linguistic
information with respect to the criteria in C1, i.e., the data
in Table 5.

A. COMPARATIVE ANALYSIS
We begin with comparing it with two multi-granular
QDM approaches proposed by Herrera et al. [8] and
Fan and Liu [78]. They are chosen for comparison because
their essential procedures are based on the semantics
of linguistic terms. However, they cannot be compared
straightforward since they cannot handle multi-types of
CLEs or multi-groups. Therefore, we only use the infor-
mation collected by the first group, i.e., the information
listed in Table 5, to avoid multi-groups, and then transform
the CLEs into their semantics, i.e., TraFNs. In this manner,
the two approaches are comparable.

In [8], a basic LTS whose granularity is fine enough
is employed. A linguistic expression is then transformed
into a fuzzy set on the basic LTS, according to its seman-
tics. Here, S(8) plays the role of basic LTS. For instance,
the CLE 〈h1, s

(8)
6 〉, as shown in Fig. 2, can be represented

as {(s(8)4 , 0.33), (s
(8)
5 , 0.66), (s

(8)
6 , 1), (s

(8)
7 , 0.66), (s

(8)
8 , 0.33)},

where the number in each 2-tuple represents the member-
ship degree. To obtain the collective performance of each

alternative, an aggregating operator should be relied on.
To make the approach comparable, we extend it by aggre-
gating the group’s opinion so that it is suitable for GDM.
If the weighted averaging operator is considered, then accord-
ing to their proposed ranking exploitation method, we get
a1 < a3 < a2.
The approach in [78] handles both simple linguistic terms

and ULTs by means of TraFNs. In order to figure out the col-
lective performance matrix, the traditional trapezoidal fuzzy
weighted averaging operator is utilized. Associated with the
weighting information, the derived matrix is: (0.39, 0.64, 0.75, 1.0) (0.36, 0.56, 0.69, 0.89)

(0.42, 0.61, 0.75, 0.94) (0.36, 0.69, 0.69, 1.0)
(0.31, 0.58, 0.69, 0.97) (0.44, 0.69, 0.81, 1.0)

(0.42, 0.61, 0.75, 0.94) (0.33, 0.58, 0.64, 0.86)
(0.44, 0.69, 0.75, 1.0) (0.39, 0.76, 0.83, 1.0)
(0.28, 0.72, 0.72, 1.0) (0.22, 0.69, 0.86, 1.0)

(0.50, 0.79, 0.83, 1.0)
(0.54, 0.71, 0.75, 0.92)
(0.46, 0.67, 0.79, 1.0)


Then the classical TOPSIS is considered, where the positive
and negative ideal TraFNs are (1, 1, 1, 1) and (0, 0, 0, 0),
respectively, and the Minkowski distance measure between
two TraFNs is used and its parameter is fixed by 2.
Finally, the ranking derived by closeness coefficients is
a3 < a1 < a2.
It can be seen that the rankings of alternatives with respect

to the criteria in C1 are different. This can be concluded
that the consideration of aspiration levels in linguistic setting
would greatly influence the final decision.

Thanks to their semantics-based computational strategy,
these two approaches can solve multi-granular linguistic
GDMproblems. But the advantages of the proposed approach
is prominent: Firstly, we take the linguistic aspiration lev-
els of experts into account. Secondly, the uncertain deci-
sion information, including the performances and aspirations,
is elicited by natural languages taking the form of several
types of CLEs.

As has been reviewed in Section II, only the aspiration-
based approach proposed in [33] could deal with a type
of CLEs, specifically, ULTs. But it is not semantics-based
approach. Thus it cannot handle multi types of CLEs, nor
multi-granular linguistic information. Accordingly, it is hard
to compare the existing aspiration-based approaches with the
proposed approach.

B. FURTHER DISCUSSIONS
Although it is hard to compare with other techniques
through a direct way, we can analyze their characteristics
to illustrate the strengths and weaknesses of the proposed
approach. Table 7 lists some features of some similar tech-
niques of QDM. We discuss the techniques from the follow-
ing aspects.
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TABLE 7. Features of the comparative QDM approaches.

1) REGARDING THE INVOLVED TYPES OF CLES
The consideration of CLEs in QDM is being a hot topic in
recent a few years [12]. Most of the existing contributions
assume that the linguistic information takes the form of a
certain type of CLEs. For instance, the aggregation-based
QDM approach in [13] considers only ULTs. HFLTSs have
been focused in many studies. The approach in [16] assumes
that the information is represented by LTWH. In these cases,
the experts have to express their opinions by means of a
special type of linguistic expressions, no matter the type
coincides with their linguistic conventions or not. Feng and
Lai [33] improved the cases by considering both single terms
and ULTs. The proposed approach could handle all CLEs
defined by Definition 1.

2) REGARDING ASPIRATION-BASED APPROACHES
Some of the contributions listed in Table 7 considered
the uncertain aspirations as a criterion of decision-making.
In [33], aspirations of qualitative criteria could be represented
by single terms and ULTs. Similar to this paper, three types
of linguistic aspiration levels were considered in [57] and
represented by single terms. Subintervals of the domain,
derived from the α-cut of semantics of terms, are utilized to
compute the value functions. The linguistic aspiration levels
in [60] and [79] are also single terms. Others in Table 7 did not
consider the aspirations of experts. The proposed approach
not only considers three types of uncertain aspirations but
also enable them to be represented by CLEs. Therefore,
in qualitative setting, the manner of expressing uncertainties
is more flexible.

3) REGARDING MULTI-GRANULAR QDM APPROACHES
The approach in [8] was based on a so-called basic LTS to
unify multi-granular linguistic information. The appraoches
in [61] and [80] are based on a linguistic hierarchy
(where τq+1 = 2τq) and an extended hierarchy (where
τq+1 > τq), respectively. In a multi-granular QDM approach
based on HFLTSs [20], the distance between a performance
value and its ideal value with respect to a criterion is used
and thus the unification phase is not necessary. Compared
with these studies, the proposed approach generalizes the
linguistic information by multi-types of CLEs. Instead of

multi-granular unification, we compute the value functions
of the performance values.

The strengths are summarized as the following points:
(1) The range of linguistic expressions is extended.

According to Definition 1, more CLEs are involved. Based
on the proposed semantics-based approach, we can deal with
these CLEs by the same framework. The focused CLEs
include most of the natural way to express uncertainties in
linguistic setting. The experts are permitted to use either
HFLTSs or LTWHs to express both linguistic aspiration lev-
els or performance values. Hence, the experts can concentrate
on the evaluation rather than stating their opinion by a fixed
simple grammar.

(2) The processing of multi-granular linguistic information
is very easy. For the convenience of evaluation, a set of LTSs
are defined on the same domain. During the assessment,
the experts can select the LTSs according to their prefer-
ence and/or the acquisitus knowledge. When handling this
multi-granular linguistic information, the proposed approach
defines value functions by means of the probability of a
performance value achieving its aspiration. This makes the
linguistic information be operated as easy as usual.

(3) The manner of handling information provided by sev-
eral groups of experts is straightforward and easy to carry out.
In the focused problem, the whole evaluation work is divided
into several parts and each part is undertaken by a group. The
intersection of evaluation work of any two groups is empty.
This manner can be regarded as a special case of the multi-
groups decision-making framework defined in [81]. Roughly
speaking, this manner decomposes a complex problem into
several exclusive pieces and each of which could be solved
by a group of experts.

In sum, the most prominent feature of the M3QDM
approach is that it considers multi-criteria, multi-groups of
experts, and multi-granular linguistic aspiration levels and
evaluation values simultaneously.

The M3QDM approach suffers some weaknesses which
could be improved in the future. Firstly, the group consen-
sus reaching algorithm relies on the interactions with the
experts. This might decrease the efficiency of the decision-
making process. Secondly, the set of multi-granular LTSs are
assumed to be defined in the same domain. This might trigger
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off obstacles for application when uncertainties come from
different sources, such as the case in [20].

VII. CONCLUSION
This paper has been motivated by the problem of BDAP
provider selection. The M3QDM approach is necessary
because it is quite natural that multi-criteria and multi-groups
of experts are involved and multi-granular linguistic informa-
tion, taking the form of CLEs, is inevitable in the focused
problem. Moreover, linguistic aspiration levels have also
been considered in the approach. The semantics of CLEs is
utilized to aggregate the linguistic information with distinct
granularities and obtain the value functions with respect to
linguistic aspiration levels. The approach has been identified
by a case study. Based on the completed study, we can draw
the following conclusions:

(1) The proposed model enlarges the range of values that
can be assigned to a linguistic variable. Linguistic expres-
sions, taking the form of HFLTSs and LTWHs, are available
to represent opinions under uncertainties. The use of CLEs
increases the flexibility of modeling uncertainties.

(2) The consideration of aspiration levels in linguistic set-
ting could greatly influence the final decisions. In real world
problems, therefore, it is worthwhile to mine the aspiration
levels of the experts.

The current study suffers some limitations as well. These
result in the following future work:

(1) The proposed group consensus reaching algorithm is
not efficient enough. As can be seen in the case study, the size
of the entire group is large, thus the interactions with the
experts could be time-consuming. It would be interesting to
develop amore efficient algorithm. For instance, an automatic
approach, which revises the most inconsistent opinions based
on the collected information, could be developed to enhance
the group consensus.

(2) The proposed solution heavily depends on the seman-
tics of CLEs. It would be also interesting if other approaches
can be developed based on the ordered structure of the LTSs.
In this case, some other theoretical issues, such as the order
relations of the set of CLEs, should be addressed at first.

APPENDIX
SOLUTION OF THE PROBLEM IN EQ. (26)
The Lagrange function is constructed as:

L(w, ξ ) =
#Gm∑
n′=1

I∑
i=1

#Cm∑
p=1

λp · (u
(m,n′)
ip −

#Gm∑
n=1

wn·u
(m,n)
ip )2

−2ξ
#Gm∑
n=1

wn−1 (33)

Differentiating (33) with respect town and letting these partial
derivatives be equal to 0, we have

∂L
∂wn
=

I∑
i=1

#Cm∑
p=1

#Gm∑
n′=1

λp(#Gmwn′ − 1)u(m,n)ip u(m,n
′)

ip −ξ = 0

(34)

where n = 1, 2, . . . , #Gm. Using the denotation defined
in (28) and (29), the following tight form can be obtained:

Gw− r − ξe = 0 (35)

It is obvious that G is positive definite and is non-negative.
Associated with eTw = 1, the parameter ξ can be solved at
first:

ξ =
1− eTG−1r
eTG−1r

(36)

Then the weighting vector w can be derived by combining
(35) and (36), as shown in (27).
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