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ABSTRACT

In this paper, we present a novel one-dimensional deep convolutional neural net-

work (1D-DCNN) with a multi-label-way-based algorithm for comprehensively and automatically extracting
features and classifying mixture gases. Although a number of pattern recognition methods have been used
to analyze the mixed gases, the performances of these methods highly depend on the hand-crafted feature
engineering. By contrast, the proposed implementation, based on one-dimensional convolution, is capable
of automatically extracting features and distinguishing the individual component of binary mixture gases
composed of ethylene, CO, and methane. To the best of our knowledge, the proposed 1D-DCNN algorithm
is first applied in the mixture gases’ recognition. In addition, the proposed 1D-DCNN with multi-label way
not only significantly reduces the label dimension but also quantifies the probability of each component
in mixed gases. Compared with the conventional pattern recognition algorithms including support vector
machine, artificial neural network, k-nearest neighbor, and random forest, the proposed 1D-DCNN exhibits
a higher recognition accuracy (96.30%) based on our extensive experimental results using ten-fold cross

validation.

INDEX TERMS Mixture gases recognition, deep convolutional neural network, multi-label classification.

I. INTRODUCTION

In the past few years, the recognition of mixture gases has
attracted extensive research interests in a wide range of
industrial applications, including health care, environment
monitoring, food freshness control, to name a few [1]-[4].
It is known that the hazardous gases in industrial applications
are usually not pure but in the form of mixed gases. There-
fore, in order to reduce the danger of the hazardous mixture
gases, the accurate recognition of different compositions in
the mixture gases is of great importance. As far as we know,
electronic nose is widely adopted as an effective way to real-
ize the recognition of mixture gases, which well-mimics the
mammals’ olfactory system [5], [6]. There are mainly three
building blocks in the modern electronic nose: gas sensing
array, pre-processing module and signal processing unit. For
a given gas sensing array, the signal processing unit always

plays a key role for recognizing different gas compositions
with high accuracy.

Recent years have witnessed many efforts devoted to
further improve the recognition accuracy of the mixture
gases. Sunny et al demonstrated a recognition system for
binary mixture gases of acetone and 2-propanol. The prin-
cipal component analysis (PCA) is first used to extract the
mixture gases’ steady response features then the artificial
neural network (ANN) and support vector machine (SVM)
are adopted for gas classification [7]. In [8], a hand-crafted
feature of normalized difference sensor response transfor-
mation (NDSRT) is reported to convert the raw signature
responses to virtual multi-sensor response, which further
improves the accuracy of gas classification. In [9], differ-
ent pattern recognition methods including ANN, SVM and
extreme learning machine (ELM) are exploited to recognize
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FIGURE 1. Overall architecture of the proposed 1D-DCNN algorithm.

formaldehyde with the background of ethanol, acetone and
toluene in air, where their input are the data from the first two
principal components of raw responses obtained from PCA.
Moreover, Yan et al applied support vector machine recursive
feature elimination (SVM-RFE) to select effective transient
features extracted from gas sensor responses in terms of
magnitude, difference, derivative, second order derivative,
integral, etc [10]. In [12], the responses of binary gas mixtures
of acetone, ethanol and trichloroethylene, are first prepro-
cessed by a sliding window algorithm to obtain valid data set,
then directly classified by ANN without any feature extrac-
tion. However, the reported accuracy is limited to be 84.5%.
From the above literatures, there is one common drawback
that these traditional gas recognition methods’ performances
highly depend on the quality of the hand-crafted features.
As the mixture gases’ raw response is not linear with sev-
eral gases, different feature extraction techniques including
PCA and statistical feature method (e.g. standard deviation,
mean and variance) are always necessary to generate the
hand-crafted features [10], [11]. Meanwhile, the hand-crafted
features are various and not applicable to the wide range
of classification tasks. Therefore, it is quite challenging to
propose a uniform effective feature extraction method for the
hand-crafted features.

In this paper, we propose a one-dimensional deep convo-
lutional neural network (1D-DCNN) based algorithm dedi-
cated to the classification of mixture gases. The proposed
ID-DCNN algorithm, which is an end-to-end model that
automatically extract feature without human interventions,
is capable of comprehensively extracting and classifying dif-
ferent features of target gases directly from the raw data. This
is quite different from the traditional gas recognition algo-
rithms, where massive priori knowledge of the mixture gases’
features and human effort in feature extraction are always
inevitable. In addition, the proposed algorithm includes four
convolutional stages, a dropout layer, a pooling layer and two
fully-connected layers. Meanwhile, each convolutional stage
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consists of three layers: one 1D convolutional layer, one batch
normalization layer and one rectified linear unit (ReLU)
layer, which are utilized to automatically extract features
from the raw data. The main contributions of this work are
summarized as follows: 1) as far as we know, the proposed
1D-DCNN is firstly applied in the mixture gases recognition;
2) in contrast to most previous mixture gases classification
algorithms that process the mixed gases as a new gas, the pro-
posed 1D-DCNN adopts multi-label as the final output, which
not only significantly decreases the label dimension but also
presents the probability of each gas component intuitively;
3) as the different gas components are independent existence,
the 1D-DCNN’s final loss is the mean of mixed components’
log loss which can be modified by the binary log loss. The
rest of this paper is organized as follows. In Section II,
the architecture of the proposed algorithm is illustrated and
detailed. Experimental results and discussions are presented
in Section III. Finally, the concluding remarks are drawn in
Section I'V.

Il. PROPOSED ALGORITHM FOR MIXTURE

GASES RECOGNITION

In this section, the proposed deep learning framework based
ID-DCNN algorithm is elaborated. As shown in Fig. 1,
the proposed implementation’s overall architecture mainly
contains two parts: feature extraction part and classifica-
tion part. In the first part, we combine convolutional oper-
ation, batch normalization operation and activation operation
together as the convolutional stage, with different parameters
used at different stages. And the other part is the multi-layer
perception (MLP) part.

A. FEATURE EXTRACTION AND CLASSIFICATION

Feature extraction - In contrast to traditional CNN, the gas
sensors’ responses for mixture gases are multiple 1D sub-
sequences rather than 2D image pixels. Compared with the
image recognition, the responses of gas sensor array are
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horizontally relevant instead of both vertically and horizon-
tally correlated in image sensing array [13], [14]. Hence,
1D convolutional operation is used on each sensor response.
Then the learned features are concatenated together to further
extract the lumped feature of different sensors, which can
dramatically improve the selectivity and sensitivity of the sen-
sor array. Successively, we adopt the relatively small filters
(64 or 128) and increase the model layers to promote the gen-
eralization of model [15]. Additionally, between the third and
fourth stage of the convolution, a dropout layer is inserted to
decrease the operating neural units of the third convolutional
stage, which can avoid overfitting and improve computation
efficiency during the training phase. In the whole framework,
we only employ one pooling layer (average pooling) that
down-samples a number of extracted features by one third to
remove redundant features acquired from the fourth convolu-
tional stage. Since the gas sensors’ responses are continuous
and relevant in time domain, the average pooling layer is used
to process the values at different neighboring positions of
the feature maps and guarantee the continuity of the down-
sampled features.

Classification - The rest layers in 1D-DCNN are fully
connected to form MLP, which is used for classifying the
extracted features. As the computational complexity of MLP
parameters dominates the whole 1D-DCNN computation,
in order to keep the computational complexity at a suit-
able level, the numbers of fully-connected layers’ neural
units are reduced to 64 and 32. In addition, ReLLU functions
are employed as their activation functions and a dropout
operation is inserted before the first fully-connected layer
to improve the computation efficiency and avoid overfit-
ting. Finally, in the output layer, we apply 3 neurons and
sigmoid function to output 3 multi-label class probabilities
(Ethylene, CO, Methane), which is elaborated in the follow-
ing subsections.

B. CONVOLUTIONAL STAGE

The convolutional stage of the proposed 1D-DCNN algo-
rithm comprise a few operations, such as convolutional oper-
ation, batch normalization (BN) operation and activation
operation. As described in previous subsection, convolutional
operations are a series of one-dimensional filters. The sizes
of four convolutional kernels are 1 x 16 x 8, 1 x 3 x 64,
1 x 3 x 64 and 1 x 3 x 128, respectively, where 8, 64,
64 and 128 are the numbers of kernels in four convolutional
stages. The detailed 1D convolutional operation is illustrated
in Fig. 2. Similar to the traditional 2D convolution, we assume
that input series A has dimension of (1, N,) and kernel B has
dimension of (1, Nj), the equation of the 1D convolution can
be expressed as follows:

Np
C() =Y _A(j +n) x B(n) (1)

n=1

where 1 < j < N, — Np + 1 and C(j) represents the
Jj-th convolutional result. As the distribution of the initialized
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FIGURE 2. Detailed 1D convolutional operation.

weights strongly influences the model performance and its
generalization ability, xavier initialization is utilized as the
weights initialization method [16], which is an effective neu-
ral network initialization method and is capable of making the
variance of every layer’s output equal in order to obtain the
optimized information flow. The uniformly distributed xavier
initialization can be expressed as:

W~U|:—,/ 0 A/ 6 :| 2)
m—+n m-+n

where m and n are the numbers of input units and output units
in each layer.

BN and activation operation - Batch normalization can
significantly improve the performance of the proposed
layer with nonlinear sigmoid function [17]. Consequently,
BN layer is inserted before activation in every convolutional
stage. It is worthy to mention that adding BN operation
not only accelerates the training process, but also avoids
overfitting especially for relatively small dataset. Similar to
the traditional CNN, here ReL.U function is adopted as our
activation function in convolutional stage.

C. MULTI-LABEL CLASSIFICATION

With the increment of the mixture gases’ components, the gas
combinations increase rapidly as well and the label dimen-
sion becomes large if we use one-hot representation. For
example, provided with the mixed gases having n gas com-
ponents, the label dimension is equal to 2" using one-hot
representation; while its dimension is equal to n using a
multi-label way. As a result, multi-label classification is
adopted to reduce the overall computation amount caused by
the large label dimension. There are two mainstream meth-
ods for multi-label classification: a) problem transformation
method, and b) algorithm adaptation method [18]. In this
paper, we adopt problem transformation method to divide the
multi-label classification problem into several binary clas-
sifier problems. As shown in Table 1, the dataset used in
Section III has 6 multi-label combinations, where ‘1’ means
the corresponding gas exists and [0, 0, 0] means there is no
target gas and only the reference gas (i.e. air) exists. Here we
divide this multi-label classification problem into three binary
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TABLE 1. Example of multi-label dataset.

No. | Ethylene | CO | Methane
1 0 0 0
2 1 0 0
3 0 1 0
4 0 0 1
5 1 1 0
6 1 0 1

classifier problems with single-label: { Ethylene, —Ethylene},
{CO, —=CO} and {Methane, —Methane} ( — represents the
label for negative examples). Since the labels of the mixture
gas datasets are independent, the transformation of the three
binary classifiers can be implemented by sigmoid function,
which is easier to be combined with CNN-based method.
Additionally, the output of 1D-DCNN is described in
Eq. (3), where y. represents the prediction of target gases,
WT represents the second hidden layer’s weight. The output
of sigmoid function is employed as the result of these three
classifiers and a threshold value of 0.5 is set to produce the
predicting labels, where the output probability over 0.5 is
set to 1 and lower than 0.5 is set to 0. Moreover, regarding
the loss value of this model, inspired by [18], we modify the
binary log loss of three classifiers as Eq. (4), where y(c;) is
the true label, N is the classifier number, yy,..(c;) and g(c;)
are the relative and negative probabilities of the class (c;) in
the ith classifier, respectively. Finally, we average the log loss
values in these binary classifiers as the final log loss value.

Ypre = sigmoid(W' h + b) (3)

1 N
Log loss =~ ; [y(ci) log ypre(ci)+(1 — y(ci)) log g(ci)]
(4)

Ill. EXPERIMENTAL RESULTS AND COMPARISON

In order to verify the effectiveness of this model for mix-
ture gas classification, extensive experiments were conducted
with the public available dataset [19]. This dataset contains
two binary mixture gases: Ethylene and Methane in air,
Ethylene and CO in air. The response signal data was acquired
from 16 metal oxide (MOX) sensors, which are exposed to
various gas conditions and consist of four different types
(TGS-2600, TGS-2602, TGS-2610, TGS-2620). The oper-
ating voltage was set to be 5V and the response signals of
sensors were acquired at a sampling frequency of 100Hz
continuously for 12 hours. As the raw dataset is labeled in
its concentration types with 4178504 4 4208261 = 8386765
instances, where 4178504 represents the instances between
Ethylene and Methane and 4208261 represents the instances
between Ethylene and CO, we manually label the category in
manner of multi label and split the raw dataset into 593 sam-
ples that represent the same class respectively. Furthermore,
we sampled the dataset down to 10Hz and randomly split the
whole samples into 80% training and 20% testing sets (train-
ing sets: 593 x 0.8 & 475, testing sets: 593 x 0.2 ~ 118). Due
to the unavoidable drifts of MOX sensors array, the baselines
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of mixed gases’ reaction and recovery might deviate. There-
fore, we selected response signals in 10s (100 points) with
the biggest gradient in every sample as the model input. The
gradient of the 10s response can be calculated as follows:

_1G(#) — G(ti410)]
B G(t;)

VG &)
where #; is the time point in every sample. In Fig. 3, for
the Ethylene sample with the reaction phase between 500s
and 600s, we choose the duration between 526s and 536s as
the model input.

3500
————— Eth

—— Largest gradient

3000
2500

2000 | { [536.66, 1982.91]

Conductivities

1500 -

1000 - [526.76, 954.21]

500 520 540 560 580 600
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FIGURE 3. The reaction with Ethylene between 500s and 600s.

A. FIGURES OF MERIT FOR PERFORMANCE EVALUATION
As described in previous section, this multi-label mixture
gases classification task is converted to several binary classi-
fication tasks, which belong to the label-based measurement.
To evaluate the performance of the classifier in mixture gases
classification, three most important figures of merit, includ-
ing accuracy, log loss and confusion matrix are detailed as
follows [18], [20]:

1) For test set evaluation, accuracy is the first figure of
merit to evaluate the performance. In Eq. (6), D is the
test data set, consisting of |D| multi-label examples
(xi, Yi) (i=1...|D|, Y; C{Air, Eth, CO, Met, Eth—CO,
Eth — Met}, where Eth — CO represents the label of
the Ethylene/CO mixture and Eth — Met represents
the Ethylene/Methane mixture), f is a classifier and
P; = f(x;) is the predicted label set by the classifier f.
The model will be better if the test set accuracy is larger.

I A %N Py

Accuracy D] ; Y0P (6)

2) Log loss is described in Eq. (3), which is used in logis-
tic regression that exists in 1D-DCNN output layer.
Besides, log loss values represent the training error and
test error of the train set and test set, respectively. If the
log loss value is smaller, the model fits the data set
better. Furthermore, if the test log loss is very close
to the training log loss, the over-fitting or under-fitting
phenomenon can be well-avoided.

3) In the field of machine learning (especially pattern
recognition), the confusion matrix is a specific matrix
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used to present visualization of an algorithm’s perfor-
mance. Compared with the other figures of merit (accu-
racy and F1 score), the confusion matrix enables more
detailed analysis of the correct classification and the
mislead results for a classifier. Moreover, the confusion
matrix is also known as the error matrix, where each
column of the matrix represents the instance in a pre-
dicted class while each row represents the true instance
of the corresponding class. In this paper, we adopt
a normalized confusion matrix as the third figure of
merit. With the diagonal value in each row closer to 1,
more accurately predicted classes can be produced.

B. EXPERIMENTAL RESULTS
Here the proposed 1D-DCNN algorithm is implemented with
TensorFlow, the detailed steps are summarized as follows:

1) Optimization: we apply mini-batch stochastic gradient
descent with Adam optimizer [17]. The batch size is set
to 64. As described in previous section, Batch Normal-
ization operations are adopted in feature extraction part
and classification part.

2) Regularization: the dropout operations with keep-
probability equal to 0.25 are adopted in convolutional
stage 3 and the second hidden layer of classification.

3) Hyperparameters: In classification part, we apply two
hidden layers with 128 and 64 neurons, respectively.
For learning rate, we first manually tune the fix learning
rate between 0.00001 and 0.001 while it is difficult
for model convergence and stability. Finally, we apply
the exponential-decay learning rate, where its initial
learning rate is 0.01 and its decay step is 10.

The performance of 1D-DCNN is evaluated by log loss and
accuracy in train set and test set, while evaluated by confusion
matrix only for test set. As described in previous section,
with larger accuracy and smaller log loss, the better perfor-
mance of model can be achieved. During 2000 iterations with
stochastic mini-batches, the test accuracy and train accuracy
are almost equal after 1000 iterations and the highest test
accuracy is reported to be 95.73%, as depicted in Fig. 4 (a).
While in Fig. 4 (b), the log loss in testing set and training
set descend to less than 0.5 after 500 iterations and finally
stabilize at around 0.2. These results suggest that the under-
fitting or overfitting phenomenon is well-avoided using this
proposed model. Finally, the normalized confusion matrix
of 1D-DCNN is indicated in Fig. 5 (a), where the predicted
and true classes (Air, Eth, CO, Met, Eth-CO, Eth-Met) are
in column and row of each table respectively, the diagonal
values represent the normalized numbers of predicted classes
equal to true classes and the corrective rates of the two
mixture gases Eth-CO and Eth-Met are close to 0.90. The
corrective rate of each predicted class is fully visualized by
the confusion matrix.

In addition, K-fold cross validation is a universal means for
evaluating the results acquired from pattern recognition meth-
ods. Here we use 10-fold cross validation (CV) to evaluate the
proposed 1D-DCNN and the previously reported methods,
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FIGURE 4. (a) the curves of train and test accuracy; (b) the curves of train
and test loss.

where the whole set is randomized first then divided into ten
segments with equal size. Moreover, with each segment used
as the testing dataset and the other nine segments combined as
the training set, we can have altogether 10 different training
sets. Finally, the 10 different sets are fed into the proposed
method successively to generate 10 maximized accuracies,
which are averaged to yield the final recognition accuracy
of 96.30%.

C. COMPARISON

For comparison, we considered four previous approaches:
SVM, ANN, KNN and RF. Concretely, in the past few years,
a number of approaches have been proposed for binary mix-
ture gas recognition. In [7], SVM is applied for classifying
two volatile organic compounds (VOC) gases. Before neural
networks, SVM has been the mainstream solution for pattern
recognition. As a result, we use SVM as our first candidate
for comparison. Moreover, ANN is widely-adopted for rec-
ognizing the mixture gases as well [9], [21]. Hence, ANN is
used as another method for comparison, where the neuron
number of its two hidden layers are 300 and 100, respec-
tively. Additionally, the comparison is further extended to the
general machine learning method KNN [22] and ensemble
learning method RF [23], which are quite popular for rec-
ognizing pure gas. As the inputs for these previous methods
are usually one-dimensional vectors, we unfolded the raw
input data into one-dimensional vector (16 x 100) and one-hot
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FIGURE 5. Normalized confusion matrix comparison, where its column instances are predicted classes and row instances are true classes:
(a) the normalized confusion matrix of 1D-DCNN; (b) the normalized confusion matrix of SVM with linear kernel; (c) the normalized
confusion matrix of ANN; (d) the normalized confusion matrix of KNN; (e) the normalized confusion matrix of RF.

TABLE 2. The performance comparison among different principal components processed by PCA.

Algorithms | 20 components | 50 components | 100 components | 200 components | 300 components
SVM-linear 86.28% 87.44% 87.45% 87.29% 87.29%
SVM-1bf 82.93% 82.93% 82.93% 82.93% 82.93%
SVM-poly 82.23% 86.16% 88.14% 86.08% 85.56%
RF 88.18% 88.69% 88.02% 86.53% 84.51%
KNN 80.28% 80.45% 80.45% 80.45% 80.45%
ANN 83.84% 84.36% 82.51% 85.85% 82.50%

representation is adopted for labeling mixture gases in these
previous methods. Meanwhile, the input vectors are the first
n-components (n is the dimension of components) prepro-
cessed with principal component analysis (PCA) to provide
features for the method to be evaluated. Finally, 10-fold cross
validation is also adopted for these previous methods as the
proposed 1D-DCNN.

CV Comparison: As shown in Fig. 6, the preprocessed
data is extracted using PCA, where X1, X2 and X3 rep-
resent the eigenvectors in PCA. The first two principal
components and the first three components are plotted
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with two-dimensional scatter and three-dimensional scatter,
respectively. Different color scatters represent different gases
decomposed by PCA. In Fig. 6 (b), the scatters of Eth, CO and
Eth-CO cluster together are difficult to be classified by these
previous methods. Therefore, higher dimensional decom-
position can increase the eigenvectors’ representativeness
and is necessary to the following classification. As shown
in Table 2, we compare the four previous algorithms’ per-
formances under different principal components. Concretely,
SVM with linear kernel (SVM-linear) and SVM with poly
kernel (SVM-poly) can achieve the best performance with
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TABLE 3. The comparison of 10-fold cross-validation recognition accuracy between 1D-DCNN and the other four previous methods.

Algorithms | SVM ANN

KNN RF 1D-DCNN

Accuracies | 87.45% | 85.85%

80.45% | 88.69% 96.30%
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FIGURE 6. (a) the first three principal components; (b) the first two
principal components.

100 principal components and RF can achieve the best perfor-
mance with 50 principal components. In addition, ANN algo-
rithm requires 200 dimensional eigenvectors to produce the
best performance, while the SVM with radial basis function
(SVM-rbf) and KNN are insensitive to the number of prin-
cipal components. For our proposed 1D-DCNN algorithm,
as described in previous section, it can automatically extract
the effective features by a serious of convolutional com-
putations, which removes the need of hand-crafted features
generated by PCA.

Moreover, Table 3 summarizes the comparison of CV
recognition accuracies between the 1D-DCNN and the four
traditional methods, where 100, 200, 50 and 20 principal
components are selected as the input vectors of SVM-linear,
ANN, RF and KNN, respectively. It is indicated that the
KNN’s recognition accuracy is the lowest, the result of ANN
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with two hidden layers is 85.85% and the recognition accu-
racies of RF and SVM are quite close to each other. Mean-
while, the recognition accuracy of the proposed 1D-DCNN
largely outperforms the aforesaid four algorithms, which can
be attributed to the meaningful and representative features
generated by the deep network layers and lots of neurons.

Confusion Matrix Comparison: in Fig. 5, five confusion
matrices illustrate the performance comparison of 1D-DCNN
and the other four previous algorithms. It is observed that the
four previous algorithms present favorable corrective rates
in each pure gas class while 1D-DCNN shows superior per-
formance. However, the previous algorithms cannot exhibit
excellent performance for two mixture gas classes especially
the mixture gases between Ethylene and Methane. On the
contrary, the corrective rate of 1D-DCNN can still achieve
0.90. As a result, the proposed 1D-DCNN method outper-
forms all the previous algorithms for each pure gas class as
well as the mixture gas classes.

IV. CONCLUSION

In this paper, we present a novel multi-label 1D-DCNN-
based algorithm for classifying binary mixture gases among
Ethylene, CO and Methane. To the best of our knowl-
edge, the proposed 1D-DCNN is first exploited for mixture
gases classification, which automatically classifies the fea-
tures directly extracted from the raw data set. Meanwhile,
the proposed 1D-DCNN is an end-to-end classifier, which
is capable of significantly simplifying the extraction process
of more meaningful and high level features by the trainable
neural networks. In addition, compared with all previously
demonstrated algorithms, the 1D-DCNN processes the raw
valid data set in a multi-label way, which greatly reduces
the dimension of the label space. According to the extensive
experimental results, it is indicated that the corrective rates of
the proposed 1D-DCNN in each pure gas as well as mixture
gases outperform the other algorithms. Moreover, the com-
parison is further extended to 10-fold cross validation. It is
observed that the average recognition accuracy of the pro-
posed 1D-DCNN significantly outperforms the conventional
methods of SVM, MLP, KNN and RF. As a result, the pro-
posed algorithm is suitable for a wide range of classification
applications of the mixture gases, where it is always quite
challenging to obtain effective artificial feature.
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